
Chapter Three 

Stability 

§ 25. The Function-Theoretic Center Problem 

We begin with the defmition of stability and instability. Let 91 be a 
topological space whose points we denote by p, and let 0 be a certain 
point in 91. By a neighborhood here we will always mean a neighborhood 
of 0 in 91. Let P1 = Sp be a topological mapping of a neighborhood U1 
onto a neighborhood m1, whereby a = So is mapped onto itself. The 
inverse mapping P -1 = S-l P then carries m 1 onto U1 , and in general 
Pn = snp (n = 0, ± 1, ± 2, ... ) is a topological mapping of a neighborhood 
Un onto a neighborhood mn, having aas a fIXed-point. For each point 
P = Po in the intersection U1 n m1 = 'ID we construct the successive 
images Pk+1=SPk (k=O,l, ... ), as long as Pk lies in U1, and similarly 
P-k-1 = S-l p_k, as long as P-k lies in m1• If the process terminates with a 
largest k+ 1 =n, then Po, ... , Pn-l all stillliein U1 , but Pnno longer does; 
similarly for the negative indices. In tbis way, to each P in 'ID there is 
associated a sequence of image points l'k (k= ... , -1,0,1, ... ), which is 
finite, infinite on one side, or infinite on both sides. 

The mapping S is said to be stable at the fIXed-point 0 if far each 
neighborhood U C 'ID there exists a neighborhood m C U of a whose images 
snm (n = ± 1, ± 2, ... ) alllie in U. Instability on the other hand, is defined 
not as the logical negation of stability, but in terms of the following 
stronger requirement. The mapping S is said to be unstable at the fIXed­
point 0 if there exists a neighborhood U C 'ID such that for each point 
P =+ 0 in U at least one image point Pn lies outside U. 

Let us restate the above definition in another form. A point set 
9Jl C 'ID is said to be invariant under the mapping S if 9Jl = S9Jl. The fixed­
point 0 is, of course, trivially an invariant point set. We now show that S 
is stable if and only if each neighborhood U contains an invariant 
neighborhood m. If for each neighborhood U there exists a neighborhood 
m = sm c U, then certainly m has the necessary property required in the 
definition of stability, and consequently S is stable. Conversely, under 
the assumption that S is stable, for each neighborhood U C 'ID there exists 
a neighborhood .Q C U such that sn.Q C U (n = 0, ± 1, ± 2, ... ). The union 
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m = U (sno) of all the sno is then invariant under Sand is again a 
n 

neighborhood, whereby the assertion is proved. Correspondingly, let 
us show that S is unstable if and only if there exists a neighborhood U 
that contains no invariant subsets other than the flXed-POint a. Indeed, 
if such a neighborhood U exists then certainly the intersection U 11 W has 
the same property, and we may therefore assume that U C W. If P is then 
any point =l= ainU, the images Pn cannot all lie in U or else IDl = U Pn 

n 

would be an invariant subset ofU that contains a point =l= a. Consequently 
S is unstable. Conversely, if S is unstable, there exists a neighborhood 
U C W such that for each P =l= ainU at least one image Pn does not lie in 
U. If P is now any point of an invariant subset IDl = SIDl of U, all the 
images Pn of P must He in IDl and therefore certainly in U, from wbich it 
follows that P == a. Tbis again proves the assertion. 

A mapping S that is not unstable thus has the property that each 
neighborhood contains an invariant point set with a as a proper subset, 
wbile for a stable mapping S each neighborhood actually contains an 
invariant neighborhood. Consequently a stable mapping is necessarily 
not unstable, but a mapping that is not stable need not be unstable. A 
mapping S is said to be mixed at a flXed-point a if it is neither stable nor 
unstable there. That there actually exist mixed mappings is seen by the 
simple example of the affine mapping Xl = X + y, Y 1 = Y in the (x, y)-plane, 
wbich has each point of the abscissa axis as a fixed-point. A bounded set 
is invariant under tbis mapping if and only if it lies on the abscissa axis. 
Since for arbitrary r > ° the disk x2 + y2 < r2 contains no invariant 
neighborhood of (x, y) = (0, 0) but contains the invariant interval 
- r < x < r, y = 0, at the origin tbis mapping is neither stable nor unstable. 

We carry over the definition of stability and instability to systems of 
differential equations 

(1) 

Let x = e* be an equilibrium solution, so that f,,(e*) = 0, and assume that 
a Lipscbitz condition holds in a neighborhood of x = e*. We again 
denote by x(t, e) the solution to (1) with initial values x" = e" at t = 0. 
Passage from e to x(t, e) then defines for each flXed t a topological 
mapping St in a neighborhood of the fixed-point x = e*. The defmitions 
of stability and instability of the system (1) at the given equilibrium point 
are then obtained by taking for a, p, sn, and Pn = snp (n = 0, ± 1, ... ) in 
the previous definitions the corresponding quantities e*, e, St, and 
et = x(t, e) as t varies over the reals. By introducing the modification that 
only positive values of t are permitted, one may speak also of stability 
or instability with respect to future time. Tbis notion has, of course, 
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significance in problems dealing with mechanics. Also the defmition of 
the mixed case carries over in an obvious way. 

Before turning to problems relating to stability for differential 
equations, we will look at the particular case when S is a conformal 
mapping in the plane. Already here some of the characteristic difficulties 
show up, although they can still be overcome by the available methods 
of analysis. Without loss of generality the fIXed-POint may be taken as the 
origin of the complex z-plane. The conformal mapping is then given by a 
power series 

(2) 

with complex coefficients, which converges in a neighborhood of z = O. 
We wish to investigate when this mapping is stable, unstable, or mixed 
at z = O. Assume first that S is stable. The circ1e of convergence 5\ for the 
series (2) then contains an invariant neighborhood $ = S$ of the origin. 
This neighborhood may not be connected, but it does contain a connected 
invariant neighborhood; indeed, if i! is an open disk in $ containing the 
origin, the union of all the images S"i! (n=O, ± 1, ... ) has the desired 
property. We may therefore assume that $ is already connected. Our 
aim here is to find an invariant neighborhood in 5\ that can be mapped 
conformally onto the unit disko This can be achieved in, say, one of the 
following two ways. Perhaps $ is not simply connected. Then one adds 
to $ all points that lie in the interior of any simple c10sed curve (t con­
tained in $. The resulting set U is then again a connected neighborhood 
within 5\, and is easily seen to be simply connected. Because of the 
invariance of $, together with (t also S(t belongs to $, from which it 
follows that U is invariant. Now, by the Riemann mapping theorem, U 
can be mapped conformally onto a disk 1'1 < (! so that z = 0 goes into 
( = 0 and the derivative z, at ( = 0 has the value 1. Let 

(3) z=q,(O=(+b2 (2+ ... (KI<(!) 

be the inverse conformal mapping, whereby the series converges certainly 
in the circ1e 1(1 < (!. We denote the mapping (3) by C and consider 
T = C- 1 Sc. Since the region U was invariant under S, the disk 1(1 < (! 
is evidently invariant under the conformal mapping T, which has the 
center (= 0 as a fIXed-point. 1t follows from a well-known theorem in 
function theory that T is a linear mapping of the form 

(4) 

that is, a rotation about the origin. One can also arrive at (4) as follows, 
without constructing the set U. One constructs for $ the universal 
covering surface $, which by definition is simply connected. It has more 
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than one boundary point, since this is already true of m. The conformal 
mapping S can now be extended to m so that sm = m and a fixed-point 
lies over the point z = 0 of m. By the uniformization theorem one can 
then again map m conformally onto a circ1e in the (-plane and set up the 
expression (3), where z now varies over the covering surface as ( runs over 
ICI < (!. The subsequent conc1usion then follows as before. 

The relation T= C-1SC can be expressed in the form CT=SC, 
whereupon (2), (3), (4) combine into the identity cp{jLO = f(cp(O). This is the 
Schröder functional equation [1]. By comparison of the linear terms it 
follows that .:t = Jl. Denoting the two conformal mappings determined in 
the previous paragraph by Cl and C2, one sees from CllSCl = T 
= C2 1 S C2 that Cl l C2 = Co commutes with T. If .:t is not a root of 
unity, by inserting the respective power series into the relation Co T = T Co 
one finds that Co is the identity mapping, so that Cl = C2 • In particular, 
this implies that m = m = U is simply connected, although this will not be 
used subsequently. 

In view of (4) one has lAI = 1, which therefore is a necessary condition 
for stability of S. We will now show that S is stable if and only if l.:tl = 1 
and the Schröder functional equation 

(5) cp(.:tO = f(cp(O) 

has a convergent power series solution cp(O = ( + .... The necessity 
of this condition is precisely what was shown in the preceding argument. 
Conversely, if there exists a convergent solution cp«() to (5) with l.:tl = 1, 
then the substitution z = cp(O, Zl = cp«( 1) transforms the given mapping 
Zl = f(z) into the rotation (1 =.:t( which trivially is stable, since as 
invariant neighborhoods one can take all circles in the (-plane with center 
at the origin (= O. Because cp(O, as weH as its inverse series, converges 
in a sufficiently small neighborhood of the origin, it follows that also 
the given mapping S = C T C- l is stable. This proves the assertion. 
The name "center problem" is derived from the fact that in case of 
stability the family of concentric circ1es about the origin in the (-plane 
gives rise to the invariant neighborhoods of z = o. 

To investigate whether the mapping S is stable it is therefore enough 
to discuss whether Schröder's functional equation can be solved by a 
convergent power series cp(O = ( + .... Setting up cp(O as aseries with 
undetermined coefficients, we first seek a solution to (5) in terms of a 
formal power series. Under the assumption that .:t is not a root of unity, 
comparison of coefficients will give rise to exact1y one solution, which we 
will call the Schröder series. Let n ~ 2, and assume that the coefficients 
bk (1 < k < n) in (3) have already been determined so that both sides of 
(5) agree in terms of order k < n. For n = 2 the assumption is valid. 
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Expressing (5) in the form 

4>(,1.0 - ,1.4>(0 = j(4)(o) - ,1.4>(0 

we have 
<Xl <Xl 

(6) L (Al - ,1.) bl,1 = L al 4>1(0 , 
1=2 1=2 

and consequently the coefficient of '" on the right is a polynomial in the 
a j (l = 2, ... , n) and the already known bk (k = 2, ... , n -1) with integral 
coefficients, while the corresponding coefficient on the left side of (6) 
is equal to (,1." - ,1.) b". Since ,1. is not a root of unity and =l= 0 we have 
,1." - ,1. =l= 0 (n = 2,3, ... ), and consequently b" is uniquely determined. In 
this way one obtains recursively the coefficients of the Schröder series 
4>(0 =, + b2 e + ... which formally satisfies the Schröder functional 
equation (5). 

Before investigating convergence of the above series 4>(0, we will 
consider the case when ,1. is a root of unity. Let An = 1 (n> 0), where also 
n= 1 is admitted. If S is stable, then T= C- 1SC again has the normal 
form '1 =,1." and T k =C- 1 Sk C is the mapping '1 = Ak ,. Consequently 
T" is the identity mapping E, and therefore also S" = E. Conversely, if 
S" = E and U is a neighborhood of z = 0 within the circ1e of convergence 
S\ of j(z), one selects any sufficiently small neighborhood m of z = 0 
for which the n images skm (k = 0, ... , n -1) are still completely con­
tained in U. Because snm = m, the union of the skm is an invariant 
neighborhood within U, and it follows that S is stable. Thus, in the case 
,1." = 1 (n> 0) the mapping S is stable if and only if S" = E. As an example 
we consider the mapping 

Z 2 
Z1=--=Z+Z + ... , ,1.=1, 

1-z 

for which sn is given by 

z 
z =--­

n 1-nz (n= ± 1, ±2, ... ), 

and consequently is never the identity. Because S =l= E and ,1. = 1, this 
mapping is necessarily not stable. This can also be seen direct1y by 
setting z = l/n, where the natural number n can be arbitrarily large. On 
the other hand, if one sets z = ir, 0 < r < 1, then IZnl < r and the totality 
of images of z together with z form an invariant set within the circ1e 
Izl ~ r. This shows that S is not unstable, and is therefore mixed. It is 
not known, however, whether it may happen that ,1. is a root of unity 
and S is unstable. From now on we will assume throughout that ,1. is 
not a root of unity. 
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We next investigate convergence ofthe formally constructed Schröder 
series c/1(z) for the case lAI =F 1. Tbis can be readily accomplished by the 
usual method of majorants. From the convergence of the series (2) there 
exists a positive number a such that lan +11 < an (n = 1,2, ... ). If az1, az 
are introduced as variables in place of Zl, Z in the transformation (2), 
one obtains again a conformal mapping of the form (2) with the same 
value for A, but for wbich now 

(7) lan+11<1 (n=1,2, ... ). 

For the investigation of convergence we may therefore assume (7) at 
the outset. Moreover, since lAI =F 1, there exists a positive constant c such 
that 

(8) W+ 1 -AI>c>0 (n=1,2, ... ). 

If the coefficients bn+1 in the Schröder series are determined by the 
recursive procedure associated with (6), it follows from (7), (8) that the 
formal solution «P(O = ( + C2 (2 + ... to the functional equation 

(9) 

is a majorant for c/1(O. On the other hand, the series 

00 

(= «p - c-1 L «pI, 
1=2 

which converges for I«PI < 1, has an inverse that converges in a neighbor­
hood of ( = O. Tbis completes the convergence proof. As in § 17, one can 
also readily obtain from tbis a lower bound for the radius of convergence. 
We already know from lAI =F 1 that the mapping S is not stable. Because 
of the convergence of C just proved, we can construct the normal form 
C- 1 SC = T, and it is immediately evident that the mapping (1 = A( is 
actually unstable. Indeed, if one considers any point ( =F 0 in an arbitrary 
bounded neighborhood U of ( = 0, then because lAI =F 1, for n sufficiently 
large, positive or negative, the point (n = An( will no longer lie in U. The 
instability of T implies that of S = CTC-1, and consequently for lAI =F 1 
the mapping S is necessarily unstable. Tbis can also be shown directly 
without use of the normal form T. 

For future discussion we may restriet ourselves to the case where A 
is in absolute value 1, and is not a root of unity. In this case the inves­
tigation of convergence of the Schröder series requires finer estimates, 
to which we now turn. We first show that the set of A for which there 
exists a convergent power series fez) = AZ + ... whose Schröder series 
diverges form a dense set on the unit circle lAI = 1 [2]. For this divergence 
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proof it will be enough to consider only series j(z) whose coefficients 

an (n=2, 3, ... ) are always equal to ±~, with the choice in sign deter-
n. 

mined recursively. In particular, such j(z) converge everywhere. We 
turn once more to the determination of the bn from equation (6). By com­
parison of coefficients one obtains for each n> 1 the expression 
().n _ A)bn - an as a polynomial in the ak, bk with 1 < k < n, and it is 

therefore obviously possible to choose an = ± 1, recursively in such 
n. 

a way that 

(10) Ibnl ~ ~ IA" - AI- 1 = ~ IAn- 1 _11- 1 (n= 2,3, ... ). 
n. n. 

Suppose now that for a given A the inequality 

(11) IAn -11 «n!)-2 

is satisfied for infinitely many natural numbers n, and let j(z) be apower 
series whose coefficients a2, a3, ... have been determined in the above 
mann er. Then on the one hand the series in z is everywhere convergent, 
while on the other hand the corresponding Schröder series c/J«() diverges 
for each (=l= 0, since by (10), (11) the general term bn(n does not even 
tend to O. The mapping Zl = j(z) = AZ + ... therefore is not stable. 
However, it is not known whether it is mixed or unstable. 

It remains to show that there is a dense set of values A on the unit 
circle that are not roots of unity and that satisfy the inequality (11) for 
infmitely many n. If one sets A = e27tia (0 ~ IX < 1) and for each natural 
number n chooses the integer m so that 

(12) 

then 

IAn - 11 = le27tina - 11 = le7tina _ e- 1tinal 

= 2Isin(nnlX)1 = 2s~n(n I nrx - ml). 

Because InlX-ml=8~t, it follows that 28~ sin(n8) ~n8 and therefore 

(13) 48~ jA."-11 ~2n8 ~ 78. 

Consequently it is enough to construct a set of irrational numbers IX, 

dense in the interval 0 ~ IX < 1, for which the inequalities 

(14) 
1 

InlX - ml < 7(nl)2 ' n>O 
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have infinitely many integral solutions n, m. This can be readily accom­
plished as follows, using the representation of real numbers in terms of 
simple continued fractions. As is well known, to each irrational number IX 

in the interval 0 < IX < 1 one can associate a sequence of natural numbers 

rl' r2' ... so that the sequence of fractions ~ (k = 0,1, ... ), recursively 
q" 

defmed according to the prescription 

(15) { Po=O, qo= 1, PI = 1, ql =rl' 

p" = r"p"-l + P"-2' q" = r"q"-l + q"-2 (k = 2,3, ... ), 

converges to IX. The numbers rl , T2' ... are uniquely determined by IX and 
are known as the partial quotients of IX. Moreover from the theory of 
continued fractions one obtains the inequality 

111 
!q"IX-p,,!< -- < ~ -- (k=1,2, ... ). 

qk+l rk+1q" rk+1 
(16) 

Conversely, corresponding to each such sequence r1,r2' ... there is an 
irrational number IX in the interval 0 < IX< 1 with these prescribed partial 
quotients in its continued fraction representation. 

Let ß now be an arbitrary irrational number in the interval 0< ß < 1 
with S1' S2' ••• the partial quotients in its continued fraction expansion. 
For 1 an arbitrary fIXed natural number one defines' 

(17) r"=s,, (O<k~l), rk+l =7(q,,!)2 (k~l), 

where qo, q1' ... , q" are again recursively determined in accordance with 
(15). For the continued fraction IX with partial quotients r1, r2' ... we have 
inequality (16), and since the first 1 partial quotients in the continued 
fractions of ot: and ß agree, also !qlß - PI! < ql- 1. It follows that 

!ot:-ß!~ IIX- ::1 + Iß- ::1 <2ql2~2/-2, 
while on the other hand, by (16), (17), the infinitely many pairs n = q", 
m = p" (k = I, 1 + 1, ... ) satisfy (14). Since 1 can be chosen arbitrarily large, 
the corresponding numbers ot: = ot:l accumulate at ß, and ß being arbitrary, 
we have shown that the set of values IX in question form a dense set in 
the unit interval. 

Let A -denote the set of values A = e27tiot on the unit circ1e such that for 
each power series j(z} = AZ + a2z2 + ... convergent in a neighborhood 
of Z = 0 the corresponding solution 4>(0 = ( + b2 (2 + ... to the Schröder 
functional equation converges in a neighborhood of (=0. We will now 
prove that A, as a subset of the unit circle, has linear Lebesgue measure 
2n, or, equivalently, that the set A of the corresponding values ot: in the 
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unit interval has Lebesgue measure 1. This will show that the set of 
irrational ex for wbich there is at least one convergent series j(z), with 
leading coefficient ..t = e2 tr.irz, whose Schröder series <p(IJ diverges, is a set 
of measure zero. In particular, tbis says that generally the mapping S is 
stable, provided that the necessary condition l..tl = 1 is satisfied. 

For two given positive numbers 6, f,l we consider the set B(e, f,l) of all 
numbers ex in the unit interval E for wbich the inequalities 

(18) Inex-ml<6n-", n>O 

have at least one integral solution n, m. Obviously 

B(6', f,l')CB(6,f,l) (6' ~6, f,l~f,l'). 

If one permits k to range over all natural numbers and considers the 
intersection 

(19) 

of all the B(k-l, 2), then certainly 

(20) Be B(6, 2) 

for each 6. We denote the Lebesgue measure of a measurable set r by 
m(r) and estimate the measure of B(6, 2) from above. By (18), this set is 
a countable union of intervals, and therefore measurable, wbile by (19) 
then also B is measurable. For each solution n, m of (18) we have 

(21) -6<m<n+6 

whenever ex is in E, wbile on the other hand for given n, m the interval 
for ex defmed by (18) has length 26n-,.-I. Noting that for each fixed 
natural number n the number ofintegers m satisfying (21) is smaller than 
n + 26 + 1, and keeping in mind (20), we finally have 

00 00 

m(B(6,2»)~ L 26(n+26+ 1)n- 3 <46(6+ 1) L n- 2 

n=1 n=l 

2n2 

m(B) < -3- 6(6 + 1), 

and since 6 can be arbitrarily small, it follows that m(B) = O. If Adenotes 
the set of all ex in E for wbich (18) has a solution for each choice of 6, f,l, 
then by (19) the set LI is contained in B, so that certainly m(A) = O. The 
complementary set r = E ~ LI thus has m(r) = 1, and r is characterized 
by the property that for each number Q( in r there exist two positive 
numbers 6, f,l such that for all natural numbers n and integers m we have 

(22) 
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We will show in the next section that for all IX in r the Schröder series 
of any convergent series j(z) =..1.z + "', with ..1. = e21ti C<, is also convergent. 
In that case, by definition, we have A) r, so that also m(A) = 1, as 
asserted. 

§ 26. The Convergence Proof 

In the previous section we saw that Schröder's functional equation 
has a unique formal power series solution ifJ(lJ = (+ .... To prove con­
vergence of this series we will begin with a new construction of ifJ using 
an iteration process that converges rapidly enough to be insensitive to 
the effect of the small divisors ..1.n - 1. 

Using the notation of the previous section, we consider an IX in r, 
which by (25; 22) is irrational. Consequently ..1. = e21ti « is not a root of 
unity, and we set 

With m as in (25; 12), we obtain from (25; 13), (25; 22) the estimate 

1 nll C nll 
(! < -lnlX - mi-I< ___ o_ 

n = 4 = 41' - fl t ' (1) 

where fl is a natural number and 1', fl may depend on IX. Here Co = fl!/4s 
and Cl' C2 , C3 will denote positive constants that depend only on IX. 

In the construction to follow we will obtain ifJ not by comparison of 
coefficients but by an iteration process consisting of a repeated sub­
stitution of variables. To describe this process, we denote the given 
transformation (25; 2) symbolically by So and recall that our aim is to 
find a substitution C such that T= C- 1S0C is the linear transformation 
(1 = ..1.(. Rather than do this directly, we will first construct a substitution 
Co such that Co 1 So Co = Sl is merely doser to the linear transformation T 
than was So. Then, starting with Sl' we will repeat this process to construct 
a substitution Cl leading to a transformation 

that approximates T even more dosely. Inductively, this process will 
lead to substitutions Cv (v = 0,1,2, ... ) and transformations 

with 

(2) 
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converging to the desired substitution. For the success of this method 
it will be important that the composition of Co, Cl' ... , C. is weIl de­
fined, i.e. that the range of C. lies in the domain of definition of C.- l , 

and that the sequence Bv converges in some fIXed neighborhood of the 
origin to an invertible substitution B of the form z = q,(1J = C + ... , while 
S.~ T as v~ 00. 

If we assurne the above statements to be true, it follows that 

T=B-lSoB, 

so that B will be the desired substitution. The uniqueness of the formal 
power series for q, then assures us that B is represented by the Schröder 
series, which therefore must converge, since B is analytic near C = o. 

To carry out the above procedure, we begin with a transformation S 
expressed in the form 

Zl = fez) = AZ + J(z) 

where J is a convergent power series starting with the quadratic term. 
The derivative l' is also analytic in some disk ab out the origin, and 
given 0 > 0 we can fmd r> 0 such that 

(3) IJ'I<o in Izl<r. 

The substitution z = q,(O = C + 4> that linearizes the above transformation 
satisfies Schröder's functional equation (25; 5), which can be expressed 
in the form 

Rather than solve this equation, we define the substitution z = C + 11'(0, 
with 11' apower series beginning with the quadratic term, as the solution 
to the linear equation 

00 

(4) lp(AO - Alp(O = J(O = L akCk . 
k=2 

This substitution, which we denote by C, forms the basic step in the 
iteration process. Defining S + = C -1 S C and expressing it as 

(5) 

we will show that, with 0, r suitably chosen, the function g, which 
measures the deviation of S + from the linear transformation, is indeed 
smaller than the previous function 1. 

To this end we choose constants 0, () so that 

(6) 
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and then take r> 0 sufficiently small so as to satisfy (3). First we estimate 
the solution "P of (4) given by the series 

00 alt lt 
"P= L ~C. 

k=2 A -A 

Since f is analytic in Izl < r, by Cauchy's estimate we have 

~ 
klaltl ~ r1t- 1 ' 

and in view of (1) the series "P is seen to converge in 1'1 <r. Indeed, in 
the somewhat smaller domain 1(1 < r(l- 8) one obtains, using (1), the 
estimate 

I"P/I ~ f ~Iakl Klk - 1 ~ Co~ f k"(l- 8)k 
k=2 IA - AI Jl. k=1 

00 (k + Jl) co~ <co~ L (1-8t= 8,,+1 ' 
k=O Jl 

which together with (6) gives 

(7) I"P/I < 8 in 1'1< r(l- 8), 

whereupon integration yields 

(8) 
COb 

I"PI< 8,,+1 r< 8r in 1'1< r(l- 0). 

This inequality shows that the substitution C maps the disk 
1'1 < r(l - 40) into Izl < r(l - 30), for by (8) we have 

Izl ~ 1'1 + I"PI < r(l - 40) + rO = r(l - 30) . 

Moreover, we claim that C- 1 is defmed in Izl < r(l- 20) and maps this 
disk into 1'1 < r(l - 8). To prove this, we have to show that for z in 
Izl < r(l - 20) the equation 

( +"P«)=z 

has a unique solution in 1'1< r(l - 0). This folIows, for example, from 
the explicit construction of (as lim (n> where (0 = 0 and 

n"'OO 

(n+l +"P«(J=z (n=O, 1,2, ... ). 

Indeed, the above defines a sequence (n of analytic functions of z which, 
by (7), satisfies 
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and hence 

I(n+ 1 - 'ni ~ onl'l - '01 = onlzl , 

provided that I'kl < r(l - 0) (k = 0, 1, ... , n). Thus, for Izi < r(l - 20) we 
have 

which shows that the functions (n are defined and analytic for Izl < (1 - 2fJ)r 
(n = 0, 1,2, ... ). Since 0< 1, the sequence (n converges for Izl < (1 - 20)r 
to (= (z), the desired inverse function of ( + 1p(0. 

This allows us to define the transformation S+ = C- 1 SC in the disk 
1(1 < r(l- 4fJ), since C maps this disk into Izl < r(l- 30) which, in view 
of (3), (6), is mapped by Sinto 

IZll ~ Izl + 111 < Izl + Or < r(l- 2fJ) 

and, finally, the latter is mapped by C- 1 into the disk 1(11< r(l- 0). 
Consequently the function g in (5) is certainly analytic for I(I<r(1-40), 
and we will estimate it in this region. To this end we express the relation 
CS+ =SC in the form 

g(O + 1p(g) = 1«( + 1p) 

or 

whereupon subtracting the defining relation (4) for 1p we obtain 

We now use the mean value theorem to estimate y=suplg(')1 over 
1'1 < r(l - 40), obtaining 

y ~ supl1p'ly + supll«( + 1p) - 1<01 

~ Oy + supll(, + 1p) - 1<01, 

and since 0< t, from (3), (8) we have 

5 A A 

y'~ 4 sup 1/«( + 1p) - 1(01 

5 02 

~ 40supl1p1 < Cl 01L+ 1 r. 
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Finally, applying Cauchy's estimate to Ig'l in a somewhat smaller domain, 
we get 

Ig'l <Cl 6~:2 for "I <r + =r(l- 56). (9) 

The essential feature of this estimate is the quadratic dependence of 
10'1 on the previous deviation ~, which gives rise to very fast convergence. 
We now iterate the above construction with Sv, Cy, Sy+l in place of 
S, C, S +, taking care that the quantities r y, 6y, ~y appearing in place of 
r, 6,~, which now depend on v (v = 0,1,2, ... ), are chosen so that (6), (9) 
hold at each step, and that the successive domains do not shrink to a 
point. This is achieved by making the initial choice of ~o sufficiently 
small and then setting 

while defining 6y by the relation 

This last choice, which gives 
1 

56y = 2(2Y +1) , 

is motivated by the need to replace Izl < r by I" < r(l - 56) when passing 
from the estimate of S to that of S+ in (9). The quantity ~y+l' which 
will estimate the deviation of Sy+l from T, is now defined by 

1: Cl~~ v+li:2 ( 01 ) 
U y+l = 61-'+2 <C2 U y v=" .... 

y 

(10) 

Observing that the sequence "Iv = C2+2~v satisfies 

O<'1y+l <'1~ 

and therefore tends to zero faster than exponentially, provided that 
'10 < 1, we see that for 

~o <c2"2 

the sequence ~v tends to zero as v-+ 00. One readily verifies that also (6) 
holds for ~ = ~y, 6 = 6y (v = 0,1,2, ... ), provided that ~o is chosen 
sufficiently smalI. 

With the above choice of r v' 6v, ~v, we proceed with our construction. 
We assume that Sv is represented in the form 

Zl = j(z) = Äz + j(z) 
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with 

whereupon the previous considerations lead to a substitution C = Cv 

transforming Sv into Sv+ 1 = C; 1 Sv C., wbich we express in the form (5). 
By (9), (10) we have 

and we may therefore proceed inductively. 
It is now easy to show that the sequence Bv in (2) converges to the 

desired substitution in 1(1< r/2. First we recall that C.+ 1 maps the disk 
ofradius r.+ 1(1- 49.+ 1) into that ofradius 

r v+ 1(1- 39.+ 1) <r.+ 1 =r.(l- 59.) < r.(1-49.), 

so that C. C. + 1 is defmed for 1(1 < r. + 1 (1 - 49 v + 1)' It follows by induction 
that B. is defined in 1(1 < r .(1 - 49.), and since this radius is larger than 

r 
r.(1-59.)=r.+l> 2' 

each substitution B. maps 1(1 < r/2 into Izl < r. Moreover, since each of 
the factors C" in B. is a substitution of the form z = X,,(C) =, + 1p" with 
the identity as its linearized part, the same is true of each B •. 

To show convergence of the sequence B. in 1(1 < r/2, we express B. 
in the form z = ß.(C), with ß. defmed inductively by ßo(C) = Xo(C) and 

Using IIß~II to denote the maximum of Iß~I in 1(1 ~ r.(l- 9.), we have in 
tbis domain 

Iß~131Iß~-111 (1 + 11p~I), 
which in conjunction with (7) gives 

IIß~1131Iß~-111 (1 + 9.) 
• 00 

3 n (1 + 9,,) 3 n (1 + 9J = C3 , 
,,=0 ,,=0 

where the infinite product is readily seen to converge. This together 
with (8) shows that 

Ißv+ 1 (C) - ß.(()I = Iß.(x.+ 1 (m - ß.(()I 
3 c3 Ix.+l - (I = c3 11p.+ll < Cß'+l r , 
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from wbich it follows that as v -+ 00 the sequence ßv converges in "I < r/2 
to an analytic function ß(lJ. Since ßv transforms So into SV+l' we have 
BvSy+ 1 = SOBy or, writing S" in the form z = f"K) (x = 0, 1, ... ), 

ßv(fV+1 «)) = fo(ßv(1J) 

with Ifv+l(O - l(l < (j"+lr-+O as v-+oo. Consequently, letting v-+oo, we 
obtain 

ß(;"O = fo(ß«(») , 

so that ß is a solution to Schröder's functional equation. Moreover, 
since uniform convergence of analytic functions implies convergence of 
derivatives in the interior, we have ß'(O) = 1, ß(O) = O. Thus, the power 
series for ß must agree with the unique formal expansion of 4>. Ibis 
completes the convergence proof. 

The basic idea of using such a sequence of substitutions to prove 
convergence was introduced by A. N. Kolmogorov [1,2] in a different 
context. The crucial point in tbis method is to find an iteration scheme 
in which the new error depends quadratically on the previous one, as 
in the case of Newton's method for finding roots of a function. Tbis 
suffices to counteract efficiently the growth factors due to the small 
divisors ;..n -1, as seen in (10), where the effect of the small divisors is 
reflected in the coefficient C2+ 1• For a discussion of tbis method in the 
problem of transforming mappings into normal form we refer to [3]. 

In bis original proof of tbis theorem, Siegel [4] actually succeeded 
by direct estimates ofthe coefficients, as in Cauchy's method of majorants. 
Tbis, however, required more delicate estimates on the small divisors 
than (1) and, in particular, it was necessary to use the fact that the ex­
pressions ;..n - 1 are small for only relatively few integers n. On the 
other hand, for the theory of stability, to be developed in this chapter, 
it will be essential to have a quadratically convergent seheme, for wbieh 
eruder estimates of the small divisors suffice. 

§ 27. The Poincare Center Problem 

We eonsider a system of differential equations 

(1) 

for wbich x = 0 is an equilibrium solution, whereby the funetions fk(X) 
are eonvergent power series in a neighborhood of x = 0 with real 
eoefficients and without eonstant term. If x(t, ~ denotes the solution 
to (1) with initial eondition x(O, ~) =~, the association of x(t, ~) to ~ for 


