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Abstract

We introduce a new class Gn
s of generic real analytic potentials on Tn and study global analytic properties 

of natural nearly–integrable Hamiltonians 1
2 |y|2 + εf (x), with potential f ∈ Gn

s , on the phase space M =
B × Tn with B a given ball in Rn. The phase space M can be covered by three sets: a ‘non–resonant’ set, 
which is filled up to an exponentially small set of measure e−cK (where K is the maximal size of resonances 
considered) by primary maximal KAM tori; a ‘simply resonant set’ of measure 

√
εKa and a third set of 

measure εKb which is ‘non perturbative’, in the sense that the H–dynamics on it can be described by a 
natural system which is not nearly–integrable. We then focus on the simply resonant set – the dynamics of 
which is particularly interesting (e.g., for Arnol’d diffusion, or the existence of secondary tori) – and show 
that on such a set the secular (averaged) 1 degree–of–freedom Hamiltonians (labeled by the resonance index 
k ∈ Zn) can be put into a universal form (which we call ‘Generic Standard Form’), whose main analytic 
properties are controlled by only one parameter, which is uniform in the resonance label k.
© 2023 Elsevier Inc. All rights reserved.
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0. Introduction

The paper is divided in three parts.
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1. In the first part we discuss generic properties of (multi–periodic) analytic functions introducing 
a new class Gn

s of functions real analytic on the complex neighborhood of Tn given by

Tn
s := {x = (x1, ..., x1) ∈ Cn : | Imxj | < s}/(2πZn) .

Such a class – related but smaller than the sets Hs,τ introduced in [6] – is generic, as it contains 
an open and dense set in the norm ‖f ‖s = supk |fk|es|k|1 , and has full probability measure with 
respect to a natural weighted product probability measure on Fourier coefficients.
The class Gn

s may be described as follows. Consider a real–analytic zero average function f and 
consider its projection πZk

f onto the Fourier modes proportional to a given k ∈ Zn \ {0} (with 
components with no common divisors), which is given by

θ ∈ T �→ πZk
f (θ) :=

∑
j∈Z

fjke
ijθ .

These one dimensional projections arise naturally, e.g., in averaging theory, where they are the 
leading terms of the averaged (‘secular’) Hamiltonians around simple resonances {y| y · k =∑

yj kj = 0}. Denoting by Gn the set of generators of 1–dimensional maximal lattices in Zn, the 
class Gn

s is formed by real–analytic zero average functions f with ‖f ‖s � 1, which satisfy

δ
f

= lim
|k|1 →+∞

k∈Gn

|fk|e|k|1 s |k|n
1

> 0 ,

and such that the Fourier–projection πZk
f is a Morse function with distinct critical values for all 

k ∈ Gn with |k|1 � N, where N is a a–priori Fourier cut–off depending only on n, s and δ
f

.
A remarkable feature of this class of functions is that the Fourier projection πZk

f is close (in a 
large analytic norm) to a shifted rescaled cosine,

πZk
f (θ) ∼ |fk| cos(θ + θk) ; ∀k ∈ Gn , |k|1 � N ,

(Proposition 1.1 below), allowing to have uniform control of the analytic properties of secular 
Hamiltonians as |k|1 → +∞.

We believe that the class Gn
s is a good candidate to address analytic problems in dynamical sys-

tems whenever generic results – such as generic existence of secondary tori in nearly–integrable 
Hamiltonian systems1 or Arnol’d diffusion2 – are considered.

2. In the rest of the paper, we consider natural nearly–integrable Hamiltonian systems with n � 2
degrees of freedom with Hamiltonian H = 1

2 |y|2 + εf (x) (n � 2), with potential f in the class 
Gn

s with a fixed s > 0, on a bounded phase space M = B × Tn ⊂ Rn × Tn; in fact, in view of the 
model, it is not restrictive to simply consider B = {y ∈ Rn s.t. |y| < 1}.
We, then, introduce a covering of the action space B =R0 ∪R1 ∪R2, depending on two ‘Fourier 
cut–offs’ K > Ko > N (N as above), so that: R0 is a non–resonant set up to order Ko ; R1 is union 
of neighborhoods R1,k of simple resonances {y ∈ B : y · k = 0} of maximal order Ko , which are 

1 I.e., tori which are not a continuous deformation of integrable (ε = 0) flat tori; for references, see [25], [23], [31], [1], 
[6], [19], [7].
2 See [2]; compare also, e.g., [11], [14], [33], [22], [32], [15], [9], [16], [21], [17], [10], [12].
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non resonant modulo Zk up to order K, and R2 is a set of measure proportional to εKb for a 
suitable b > 1 (which depends only on n); similar ‘geometry–of–resonances’ analysis is typical 
of Nekhoroshev’s theory.3

The set R2 is a non perturbative set, namely, it is a set where the H–dynamics is equivalent to the 
dynamics of a Hamiltonian, which is not nearly–integrable: indeed, in the simplest non trivial 
case n = 2 such a Hamiltonian is given by |y|2/2 + f (x).
On the other hand the set (R0 ∪ R1) × Tn is suitable for high order perturbation theory, and, 
following the averaging theory developed in [6], we construct high order normal forms (Theo-
rem 2.1) so that on R0 ×Tn the above Hamiltonian H is conjugated, up to an exponentially small 
term of O(e−Ko s/3), to an integrable Hamiltonian, which depends only on action variables and 
it is close to |y|2/2. By classical KAM theory, it then follows that this set is filled by primary4

KAM tori up to a set of measure of order O(e−Ko s/7). Actually, here there is a delicate point: 
the symplectic map realizing the above mentioned conjugation moves the boundary of the phase 
space B × Tn by a quantity much larger than O(e−Ko s/7), therefore, in order to get the exponen-
tially small measure estimate on the ‘non–torus set’ one needs to introduce a second covering 
which takes care of the dynamics close to the boundary: this is done in Lemma 2.3 below.
The analysis on the dynamics in R1 ×Tn is much more complicate. In each of the neighborhoods 
R1,k , which cover the set R1 as |k|1 � Ko , one can perform resonant averaging theory so as to 
conjugate H to still an integrable system, which however depends on the resonant angle x1 = k ·x. 
The averaged systems with secular Hamiltonians Hk(y, x1) are therefore 1D–Hamiltonian sys-
tems (one degree–of–freedom systems in the symplectic variables (y1, x1) depending also on 
adiabatic actions y2, ..., yn), which are close to natural systems with potentials πZk

f . Such po-
tentials, for low k’s, are rather general: for instance, they may have an arbitrary large number 
of separatrices depending on the particular structure of f . The global analytic properties of the 
Hamiltonians Hk(y, x1) is the argument of the third (and main) part of this paper.

3. In the third part we prove that the secular Hamiltonians Hk(y, x1) described in the previous 
item can be symplectically conjugated, for all |k|1 � Ko , to 1D–Hamiltonians in the standard 
form introduced in [5] (see, also, Definition 3.1 below). In few words, a standard 1D–Hamiltonian 
(which depends on (n −1) external parameters) is a one degree–of–freedom Hamiltonian system 
close to a natural system with a generic potential, which may be controlled essentially by only 
one parameter, namely, the parameter κ appearing in Eq. (81) below; here, ‘essentially’ means, 
roughly speaking, that κ governs the main scaling properties of the Hamiltonian Hk . What is 
particularly relevant is that the κ parameter of the secular Hamiltonians Hk is shown to be inde-
pendent of k, as it depends only on n, s, the above parameter δ

f
, and on a fourth parameter β , 

which measures the Morse properties of the potentials πZk
f with |k|1 � N; compare Eq. (87) and 

Remark 3.3–(i).
This uniformity allows to analyze global analytic properties: for example, the action–angle map 
for standard Hamiltonians, as discussed in [5], depends only on the parameter κ of the standard 
Hamiltonian and therefore can be used simultaneously for all the secular Hamiltonians Hk , al-
lowing for a nearly–integrable description of H on R1,k ×Tn with uniformly exponentially small 
perturbations.

The results presented in this paper may be useful in attacking some of the fundamental open prob-
lems in the analytic theory of nearly–integrable Hamiltonian systems such as Arnol’d diffusion 

3 Compare [26], [4], [30], [13], [27], [14], [18], [8], [28].

4 Primary tori are smooth deformation of the flat Lagrangian integrable (ε = 0) tori.
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for generic real analytic systems, and provide indispensable tools to develop a ‘singular KAM 
Theory’, namely a KAM theory dealing simultaneously with primary and secondary persistent 
Lagrangian tori in the full phase space, except for the non–perturbative set R2. In particular, 
Theorem 3.1 below is the starting point for, e.g., the following result, which (up to the logarith-
mic correction and in the case of natural systems) proves a conjecture by Arnold, Kozlov and 
Neishtadt.5

Theorem. ([7]) Fix n � 2, s > 0, f ∈ Gn
s , B an open ball in Rn, and let H(y, x; ε) := 1

2
|y|2 +

εf (x). Then, there exists a constant c > 1 such that, for all 0 < ε < 1, all points in B × Tn

lie on a maximal KAM torus for H, except for a subset of measure bounded by c ε| logε|γ with 
γ := 11n + 4.

Let us remark that, since it is well known that the asymptotic (as ε → 0) density of non–integrable 
primary tori is 1 −c

√
ε (see [24], [29]), the difference of order of the density of invariant maximal 

tori in the above theorem must come from secondary tori, i.e., the tori in R1 × Tn whose leading 
dynamics is governed by the secular Hamiltonians Hk(y, x1) discussed in this paper.

1. Generic real analytic periodic functions

We begin with a few definitions.

Definition 1.1. (Norms on real analytic periodic functions)
For s > 0 and n ∈ N = {1, 2, 3...}, consider the Banach space of zero average real analytic peri-
odic functions f : x ∈ Tn := Rn/(2πZn) �→

∑
k∈Z

fke
ik·x , f0 = 0, with finite norm6

‖f ‖s := sup
k∈Zn

|fk|e|k|1 s ,

and denote by Bn
s the closed unit ball of functions f with ‖f ‖s � 1.

Besides the norm ‖ · ‖s , we shall also use the following two (non equivalent) norms

|f |s := sup
Tn

s

|f | , |f | s :=
∑
k∈Zn

|fk|e|k|1 s .

Such norms satisfy the relations

‖f ‖s � |f |s � |f | s .

Notice also the following ‘smoothing property’ of the norm | · | s : if s′ � s, then for any N � 1, 
one has

5 See, [3, Remark 6.18, § 6.3–C].∑
6 As usual |k|1 := |kj |.
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f (y, x) =
∑

|k|1�N

fk(y)eik·x =⇒ |f | s′ � e−(s−s′)N |f | s . (1)

Definition 1.2. (Generators and Fourier projectors)
(i) Let Zn


 be the set of integer vectors k �= 0 in Zn such that the first non–null component is 
positive:

Zn

 := {

k ∈ Zn : k �= 0 and kj > 0 where j = min{i : ki �= 0}} , (2)

and denote by Gn the set of generators of 1d maximal lattices in Zn, namely, the set of vectors 
k ∈ Zn


 such that the greater common divisor (gcd) of their components is 1:

Gn := {k ∈ Zn

 : gcd(k1, . . . , kn) = 1} .

Let us also denote by Gn
K the generators of size not exceeding K � 1,

Gn
K := Gn ∩ {|k|1 � K} ,

(ii) Given a zero average real analytic periodic function and k ∈ Gn, we define

θ ∈ T �→ πZk
f (θ) :=

∑
j∈Z

fjke
ijθ . (3)

Notice that f can be uniquely written as

f (x) =
∑
k∈Gn

πZk
f (k · x) .

Definition 1.3. Let β > 0. A function F ∈ C2(T, R) is called a β–Morse function if

min
θ∈T

(|F ′(θ)| + |F ′′(θ)|)� β , min
i �=j

|F(θi) − F(θj )| � β ,

where θi ∈ T are the critical points of F .

Definition 1.4. (Cosine–like functions) Let 0 < g < 1/4. We say that a real analytic function 
G : T1 → C is g–cosine–like if, for some η > 0 and θ0 ∈ R, one has

|G(θ) − η cos(θ + θ0)|1 := sup
| Im θ |<1

|G(θ) − η cos(θ + θ0)| � ηg .

Notice that this notion is invariant by rescalings: G is g–cosine–like if and only if λG is 
g–cosine–like for any λ > 0. Beware of the usage of | · |1 as sup norm on T1, the complex strip 
of width 2.

Now, the main definition.
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Definition 1.5. (The analytic class Gn
s ) We denote by Gn

s the subset of functions f ∈ Bn
s such 

that the following two properties hold:

lim
|k|1 →+∞

k∈Gn

|fk|e|k|1 s |k|n
1

> 0 , (4)

∀ k ∈ Gn , πZk
f is a Morse function with distinct critical values .

Remark 1.1. (i) If f ∈ Bn
s , then the function πZk

f belongs to B1|k|1 s and therefore has a domain 
of analyticity which increases with the norm of k.

(ii) A simple example of function in Gn
s is given by

f (x) := 2
∑
k∈Gn

e−s|k|1 cosk · x .

Indeed, one checks immediately that

‖f ‖s = 1 , lim
|k|1 →+∞

k∈Gn

|fk|e|k|1 s |k|n
1

= +∞ , πZk
f (θ) = 2e−s|k|1 cos θ .

(iii) The critical points of an analytic Morse function on T, by compactness, cannot accumulate, 
hence, there are a finite, even number of them, which are, alternately, a relative strict maximum 
and a relative strict minimum. In particular, if G is β–Morse, then the number of its critical points 
can be bounded by π

√
2 max |G′′|/β . Indeed, if θ �= θ ′ are critical points of G, then, by (79) one 

has

β � |G(θ) − G(θ ′)| � 1
2 (max |G′′|)dist(θ, θ ′)2 ,

which implies that the minimal distance between two critical points is 
√

2β/max |G′′| and the 
claim follows.

(iv) The requirement of having different critical values in the definition of β–Morse functions is 
not strictly necessary and it has been made only for technical convenience.

1.1. Uniform behavior of large-mode Fourier projections

If a function f ∈ Bn
s satisfies (4), then, apart from a finite number of Fourier modes, its Fourier 

projections πZk
f are close to a shifted rescaled cosine, a fact that allows, e.g., to have a uniform 

analytic theory of high order perturbation theory.

To discuss this matter, let us first point out that for any sequence of real numbers {ak} and for 
any function N(δ) such that limδ↓0 N(δ) = +∞ one has

limak > 0 ⇐⇒ ∃ δ > 0 s.t. ak � δ , ∀ k � N(δ) . (5)

We shall apply this remark to the minimum limit in (4) with a particular choice of the function 

N(δ), namely, we define N(δ) = N(δ; n, s) as
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N(δ) := 2 max
{

1 ,
1

s
log

co

sn δ

}
, co := 244 (2n/e)n . (6)

For later use, we point out that7

N� 2cs , where cs := max
{
1,1/s

}
. (7)

From (5) it follows that if f satisfies (4), one can find 0 < δ � 1 such that

|fk| � δ|k|−n
1

e−|k|1 s , ∀ k ∈ Gn , |k|1 � N . (8)

The main feature of the above choice of N is that, for |k|1 � N, πZk
f is very close to a shifted 

rescaled cosine function:

Proposition 1.1. Let δ > 0, f ∈ Bn
s and assume (8). Then, for any k ∈ Gn with |k|1 � N, πZk

f is 
2−40–cosine–like (Definition 1.4).

Proof. We shall prove something slightly stronger, namely, that there exists θk ∈ [0, 2π) so that

πZk
f (θ) = 2|fk|

(
cos(θ + θk) + Fk


 (θ)
)
, F k


 (θ) := 1

2|fk|
∑
|j |�2

fjke
ijθ , (9)

with Fk

 ∈ B1

1 and (recall the definition of the norms in (24))

|Fk

 |1 � |Fk


 | 1 � 2−40 . (10)

Indeed, by definition of πZk
f ,

πZk
f (θ) :=

∑
j∈Z\ {0}

fjke
ijθ =

∑
|j |=1

fjke
ijθ +

∑
|j |�2

fjke
ijθ ,

and, defining θk ∈ [0, 2π) so that eiθk = fk/|fk|, one has

1

2|fk|
∑
|j |=1

fjke
ijθ = Re

( fk

|fk|e
iθ
)

= Re ei(θ+θk) = cos(θ + θk) ,

which yields (9). Now, since f ∈ Bn
s it is |fk| � e−|k|1 s and, by (8), |fk| � δ|k|−n

1
e−|k|1 s . There-

fore, for |k|1 � N, one has

7 In fact, if s � 1 then N � 2 � 2/s, while if s < 1 then the logarithm in (6) is larger than one, so that N � 2/s also in 

this case.
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|Fk

 | 1

(9)= 1

2|fk|
∑
|j |�2

|fjk|e|j | �
|k|n

1
e|k|1 s

2δ

∑
|j |�2

|fjk|e|j |

�
|k|n

1
e|k|1 s

2δ

∑
|j |�2

e−|j |(|k|1 s−1)

�
2e2|k|n

1

δ
e−|k|1 s = 2n+1e2

snδ
e− |k|1 s

2

( |k|1s

2

)n

e− |k|1 s

2

�
(2n

es

)n 2e2

δ
e− Ns

2 � 2−40 , (11)

where the geometric series converges since |k|1s � Ns � 2 (by (7)) and last inequality follows 
by definition of N in (6). �
Remark 1.2. In fact, the particular form of N is used only in the last inequality in (11).

Next, we need an elementary calculus lemma:

Lemma 1.1. Assume that F ∈ C2(T, R), θ̄ and 0 < c < 1/2 are such that

‖F − cos(θ + θ̄ )‖C2 � c ,

where ‖F‖C2 := max0�k�2 sup |F (k)|. Then, F has only two critical points and it is (1 −
2c)–Morse (Definition 1.3).

Proof. By considering the translated function θ → F(θ − θ̄ ), one can reduce oneself to the case 
θ̄ = 0 (F is β–Morse, if and only if θ → F(θ − θ̄ ) is β–Morse).
Thus, we set θ̄ = 0, and note that, by assumption |F ′| = |F ′ + sin θ − sin θ | � | sin θ | − c, and, 
analogously, |F ′′| � | cos θ | − c. Hence, |F ′| + |F ′′| � | sin θ | + | cos θ | − 2c � 1 − 2c. Next, 
let us show that F has a unique strict maximum θ0 ∈ I := (−π/6, π/6) (mod 2π ). Writing 
F = cos θ +g, with g := F −cos θ , one has that F ′(−π/6) = 1/2 +g′(π/6) � 1/2 −c > 0, and, 
similarly F ′(π/6) � −1/2 + c, thus F has a critical point in I , and, since −F ′′ = cos θ − g′′ �
cos θ − c �

√
3/2 − c > 0, F is strictly concave in I , showing that such critical point is unique 

and it is a strict local minimum. In fact, similarly one shows that F has a second critical point 
θ1 ∈ (π − π/6, π + π/6) where F is strictly convex, so that θ1 is a strict local minimum; but, 
since in the complementary of these intervals F is strictly monotone (as it is easy to check), it 
follows that F has a unique global strict maximum and a unique global strict minimum. Finally, 
F(θ0) − F(θ1) �

√
3 − 2c > 1 − 2c and the claim follows. �

From Proposition 1.1 and Lemma 1.1 one gets immediately:

Proposition 1.2. Let δ > 0, f ∈ Bn
s and assume (8). Then, for every k ∈ Gn with |k|1 � N, the 
function πZk
f is |fk|–Morse.
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Proof. As in the proof of Proposition 1.1, we get

∣∣∣πZk
f

2fk

− cos(θ + θk)

∣∣∣
1

(9)= |Fk

 |1 � |Fk


 | 1
(10)
� 2−40 , (12)

which implies that the function F := πZk
f/(2fk) is C2–close to a (shifted) cosine: Indeed, by 

Cauchy estimates ‖ · ‖C2 � 2| · |1, so that

‖F − cos(θ + θk)‖C2 = max
0�j�2

max
T

|∂j
θ (F − cos(θ + θk))| � 2|Fk


 |1
(12)
� 2−39 .

By Lemma 1.1 we see that F is (1 − 2−38)–Morse, and the claim follows by rescaling. �
1.2. Genericity

In this section we prove that Gn
s is a generic set in Bn

s .

Definition 1.6. Given n, s > 0, 0 < δ � 1 and β > 0 and N = N(δ) as in (6) we call Gn
s (δ, β) the 

set of functions in Bn
s which satisfy (8) together with:

πZk
f is β−Morse , ∀ k ∈ Gn , |k|1 � N . (13)

Then, the following lemma holds:

Lemma 1.2. Let n, s > 0. Then, Gn
s =

⋃
δ∈(0,1]
β>0

Gn
s (δ, β).

Proof. Assume f ∈ Gn
s and let 0 < δ0 � 1 be smaller than limit inferior in (4). Then, there exists 

N0 such that |fk| > δ0|k|−n
1

e−|k|1 s , for any |k|1 � N0, k ∈ Gn. Since limδ→0 N = +∞, there 
exists 0 < δ < δ0 such that N > N0. Hence, if |k|1 � N and k ∈ Gn, (8) holds.
Since πZk

f is, for any |k|1 � N, a Morse function with distinct critical values one can, obviously, 
find a β > 0 for which (13) holds. Hence f ∈ Gn

s (δ, β).

Now, let f ∈ ⋃Gn
s (δ, β). Then, there exist δ ∈ (0, 1] and β > 0 such that (8) and (13) hold. 

Then, (4) follows immediately from (8). By Proposition 1.1, for any k ∈ Gn with |k|1 > N, πZk
f

is 2−40–cosine–like, showing (Lemma 1.1) that πZk
f is Morse with distinct critical values also 

for |k|1 � N. The proof is complete. �
Proposition 1.3. Gn

s contains an open and dense set in Bn
s .

To prove this result we need a preliminary elementary result on real analytic periodic functions:

Lemma 1.3. Let F =∑
Fje

ijθ be a real analytic function on T. There exists a compact set � ⊆ C
(depending on Fj for |j | � 2) of zero Lebesgue measure such that if the Fourier coefficient F1

does not belong to �, then F is a Morse function with distinct critical values.
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Proof. Without loss of generality we may assume that F has zero average. Then, letting z :=
F1 ∈ C, we write F as

F(θ) = zeiθ + z̄e−iθ + G(θ) := zeiθ + z̄e−iθ +
∑
|j |�2

Fje
ijθ . (14)

When G ≡ 0 the claim is true with � = {0}.
Assume that G �≡ 0. Observe that, since G is real–analytic, the equations F ′(θ) = 0 = F ′′(θ)

are equivalent to the single equation z = 1
2e−iθ

(
iG′(θ) + G′′(θ)

)
, which, as θ ∈ T, describes a 

smooth closed ‘critical’ curve �1 in C.
Observe also that F has distinct critical points θ1, θ2 ∈ T with the same critical values if and only 
if the following three real equations are satisfied:

F ′(θ1) = 0 , F ′(θ2) = 0 , F (θ1) − F(θ2) = 0 . (15)

We claim that if z, θ1, θ2 satisfy (15) then

z = ζ(θ1, θ2) , g(θ1, θ2) = 0 , (16)

with ζ and g real analytic on T2 given by

ζ(θ1, θ2) :=
{

i
2(eiθ1 −eiθ2 )

(
G′(θ1) − G′(θ2) + iG(θ1) − iG(θ2)

)
, for θ1 �= θ2 ;

1
2eiθ1

(
G′′(θ1) + iG′(θ1)

)
, for θ1 = θ2 ,

g(θ1, θ2) := (
1 − cos(θ1 − θ2)

)(
G′(θ1) + G′(θ2)

)− sin(θ1 − θ2)
(
G(θ1) − G(θ2)

)
.

Indeed, summing up the third equation in (15) with the difference of the first two equations 
multiplied by −i, we get

2(eiθ1 − eiθ2)z − i
(
G′(θ1) − G′(θ2) + iG(θ1) − iG(θ2)

)= 0 ,

which is equivalent to z = ζ(θ1, θ2). Then, by definition g(θ1, θ1) = 0, while if θ1 �= θ2, sub-
stituting z = ζ(θ1, θ2) in the first equation in (15) and multiplying by 1 − cos(θ1 − θ2) we get 
g(θ1, θ2) = 0 also for θ1 �= θ2. Thus, (16) holds.
Next, we claim that the real analytic function g(θ1, θ2) is not identically zero. Assume by contra-
diction that g is identically zero. Then g(θ2 + t, θ2) ≡ 0 for every θ2 and t , and taking the fourth 
derivative with respect to t evaluated at t = 0, we see that G′′′(θ2) + G′(θ2) = 0, for all θ2. The 
general (real) solution of the such differential equation is given by G(θ2) = ceiθ2 + c̄e−iθ2 + c0, 
with c ∈ C, c0 ∈ R, which contradicts the fact that, by definition, Gj = 0 for |j | � 1. Thus, 
g(θ1, θ2) is not identically zero and, therefore, the set Z ⊆ T2 of its zeros is compact and has 
zero Lebesgue measure.8 Clearly, also the set �2 := ζ(Z) ⊆ C is compact and has zero measure, 
and, therefore, if we define � = �1 ∪�2, we see that the lemma holds also in the case G �≡ 0. �
8 Compare, e.g., Corollary 10, p. 9 of [20].
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Proof of Proposition 1.3. Let G̃n
s (δ, β) denote the subset of functions in Gn

s (δ, β) satisfying the 
(stronger) condition9

|fk| > δ e−|k|1 s , ∀ k ∈ Gn , |k|1 � N= N(δ) , (17)

and let G̃n
s =

⋃
0<δ�1
β>0

G̃n
s (δ, β). We claim that G̃n

s is an open subset of Bn
s . Let f ∈ G̃n

s (δ, β) for 

some 0 < δ � 1, β > 0 and let us show that there exists 0 < δ′ � δ/2 such that if g ∈ Bn
s with 

‖g − f ‖s < δ′ � δ/2, then g ∈ G̃n
s (δ′, β ′) with β ′ := min{β, δe−sN(δ/2)}/2. Indeed

|gk|e|k|1 s � |fk|e|k|1 s − ‖g − f ‖s > δ − δ′ � δ/2 , ∀ k ∈ Gn , |k|1 � N(δ) ,

namely g satisfies (17) with δ/2 instead of δ. We already know that πZk
f is β− Morse ∀ k ∈

Gn, |k|1 < N(δ). Moreover, by Proposition 1.2, we know that πZk
f is |fk|–Morse for k ∈ Gn

with |k|1 � N(δ). In conclusion, by (17), we get that πZk
f is 2β ′− Morse ∀ k ∈ Gn, |k|1 < N(δ/2). 

Since the ‖ · ‖s–norm is stronger than the C2–one, taking δ′ small enough we get that πZk
g is 

β ′− Morse ∀ k ∈ Gn, |k|1 < N(δ/2).

Let us now show that G̃n
s is dense in Bn

s . Fix f in Bn
s and 0 < λ < 1. We have to find g ∈ G̃n

s with 
‖g − f ‖s � λ. Let δ := λ/4 and denote by fk and gk (to be defined) be the Fourier coefficients 
of, respectively, f and g. It is enough to define gk only for k ∈ Zn


 since, for k ∈ −Zn

 we set 

gk := ḡ−k , since g must be real analytic. Set gk := fk for k ∈ Zn

 \ Gn. For k ∈ Gn, |k|1 � N(δ), 

we set gk := fk if |fk|e|k|1 s > δ and gk := 2δe−|k|1 s otherwise. Consider now k ∈ Gn, |k|1 < N(δ). 
We make use of Lemma 1.3 with F = πZk

g, z = F1 = gk . Thus, by Lemma 1.3, there exists a 
compact set �k ⊆ C (depending on Fk for |k| � 2) of zero measure such that if gk /∈ �k the 
function πZk

g is a Morse function with distinct critical values. We conclude the proof of the 
density choosing |gk| < e−|k|1 s , |fk − gk| � λe−|k|1 s with gk /∈ �k . �
1.3. Full measure

Here we show that Gn
s is a set of probability 1 with respect to the standard product proba-

bility measure on Bn
s . More precisely, consider the space10 DZn


 , where D := {w ∈ C : |w| � 1}, 
endowed with the product topology.11 The product σ -algebra of the Borel sets of DZn


 is the 
σ–algebra generated by the cylinders 

⊗
k∈Zn



Ak , where Ak are Borel sets of D, which differs 

from D only for a finite number of k. The probability product measure μ⊗ on DZn

 is then de-

fined by letting

μ⊗
( ⊗

k∈Zn



Ak

) :=
∏

k∈Zn



|Ak| ,

where | · | denotes the normalized (|D| = 1) Lebesgue measure on D. The (weighted) Fourier 
bijection12

9 Here, we explicitly indicate the dependence on δ, while n and s are fixed. Recall that N(δ) is decreasing.
10 Zn


 was defined in (2).
11 By Tychonoff’s Theorem, DZn


 with the product topology is a compact Hausdorff space.

12 f is real analytic so that f−k = f̄k .
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F : f (x) =
∑
k∈Zn




fke
ik·x + f̄ke

−ik·x ∈ Bn
s → {

fke
|k|1 s

}
k∈Zn



∈ �∞(Zn


) (18)

induces a product topology on Bn
s and a probability product measure μ on the product σ -algebra 

B of the Borellians in Bn
s = F−1

(
DZn



)

(with respect to the induced product topology), i.e., given 
B ∈ B, we set μ(B) := μ⊗(F(B)). Then one has:

Proposition 1.4. Gn
s ∈ B and μ(Gn

s ) = 1.

Proof. First note that, for every δ, β > 0 the set Gn
s (δ, β) is closed with respect to the product 

topology. Indeed for every k ∈ Gn the set {f ∈ Bn
s s.t. |fk| � δ|k|−n

1
e−|k|1 s} is a closed cylinder. 

Moreover also the set {f ∈ Bn
s s.t. πZk

f is β–Morse} is closed w.r.t. the product topology. In 
fact we prove that the complementary E := {f ∈ Bn

s s.t. πZk
f is not β–Morse} is open w.r.t. 

the product topology. Indeed if f ∗ ∈ E there exists a r > 0 small enough such that Er := {f ∈
Bn

s s.t. ‖πZk
f − πZk

f ∗‖C2 < r} ⊆ E. Define the open cylinder

Eρ,J := {f ∈ Bn
s s.t. |fjk − f ∗

jk| <
ρ

|j |2
1

e−|jk|1 s for j ∈ Z , 0 < |j |1 � J } .

We claim that Eρ,J ⊆ Er for suitably small ρ and large J (depending on r and s). Indeed, when 
f ∈ Eρ,J

‖πZk
f − πZk

f ∗‖C2 � 3
∑
j �=0

|j |2
1
|fjk − f ∗

jk|� 3ρ
∑

0<|j |1�J

e−|jk|1 s + 6
∑

|j |1 >J

|j |2
1
e−|jk|1 s < r

for suitably small ρ and large J . Therefore Eρ,J ⊆ Er ⊆ E and E is open in the product topol-
ogy. In conclusion, taking the intersection over k ∈ Gn, we get that Gn

s (δ, β) is closed with respect 
to the product topology.
Recalling Lemma 1.2, we note that Gn

s can be written as Gn
s =

⋃
h∈N

Gn
s (1/h, 1/h). Thus Gn

s is 

Borellian.

Let us now prove that μ(Gn
s ) = 1. Fix 0 < δ � 1 and denote by Gn

s (δ) the subset of functions in 
Bn

s satisfying (8) and such that πZk
f is a Morse function with distinct critical values for every 

k ∈ Gn. Recall (18) and define

Pδ := F(Gn
s (δ)) ⊆ �∞(Zn


) .

Fix ĝ = (gk)k∈Zn

\Gn ∈ �∞(Zn


 \ Gn) with |gk| � 1 for every k ∈ Zn

 \ Gn. Consider the section

Pĝ
δ := {

ǧ = (gk)k∈Gn , |gk| � 1 s.t |gk| � δ|k|−n
1

if |k|1 � N , gke
−|k|1 s /∈ �k , if |k|1 < N

}
,

where the sets �k (depending on ĝ) were defined in the proof of Proposition 1.3 so that, for every 
k ∈ Gn, |k|1 < N, if gke

−|k|1 s /∈ �k then the function13
13 Recall (14).
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gke
−|k|1 seiθ + ḡke

−|k|1 se−iθ +
∑
|j |�2

ĝjke
−|jk|1 seijθ = πZk

f , with f := F−1(g) , g = (ǧ, ĝ) ,

is a Morse function with distinct critical values. Then, since every �k has zero measure

μ⊗|�∞(Gn)(P
ĝ
δ ) =

∏
k∈Gn,|k|1�N

(1 − δ2 |k|−2n
1

) � 1 − cδ2 ,

for a suitable constant c = c(n). Since the above estimate holds for every ĝ ∈ �∞(Zn

 \ Gn), by 

Fubini’s Theorem we get

μ⊗|�∞(Gn)(P
ĝ
δ ) = μ⊗(Pδ) = μ(Gn

s (δ)) � 1 − cδ2 .

Then,

μ(Gn
s ) = lim

δ→0+ μ(Gn
s (δ)) = 1 . �

2. Averaging, coverings and normal forms

In the rest of the paper we consider real–analytic, nearly–integrable natural Hamiltonian 
systems

{
ẏ = −Hx(y, x)

ẋ = Hy(y, x)
, (y, x) ∈ Rn × Tn ,

H(y, x; ε) := 1
2 |y|2 + εf (x) , n � 2 , 0 < ε < 1 . (19)

As usual, ‘dot’ denotes derivative with respect to ‘time’ t ∈ R; Hy and Hx denote the gradients 
with respect to y and x; |y|2 := y · y :=∑

j |yj |2; Tn denotes the standard flat torus Rn/(2πZn), 
and the phase space Rn ×Tn is endowed with the standard symplectic form dy ∧dx =∑

j dyj ∧
dxj .

In this section, we discuss the high order normal forms of generic natural systems, especially in 
neighborhoods of simple resonances.

As standard in perturbation theory, we consider a bounded phase space M ⊆ Rn × Tn. By trans-
lating actions and rescaling the parameter ε, it is not restrictive to take

M := B × Tn , with B := B1(0) := {y ∈ Rn s.t. |y| < 1} . (20)

The first step in averaging theory is to construct suitable coverings so as to control resonances 
where small divisors appear. Let us recall that a resonance Rk (with respect to the free Hamilto-
nian 1

2 |y|2) is the hyperplane {y ∈ Rn : y · k = 0}, where k ∈ Gn, and its order is given by |k|1 ; a 
double resonance Rk,� is the intersection of two resonances: Rk,� = Rk ∩R� with k �= � in Gn; 
the order of Rk,� is given by max{|k| , |�| }.
1 1
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Notations. The real or complex (open) balls of radius r > 0 and center y0 ∈ R or z0 ∈ Cn are 
denoted by

Br(y0) := {y ∈ Rn : |y − y0| < r} , Dr(z0) := {z ∈ Cn : |z − z0| < r} ; (21)

if V ⊂ Rn and r > 0, Vr denotes the complex neighborhood of V given by14

Vr :=
⋃
y∈D

Dr(y) . (22)

We shall also use the notation Re (Vr) to denote the real r–neighborhood of V ⊂ Rn, namely,

Re (Vr) := Vr ∩ Rn =
⋃
y∈V

Br(y) . (23)

For a set V ⊆ Rn and for r, s > 0, given a function f : (y, x) ∈ Vr × Tn
s → f (y, x), we denote

|f |V,r,s = |f |r,s := sup
Vr×Tn

s

|f | , |f | V,r,s = |f | r,s := sup
y∈Vr

∑
k∈Zn

|fk(y)|e|k|1 s , (24)

where fk(y) denotes the k–th Fourier coefficient of x ∈ Tn �→ f (y, x); for a function depending 
only on y ∈ Vr we set |f |V,r = |f |r := supVr

|f |.

2.1. Non–resonant and simply–resonant sets

Denote by pk and p⊥
k the orhogonal projections

pky := (y · ek) ek , p⊥
k y := y − pky , ek := k/|k| , (25)

and, for any K � Ko � 2 and α > 0, define the following sets:

R0 := {y ∈ B : min
k∈Gn

Ko

|y · k| > α
2 } , (26)

{
R1,k := {

y ∈ B : |y · k| < α; |p⊥
k y · �| > 3αK

|k| ,∀� ∈ Gn
K \Zk

}
, (k ∈ Gn

Ko
);

R1 :=⋃
k∈Gn

Ko
R1,k ; (27)

where, as above, B = B1(0).

Eq. (26) implies that R0 is a (α/2)–non–resonant set up to order Ko , i.e.,

|y · k| > α

2
, ∀ y ∈ R0 , ∀ 0 < |k| � Ko . (28)

14 |u| := √
u · ū denotes the standard Euclidean norm on vectors u ∈ Cn (and its subspaces); ‘bar’, as usual, denotes 
complex–conjugated.
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Indeed, fix y ∈ R0 and k ∈ Zn with 0 < |k| � Ko . Then, there exists k̄ ∈ Gn
Ko

and j ∈ Z \ {0} such 

that k = j k̄, so that

|y · k| = |j | |k̄ · y| � |k̄ · y| > α/2 .

From (27) it follows that R1,k is (2αK/|k|)–non resonant modulo Zk up to order K, namely:

|y · �|� 2αK/|k| , ∀k ∈ Gn
Ko

, ∀y ∈ R1,k , ∀� /∈ Zk , |�| � K . (29)

Indeed, fix y ∈R1,k , k ∈ Gn
Ko

, � /∈ Zk with |�| � K. Then, there exist j ∈ Z \ {0} and �̄ ∈ Gn
K such 

that � = j �̄. Hence,

|y · �| = |j | |y · �̄| � |y · �̄| = |p⊥
k y · �̄ + pky · �̄|� |p⊥

k y · �̄| − αK

|k|
>

3αK

|k| − αK

|k| = 2αK

|k| .

Relations (28) and (29) yield quantitative control on the small divisors that appear in perturbation 
theory allowing for high order averaging theory as we now proceed to show.

Averaging
To perform averaging, we need to introduce a few parameters (Fourier cut–offs, a small divisor 

threshold, radii of analyticity) and some notation.
Let ⎧⎪⎨⎪⎩

K� 6Ko � 12 , ν := 9
2n + 2 , α := √

εKν , ro := α
16Ko

, r ′
o := ro

2 ,

so := s
(
1 − 1

Ko

)
, s′

o := so
(
1 − 1

Ko

)
, s
 := s

(
1 − 1

K

)
, s′


 := s

(
1 − 1

K

)
,

rk := α/|k| = √
εKν/|k| , r ′

k := rk
2 , s′

k := |k|1s
′

 , (∀ k ∈ Gn

Ko
) .

(30)

Remark 2.1. (i) The action space B can be trivially covered by three sets as follows

B = R0 ∪R1 ∪R2 , R2 := B\ (R0 ∪R1) .

As just pointed out, on the set (R0 ∪ R1) × Tn one can construct detailed, high order normal 
forms, while R2 is a small set of measure of order ε2Kγ (compare (59) below).

(ii) It is important to notice that R2, which is a neighborhood of double resonances of order 

K, is a non perturbative set, as pointed out in [3]. Indeed, consider for simplicity the case n = 2, 
where the only double resonance is the origin y = 0. Rescaling variables and time by setting y =√

εy, x = x, t = √
εt , the Hamiltonian t–flow of 1

2 |y|2 + εf (x) on {y : |y| < ε} × T2 ⊆ R2 × T2

is equivalent to the t–flow on {|y| < 1} × T2 of the Hamiltonian 1
2 y2 + f (x), which does not 

depend upon ε.

Next result is based on ‘refined Averaging Theory’ as presented in [6]. The main technical point 
in this approach is the minimal loss of regularity in the angle analyticity domain and the usage 

of two Fourier cut–offs; for a discussion on these fine points, we refer to the Introduction in [6].
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Lemma 2.1 (Averaging Lemma). Let H be as in (19) with f ∈ Bn
s and let (30) hold. There exists 

a constant b0 = b0(n, s) > 1 such that if Ko � b0 the following holds.

(a) There exists a real analytic symplectic map

�o :R0
r ′
o
× Tn

s′
o
→ R0

ro
× Tn

so
, (31)

such that, denoting by 〈·〉 the average over angles x,

Ho(y, x) := (
H ◦ �o

)
(y, x) = |y|2

2
+ ε

(
go(y) + f o(y, x)

)
, 〈f o〉 = 0 , (32)

where go and f o are real analytic on R0
r ′
o
× Tn

s′
o

and satisfy

|go|r ′
o
� ϑo := 1

K6n+1
, |f o | r ′

o,s
′
o
� e−Ko s/3 . (33)

(b) For each k ∈ Gn
Ko

, there exists a real analytic symplectic map

�k :R1,k

r ′
k

× Tn
s′


→R1,k

rk
× Tn

s

, (34)

such that

Hk(y, x) := (
H ◦ �k

)
(y, x) (35)

= |y|2
2

+ ε
(
gk

o(y) + gk(y, k · x) + f k(y, x)
)
, πZk

f k = 0 ,

where gk
o is real analytic on R1,k

r ′
k

; gk(y, ·) ∈ B1
s′
k

for every y ∈ R1,k

r ′
k

(in particular, 〈gk(y, ·)〉 = 0); 

f k is real analytic on R1,k

r ′
k

× Tn
s′


, and:

|gk
o |r ′

k
� ϑo , |gk − πZk

f | r ′
k,s

′
k
� ϑo , |f k | r ′

k,
s

2
� e−Ks/3 . (36)

(c) Finally, denoting by πy and πx the projections onto, respectively, the action variable y and 
the angle variable x, one has

|πy�o − y|r ′
o,s

′
o
� ro

27Ko
, |πy�k − y|r ′

k,s
′


� rk

27K
, (37)

and, for every fixed y, πx�o(y, ·), and πx�k(y, ·) are diffeomorphisms on Tn.

Proof. The statements follow from Theorem 6.1 in [6, p. 3553] with obvious notational changes, 
which we proceed to spell out. The correspondence of symbols between this paper and [6] is the 
following15:
15 In these identities, the first symbol is the one used here, the second one is that used in [6].
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R0 = �0 ; R1,k = �1,k ,
|y|2

2 = h(y) ; Ko = K1 , K= K2 ,

go = go ; f o = f o


 ; gk

o(y) + gk(y, k · x) = gk(y, x) ; f k = f k


 ;

the constants L̄ and L in Definition 2.1 in [6, p. 3532] in the present case are L̄ = L = 1 (since the 
frequency map here is the identity map); the projection pZk

introduced in [6, p. 3529] is different 
from the projection πZk

defined here, the relation between the two being: πZk
f (k · x) = pZk

f (x); 
finally, the norm | · |D,r,s in [6, p. 3534] corresponds here to the norm | · |D,r,s , hence:

|gk
o |r ′

k
+ |gk − πZk

f | r ′
k,s

′
k
= |gk − pZk

f |D1,k,rk/2,s

.

Now, Assumption A in [6, p. 3533] holds. Indeed:

• the action–analyticity radii are the same as in [6] (compare (30) with Eq. (140) in [6]);
• the angle–analyticity radii defined here are the same as in Eq.s (144) and (147) in [6] (with 

different names);
• In [6] it is assumed that K � 3Ko � 6 (see Eq. (139) in [6]), which in view of (30), is satisfied. 

Also ν in [6] is assumed to satisfy ν � n + 2, which in (30) is defined as ν = 9
2n + 2.

• By taking b0 big enough condition (143) is satisfied.
• finally, to meet the smallness condition (40) in [6], namely ε � r2/K2ν (where r is the ana-

lyticity radius of the unperturbed Hamiltonian, which here is a free parameter), one can take 
r = Kν so that condition (40) in [6] becomes simply ε � 1.

Thus, Theorem 6.1 of [6] can be applied, and (32) and (35) are immediately recognized as, 
respectively, Eq.’s (145) and (148) in [6]. Since ϑ̄ and ϑ in Eq. 141 of [6] are of the form 
c(n, s)/K7n+1, we see that, by taking b0 big enough, they can be bounded by ϑo = 1/K6n+1 in
(33). Analogously, the exponential estimates on the perturbation functions in (146) and (150) of 
[6] are, respectively, of the form c(n, s) Kn

o
e−Ko s/2 and c(n, s) Kne−Ks/2, which, by taking b0 big 

enough, can be bounded, respectively, by e−Kos/3 and e−Ks/3 as claimed. Thus (a) and (b) are 
proven. Finally, from (71) and (69) in [6, p. 3541] it follows at once (37) and the injectivity of 
the angle maps. �
For high Fourier modes, a more precise and uniform normal form can be achieved16:

Lemma 2.2 (Cosine–like Normal forms). Let H be as in (19) with f ∈ Bn
s satisfying (8) and let

(30) hold. There exists a constant c0 = c0(n, s, δ) � max{N , b0} such that if Ko � c0 then the 
following holds. For any k ∈ Gn

Ko
such that |k|1 � N, then the Hamiltonian Hk in (35) takes the 

form:

Hk = |y|2
2

+ εgk
o(y) + 2|fk|ε

[
cos(k · x + θk) + Fk


 (k · x) + gk

 (y, k · x) + f k


 (y, x)
]
, (38)

where θk and Fk

 are as in Proposition 1.1 and:
16 This lemma should be compared with Theorem 2.1 in [6].
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gk

 := 1

2|fk|
(
gk − πZk

f
)
, f k


 := 1

2|fk|f
k . (39)

Furthermore, gk

 (y, ·) ∈ B1

1 (for every y ∈R1,k

r ′
k

), πZk
f k

 = 0, and one has:

|gk

 | r ′

k,1
� ϑ := 1

K5n
, |f k


 | r ′
k,

s

2
� e−Ks/7 . (40)

Observe that, under the assumptions of Lemma 2.2, by (30) and (7) it is

K� 6Ko � 6N� 12cs � 12 . (41)

Proof. First of all observe that the hypotheses of Lemma 2.2 imply those of Lemma 2.1 so that 
the results of Lemma 2.1 hold.
From (39) it follows that gk(y, θ) = πZk

f (θ) + 2|fk|gk

(y, θ), which together with (9) and (35)

of Lemma 2.1, implies immediately the relations (38). To prove the first estimate in (40), we 
observe that, since |k|1 � N, recalling (30) and (41) one has

s′
k = |k|1s

(
1 − 1

K

)2
> Ns 4

5 > 1 . (42)

Thus, gk

 (y, ·) is bounded on a ‘large’ angle–domain of size larger than 1 and has zero average 

(since gk

 (y, ·) ∈ B1

|k|1 s′


). Now, recall the smoothing property (1) (with N = 1), recall that Ko �

K/6, and take c0 large enough. Then,

|gk

 | r ′

k,1
(39):= 1

2|fk| |gk − πZk
f | r ′

k,1

(8)
�

|k|n
1
e|k|1 s

2δ
|gk − πZk

f | r ′
k,1

(1), (42)

�
|k|n

1
e|k|1 s

2δ
|gk − πZk

f | r ′
k,s

′
k
· e−(s′

k−1)
(36)
�

|k|n
1
e

2δ
ϑo e|k|1 (s−s′


)

(30)= |k|n
1
e

2δ
ϑo e

|k|1
K s

(
2− 1

K

) (33)
�

Kn
o
e

2δ

1

K6n+1
e2s

Ko
K � 1

K5n

(40)= ϑ .

Furthermore, possibly increasing c0 , one also has

|f k

 | r ′

k,
s

2

(39)= 1

2|fk| |f k | r ′
k,

s

2

(8)
�

|k|n
1
e|k|1 s

2δ
|f k | r ′

k,
s

2

(36)
�

|k|n
1
e|k|1 s

2δ
e− Ks

3

�
Kn

o

2δ
e−Ks

( 1
3 − Ko

K

)
� Kn

2δ · 6n
e−Ks/6 � e−Ks/7 . �

2.2. Coverings

As mentioned in the Introduction, the averaging symplectic maps �o and �k of Lemma 2.1
may displace boundaries by 

√
εKν (compare (30) and (37)) so one cannot use the secular Hamil-

tonians to describe the dynamics all the way up to the boundary of B × Tn. Such a problem – 
which is essential, for example, in achieving the results described at the end of the Introduction 

– may be overcome by introduce a second covering, as we proceed now to explain.
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Recall the definitions of R0 and R1,k in (26) and (27); recall (30), the notation in (23) and define

R̃0 := Re (R0
r ′
o/2) , R̃1,k := Re (R1,k

r ′
k/2) , (k ∈ Gn

Ko
) . (43)

Then, the following result holds:

Lemma 2.3. (Covering Lemma)

R0 × Tn ⊆ �o
(
R̃0 × Tn

)
, (44)

R1,k × Tn ⊆ �k

(
R̃1,k × Tn

)
, ∀k ∈ Gn

Ko
, (45)

R2 := B\ (R0 ∪R1) ⊆
⋃

k∈Gn
Ko

⋃
�∈Gn

K
�/∈Zk

R2
k,� , (46)

where

R2
k� := {

y ∈ B : |y · k| < α; |p⊥
k y · �|� 3αK

|k|
}
, (k ∈ Gn

Ko
, � ∈ Gn

K \Zk) . (47)

Remark 2.2. (i) From the definition of R2 in (46) it follows trivially that {Ri} is a covering of B
so that B =R0 ∪R1 ∪R2.

(ii) Notice that from the definition of R̃1,k in (43), one has that

R̃1,k

r ′
k/2 ⊆ R1,k

r ′
k

. (48)

(iii) Relations (44) and (45) allow to map back the dynamics of the averaged Hamiltonians (32)
and (35) so as to describe the dynamics also arbitrarily close to the boundary of the starting 
phase space.

For the proof of the Covering Lemma we shall use the following immediate consequence of the 
Contraction Lemma17:

Lemma 2.4. Fix y0 ∈ Rn, r > 0 and let φ : D2r (y0) → Cn be a real analytic map satisfying

sup
D2r (y0)

|φ(y) − y| � M (49)

for some 0 < M < r . Then, y0 ∈ φ(Br(y0)).

Proof. Let V0 := Br(0). Solving the equation φ(y) = y0 for some y ∈ Br(y0) is equivalent 
to solve the fixed point equation w = ψ0(w) := −ψ(y0 + w) for w ∈ V0 having set ψ(y) :=
φ(y) − y. By (49) it follows that ψ0 : V0 → V0 and by the mean value theorem and Cauchy 
estimates we get that, for every w, w′ ∈ V0,
17 Recall the definitions in (21); as usual A denotes the closure of the set A.
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|ψ0(w) − ψ0(w
′)| = |ψ(y0 + w) − ψ(y0 + w′)| � M

r
|w − w′| ,

showing that ψ0 is a contraction on V0 (since M/r < 1) and the claim follows by the standard 
Contraction Lemma. �
Proof of (44). We start by proving that

∀ (y0, x) ∈R0 × Tn , ∃! (y, x0) ∈ R̃0 × Tn : �o(y, x) = (y0, x0) . (50)

Define

M := ro

27Ko

(30)= α

211K2
o

<
α

210K2
o

=: r <
α

27Ko

(30)= r ′
o

4
. (51)

Fix (y0, x) ∈ R0 × Tn and let φ(y) := πy�o(y, x). Then, by (51),

sup
D2r (y0)

|φ(y) − y| � sup
Dr′o (y0)

|φ(y) − y|� |πy�o − y|r ′
o,s

′
o

(37)
� M .

Thus, by Lemma 2.4, since by (51) 2r < r ′
o/2, by definition of R̃0, we have that

y0 ∈ πy�o
(
Br(y0) × {x})⊆ πy�o

(
R̃0 × {x}) ,

which implies that �o(y, x) = (y0, x0) with x0 ∈ Tn proving (50). Now, observe that the map 
(y0, x) ∈ R0 × Tn �→ (y, x0) ∈ R̃0 × Tn in (50) is nothing else than the diffeomorphism as-
sociated to the near–to–identity generating function y0 · x + ψ0(y0, x) of the near–to–identity 
symplectomorphism �o. Thus, for each y0 ∈ R0, the map x ∈ Tn �→ x0 = x + ∂y0ψ0(y0, x) is a 
diffeomorphism of Tn with inverse given by x0 ∈ Tn �→ x = x0 +χ(y0, x0) for a suitable (small) 
real analytic map χ . Therefore, given (y0, x0) ∈ R0 × Tn, if we take x = x0 + χ(y0, x0) in (50)
we obtain that there exist (y, x) ∈ R̃0 × Tn such that (y0, x0) = �0(y, x), proving (44). �
Proof of (45). The argument is completely analogous: Again, we start by proving that

∀ k ∈ Gn
Ko

, ∀ (y0, x) ∈ R1,k × Tn , ∃! (y, x0) ∈ R̃1,k × Tn : �k(y, x) = (y0, x0) . (52)

Fix k ∈ Gn
Ko

and define

M := rk

27Ko

(30)= α

27|k|K <
α

26|k|K =: r <
r ′
k

4
(30)= α

8|k| . (53)

Fix (y0, x) ∈ R1,k × Tn, and let φ(y) := πy�k(y, x). By (53),

sup |φ(y) − y|� sup |φ(y) − y|� |πy�k − y|r ′ ,s

(37)
� M .
D2r (y0) Dr′
k
(y0)

k
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Thus, by Lemma 2.4 we have

y0 ∈ πy�k

(
Br(y0) × {x})⊆ πy�k

(
R̃1,k × {x}) ,

which implies that �k(y, x) = (y0, x0) for some x0 ∈ Tn proving (52). Now, the argument given 
in the non–resonant case applies also in this case. �
Proof of (46). If y ∈ R2 then, since y /∈ R0, there exists k ∈ Gn

Ko
such that |y · k| < α, in which 

case, since y /∈ R1, there exists � ∈ Gn
K \ Zk such that |p⊥

k y · �| � 3αK
|k| , hence y ∈ R2

k,� for some 
k ∈ Gn

Ko
and � ∈ Gn

K \ Zk. �
Next, we show that the measure of R2 is proportional to18 α2:

Lemma 2.5. There exists a constant c
 = c
(n) > 1 such that:

meas (R2) � c
 α2 K2n . (54)

Proof. Let us estimate the measure of R2
k,� in (47). Denote by v ∈ Rn the projection of y onto 

the plane generated by k and � (recall that, by hypothesis, k and � are not parallel). Then,

|v · k| = |y · k| < α , |p⊥
k v · �| = |p⊥

k y · �| � 3αK/|k| . (55)

Set

h := pk� = � − � · k
|k|2 k . (56)

Then, v decomposes in a unique way as v = ak + bh for suitable a, b ∈ R. By (55),

|a| < α

|k|2 , |pkv · �| = |bh · �|� 3αK/|k| , (57)

and, since |�|2|k|2 − (� · k)2 is a positive integer (recall, that k and � are integer vectors not 
parallel),

|h · �| (56)= |�|2|k|2 − (� · k)2

|k|2 � 1

|k|2 .

Hence,

|b| � 3αK|k| . (58)

Then, write y ∈ R2
k,� as y = v+v⊥ with v⊥ in the orthogonal complement of the plane generated 

by k and �. Since |v⊥| � |y| < 1 and v lies in the plane spanned by k and � inside a rectangle of 
sizes of length 2α/|k|2 and 6αK|k| (compare (57) and (58)) we find
18 A similar result can be found in [6, p. 3533].
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meas (R2
k,�) � 2α

|k|2 (6αK|k|) 2n−2 = 3 · 2n α2 K
|k| , ∀

{
k ∈ Gn

Ko
,

� ∈ Gn
K \Zk .

Since 
∑

k∈Gn
Ko

|k|−1 � cKn−1
o

for a suitable c = c(n), and Ko � K/6, (54) follows. �
Remark 2.3. In view of (54) and (30), we have

meas (R2) � c
 εKγ , γ := 11n + 4 . (59)

Thus, if Vn = π
n
2 /�(1 + n

2 ) denotes the volume of the Euclidean unit ball B in Rn, we have that

ε <
Vn

c
K
γ

=⇒ meas (R2) < meas B . (60)

2.3. Normal form theorem

In the normal form around simple resonances the ‘averaged Hamiltonian’ in (35) (i.e., the 
Hamiltonian obtained disregarding the exponentially small term f k) depends on angles through 
the linear combination k · x, which, since k ∈ Gn defines a new well–defined angle x1 ∈ T. This 
fact calls for a linear symplectic change of variables:

Lemma 2.6. Let the hypotheses of Lemma 2.2 hold.
(i) For any k ∈ Gn

Ko
there exists a matrix Â ∈ Z(n−1)×n such that19

A :=
(

k

Â

)
=
(

k1 · · ·kn

Â

)
∈ SL(n,Z) ,

|Â|∞ � |k|∞ , |A|∞ = |k|∞ , |A−1|∞ � (n − 1)
n−1

2 |k|n−1
∞ .

(61)

(ii) Let �0 be the linear, symplectic map on Rn × Tn onto itself defined by

�0 : (y,x) �→ (y, x) = (AT y,A−1x) . (62)

Then,

x1 = k · x , y = y1k + ÂT ŷ ,
[
ŷ := (y2, ...,yn)

]
. (63)

Furthermore, letting20

Dk := A−T R̃1,k ,

⎧⎨⎩r̃k := rk
c1 |k|

s̃k := s
c1 |k|n−1

, c1 := 5n(n − 1)
n−1

2 , (64)

19 SL(n, Z) denotes the group of n × n matrices with entries in Z and determinant 1; |M|∞ , with M matrix (or vector), 
denotes the maximum norm maxij |Mij | (or maxi |Mi |).

20 R̃1,k is defined in (43); recall, also, (30).
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with A as in (i), we find

�0 : Dk
r̃k

× Tn
s̃k

→ R̃1,k

r ′
k/2 × Tn

s
/2 , �0(D
k × Tn) = R̃1,k × Tn . (65)

(iii) Hk in (35), in the symplectic variables (y, x) = (
(y1, ŷ), x

)
, takes the form:

Hk(y,x) := Hk ◦ �0(y,x) = Hk(y,x1) + εf̄ k(y,x) , (y,x) ∈ Dk
r̃k

× Tn
s̃k

, (66)

where the ‘secular Hamiltonian’

Hk(y,x1) := 1

2
|AT y|2 + εgk

o(AT y) + εgk(AT y,x1) , f̄ k(y,x) := f k(AT y,A−1x) (67)

is a real analytic function for y ∈ Dk
r̃k

and21 x1 ∈ Ts′
k
.

Remark 2.4. In the above Lemma 2.6 (and also often in what follows), to simplify symbols, we 
may omit the dependence upon k in the notation, but of course A, Â and �0 do depend upon the 
simple resonance label k ∈ Gn

Ko
.

Proof of Lemma 2.6. (i) From Bézout’s lemma it follows that22:

given k ∈ Zn, k �= 0 there exists a matrix A = (Aij )1�i,j�n with integer entries such that Anj =
kj ∀ 1 � j � n, det A = gcd(k1, ..., k1), and |A|∞ = |k|∞ .

Hence, since k ∈ Gn, gcd(k1, ..., k1) = 1, and (61) follows.23

(ii) �0 is symplectic since it is generated by the generating function y · Ax.
The relations in (63) follow at once from the definition of �0 .
Let us prove (65): y ∈ Dk

r̃k
if and only if y = y0 + z with y0 ∈ Dk and |z| < r̃k . Thus,

|AT z| (61)
� n|k||z| < n|k|r̃k (64)

<
rk

4
(30)= r ′

k

2
.

Since, by definition of Dk , AT y0 ∈ R̃1,k , we have that AT y ∈ R̃1,k

r ′
k/2.

Let, now, x belong to Tn
s̃k

. Then, for any 1 � j � n, recalling the definitions of s
 and s′

 in (30), 

we find ∣∣∣ Im (A−1x)j

∣∣∣= ∣∣∣ n∑
i=1

(A−1)ij Imxj

∣∣∣ (61)
< n(n − 1)

n−1
2 |k|n−1s̃k

(64)
� s


2
< s′


 .

Thus, A−1x belong to Tn
s′


, and (65) follows.

(iii) Eq.’s (66)–(67) follow immediately from the definition of the symplectic map �0 in
(62) and (63). The statement on the angle–analyticity domain of Hk follows from part (b) of 
Lemma 2.1. �
21 Recall (30).
22 See Appendix A of [6, p. 3564] for a detailed proof.
23 Notice that the bound on |A−1|∞ follows from D’Alembert expansion of determinants, observing that for any m ×m
matrix M, one has | det M| �mm/2|M|m∞ .
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We summarize the above lemmata in the following

Theorem 2.1 (Normal Form Theorem). Let H be as in (19) with f ∈ Bn
s satisfying (8) with N as 

in (6), and let (30) hold. There exists a constant24 c0 = c0(n, s, δ) � max{N , b0} such that, if 
Ko � c0 , k ∈ Gn

Ko
, and Dk , r̃k , s̃k are as in (64), then there exist real analytic symplectic maps

�o :R0
r ′
o
× Tn

s′
o
→ R0

ro
× Tn

so
, �k : Dk

r̃k
× Tn

s̃k
→ R1,k

rk
× Tn

s

(68)

having the following properties.

(i) Ho(y, x) := (
H ◦ �o

)
(y, x) = |y|2

2 + ε
(
go(y) + f o(y, x)

)
, with go and f o satisfying (33) and 

〈f o〉 = 0.

(ii)

Hk(y,x) := H ◦ �k(y,x) = Hk(y,x1) + εf̄ k(y,x) , (y,x) ∈ Dk
r̃k

× Tn
s̃k

, (69)

where

Hk(y,x1) := 1

2
|AT y|2 + εgk

o(y) + εgk(y,x1) (70)

is a real analytic function for y ∈ Dk
r̃k

and x1 ∈ Ts′
k
. In particular gk(y, ·) ∈ B1

s′
k

for every y ∈
Dk

r̃k
. Furthermore, the following estimates hold:

|gk
o|r̃k � ϑo = 1

K6n+1
, |gk − πZk

f | r̃k ,s
′
k
� ϑo , | f̄ k | r̃k ,s̃k � e−Ks/3 . (71)

(iii) If |k|1 � N, there exists θk ∈ [0, 2π) such that

Hk = 1

2
|AT y|2 + εgk

o(y) + 2|fk|ε
[

cos(x1 + θk) + Fk

 (x1) + gk


 (y,x1) + fk

 (y,x)

]
, (72)

where Fk

 is as in Proposition 1.1 and satisfies Fk


 ∈ B1
1 and |Fk


 |1 � 2−40.
Moreover, gk


 (y, ·) ∈ B1
1 (for every y ∈ Dk

r̃k
), πZk

fk

 = 0, and one has

|gk

 | r̃k ,1 � ϑ = 1

K5n , |fk

 | r̃k ,s̃k � e−Ks/7 . (73)

Proof. The first relation in (68) is (31). Define

�k := �k ◦ �0 . (74)

Then, since s
/2 < s′

 (compare (30)), by (65), (48) we get the second relation in (68).

(i) follows from point (a) of Lemma 2.1.
24 b0 is defined in Lemma 2.1.
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(ii) (69), (70) and (71) follow from, respectively, (66), (67), (36) and point (ii) of Lemma 2.6
setting

gk
o(y) := gk

o(AT y) , gk(y,x1) := gk(AT y,x1) . (75)

(iii) follows by Proposition 1.1 and Lemma 2.2. In particular (72) follows from (38). Further-
more,

gk

 := 1

2|fk|
(
gk − πZk

f
)
, fk


 := 1

2|fk| f̄
k (76)

and noting that gk

 (y, x1) = gk


 (AT y, x1) and that, by (67), fk

 (y, x) = f k


 (AT y, A−1x), we see 
that (73) follows from (40) and (65). �
3. Generic standard form at simple resonances

In this final section we show that the secular Hamiltonians Hk (67) in Theorem 2.1 can be 
symplectically put into a suitable standard form, uniformly in k ∈ Gn

Ko

The precise definition of ‘standard form’ is taken from [5], where the analytic properties of 
action–angle variables of such Hamiltonian systems are discussed.

Definition 3.1. Let D̂ ⊆ Rn−1 be a bounded domain, R > 0 and D := (−R, R) × D̂. We say 
that the real analytic Hamiltonian H� is in Generic Standard Form with respect to the symplectic 
variables (p1, q1) ∈ (−R, R) × T and ‘external actions’

p̂ = (p2, ..., pn) ∈ D̂

if H� has the form

H�(p, q1) = (
1 + ν(p, q1)

)
p2

1 + G(p̂, q1) , (77)

where:

• ν and G are real analytic functions defined on, respectively, Dr × Ts and D̂r × Ts for some 
0 < r � R and s > 0;

• G has zero average and there exists a function Ḡ (the ‘reference potential’) depending only 
on q1 such that, for some25 β > 0,

Ḡ is β–Morse , 〈Ḡ〉 = 0 ; (78)
25 Recall Definition 1.3.
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• the following estimates hold:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

sup
T1
s

|Ḡ| � ε ,

sup
D̂r×T1

s

|G− Ḡ|� εμ , for some 0 < ε� r2/216 , 0 � μ< 1 ,

sup
Dr×T1

s

|ν| � μ .

(79)

We shall call (D̂, R, r, s, β, ε, μ) the analyticity characteristics of H� with respect to the 
unperturbed potential Ḡ.

Remark 3.1. If H� is in Generic Standard Form, then the parameters β and ε satisfy the relation26

ε
β � 1

2 . (80)

Furthermore, one can always fix κ � 4 such that:

1
κ
� s� 1 , 1 � R

r � κ , 1
2 � ε

β
� κ . (81)

Such a parameter κ rules the main scaling properties of these Hamiltonians.

3.1. Main theorem

In the following we shall often use the following notation: If w is a vector with n or 2n

components, ŵ = (w)̂ denotes the last (n − 1) components; if w is vector with 2n components, 
w̌ = (w)̂ denotes the first n + 1 components. Explicitly:

w = (y, x) = (
(y1, ..., yn), (x1, ...xn)

) =⇒

⎧⎪⎪⎨⎪⎪⎩
ŵ = (w)̂ = (x2, ..., xn) = x̂ ,

ŷ = (y)̂ = (y2, ..., yn) ,

w̌ = (w)̂ = (y, x1) ,

w = (w̌, ŵ) .

(82)

Definition 3.2. Given a domain D̂ ⊆ Rn−1, we denote by G† the abelian group of symplectic 
diffeomorphisms �g of (R × D̂) × Rn given by

(p, q) ∈ (R × D̂) × Rn �g�→ (P,Q) = (p1 + g(p̂), q̂, q1, q̂ − q1∂p̂g(p̂)) ∈ R2n ,

with g : D̂ → R smooth.

Remark 3.2. The group properties of G† are trivial:

idG†
= �0 , �−1

g = �−g , �g ◦ �g′ = �g+g′ .
26 By (79), β � |Ḡ(θi ) − Ḡ(θi )| � 2 maxT |Ḡ| � 2ε.
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Notice, however, that, unless ∂p̂g ∈ Zn−1, maps in �g ∈ G† do not induce well defined angle 
maps q ∈ Tn �→ (q1, q̂ − q1∂p̂g(p̂)) ∈ Tn.

Now, let f ∈ Gn
s satisfy27 (8) and (13) for some 0 < δ � 1 and β > 0 with N defined in (6), let 

k ∈ Gn
Ko

, recall (30) and define the following parameters28

R= α/|k|2 = √
εKν/|k|2 , c2 = 4n

3
2 c1 , r= R/c2 , εk = 2ε

|k|2 ,

D̂ = {
Î ∈ Rn−1 : |p⊥

k ÂT Î | < 1 , min
�∈Gn

K
�/∈Zk

∣∣(p⊥
k ÂT Î

) · �∣∣� 3αK
|k|
}
, D = (−R,R) × D̂ ,

β=
{

εkβ, if |k|1 < N
εk|fk|, if |k|1 � N

, χ
k
=
{

1 , if |k|1 < N
|fk| , if |k|1 � N

, ε = csεk χ
k
,

s=
{

min{ s
2 ,1} , if |k|1 < N

1 , if |k|1 � N
, š :=

{
s′
k , if |k|1 < N ,

1 , if |k|1 � N
, μ= ϑ = 1

K5n
.

(83)

Theorem 3.1 (Generic Standard Form at simple resonances). Let H be as in (19) with f ∈ Gn
s

satisfying (8) and (13) for some 0 < δ � 1 and β > 0 with N defined in (6). Assume that29

Ko � max{c2, c0}. Then, with the definitions given in (83), the following holds for all k ∈ Gn
Ko

.

(i) There exists a real analytic symplectic transformation

�
 : (p,q) ∈ D × Rn → (y,x) = �
(p,q) ∈ R2n , (84)

such that: �
 fixes p̂ and30 q1; for every p̂ ∈ D̂ the map (p1, q1) �→ (y1, x1) is symplectic; the 
(n +1)–dimensional map31 �̌
 depends only on the first n +1 coordinates (p, q1), is 2π–periodic 
in q1 and, if Dk = A−T R1,k and Hk are as in Theorem 2.1, one has32

�̌
 : Dr × Tš → Dk
r̃k

× Tš ,

Hk ◦ �̌
(p,q) =: |k|2
2 (H

k
(p,q1) + ĥ

k
(p̂)) ,

supp̂∈D̂2r

∣∣ĥ
k
(p̂) − Q̂k(p̂)

∣∣� 6 εkμ , Q̂k(p̂) := 1
|k|2 |p⊥

k ÂT p̂|2 .

(85)

(ii) H
k

in (85) is in Generic Universal Form according to Definition 3.1:

H
k
(p,q1) = (

1 + ν
k
(p,q1)

)
p2

1 + G
k
(p̂,q1) ,

having reference potential

Ḡ= Ḡ
k
:= εk πZk

f , (86)

27 Recall that by Lemma 1.2 such δ and β always exist.
28 Here and in what follows we shall not always indicate explicitly the dependence upon k. Recall the definitions of c1 , 
Â and cs in, respectively, (64) Lemma 2.6 and (7).
29 c0 is defined in Theorem 2.1.
30 I.e., in (84) it is y = p̂, x1 = q1.
31 Recall the notation in (82).

32 rk and s′

k
are defined in (30), r̃k in (64).
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analyticity characteristics given in (83), and κ verifying (81) with

κ = κ(n, s,β) := max
{
c2 ,4cs ,cs/β

}
. (87)

(iii) Finally, �
 = �1 ◦ �2 ◦ �3 , where33: �1 := �g1
∈ G† with g1(p̂) := − 1

|k|2 (Âk) · p̂; �3 :=
�g3

∈G† for a suitable real analytic function g3(p̂) satisfying

|g3 |4r <
εk

r μ ,

and �2(p, q) = (p1 + η2 , p̂, q1, q̂+ χ2) for suitable real analytic functions η2 = η2(p̂, q1) and 
χ2 = χ2(p̂, q1) satisfying

|η2 |4r,š <
εkχk

r μ , |χ2 |2r,š <
4εkχk

r2 μ .

Remark 3.3. (i) One of the main points of the above theorem is that the parameter κ in (87) does 
not depend on k. Incidentally, we point out that κ depends (indirectly) also on δ, since δ appears 
in the definition of N and β is the uniform Morse constant of the first N reference potentials.

(ii) Note that by (83), (85), (30) and (7)

min
{

s
2 ,1

}
� s� š� s′

k . (88)

In particular, the composition Hk ◦ �̌
 is well defined; compare Theorem 2.1–(ii).
As for the action analyticity radii, notice that, by the definitions in (30), (64) and (83), one has

rk = R |k| , r̃k = R

c1

. (89)

(iii) The three maps which define �
 have the following purposes: The first one is needed to 
decouple the ‘kinetic energy’ of the 1–d.o.f. secular system; the second one is introduced so 
as to get a purely positional 1–dimensional potential; finally, the third one puts the momentum 
coordinate of the equilibria in 0.

(iv) The proof is fully constructive and the explicit definition of H
k

is given in (121), (99), (101),
(113), (108) and (92) below.

3.2. Proof of the main theorem

The proof is articulated in three lemmata.
The first lemma shows how to ‘block–diagonalize’ the kinetic energy. For k ∈ Gn

Ko
, recall the 

definition of the matrices A and Â in (61), and define34

y= UY :=
(

1 − 1
|k|2 (Âk)T

0 I
n−1

)
Y , i.e.

{
y1 = Y1 − 1

|k|2 Âk · Ŷ ,

ŷ= Ŷ .
(90)

33 Recall Definition 3.2.

34 Im denotes the (m × m)–identity matrix and recall the notation in (82).
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Then, one has

Lemma 3.1. (i) Let �1 be the map �1(Y, X) = (UY, U−T X). Then, �1 is symplectic and

Dk = UD , �̌1 : D4r × Tš → Dk
r̃k

× Tš . (91)

(ii) Let ⎧⎨⎩
G(1)

o := εkg
k
o(AT UY) , G(1)(Y,X1) := εkg

k(AT UY,X1) ,

H(1) (Y,X1) := Y2
1 + G(1)

o (Y) + G(1)(Y,X1) , 〈G(1)(Y, ·)〉 = 0 .

(92)

Then, if Hk is as in (67), one has

Hk ◦ �̌1(Y,X1) = |k|2
2 H(1) (Y,X1) + 1

2 |p⊥
k ÂT Ŷ|2 , (93)

with H(1) real analytic on D4r × Tš and 〈G(1)(Y, ·)〉 = 0, and the following estimates hold35:

|G(1)
o |4r � ηo := 2εkϑ = 2εk

K5n
, |G(1) − Ḡ

k
|4r,š � η := χ

k
ηo � ηo . (94)

Proof. (i) �1 is symplectic since it is generated by the generating function UY ·x.
From the definitions of A and U in, respectively, (61) and (90), it follows

(AT U)Y= Y1k + ÂT Ŷ− (Âk)·Ŷ
|k|2 k = Y1k + ÂT Ŷ− ÂT Ŷ·k

|k|2 k = Y1k + p⊥
k ÂT Ŷ . (95)

Thus, y = (AT U)Y if and only if y · k = Y1|k|2 and p⊥
k y = p⊥

k ÂT Ŷ, which is equivalent to say 
(AT U)D = R1,k , which in view of (64), is equivalent to Dk = UD. Now, by (61),

|U|, |U−1|� n
3
2 , (96)

where, as usual, for a matrix M we denote by |M| = sup
u �=0

|Mu|/|u| the standard operator norm. 

Thus, by (83) and (89) we have (for complex z)

|z| < 4r =⇒ |Uz| < n
3
2 4r= 4n

3
2
R

c2

= R

c1

= r̃k , (97)

which, since X1 = x1, implies that �̌1 : D4r × Tš → Dk
r̃k

× Tš, proving (91).

(ii) By the previous item, the composition Hk ◦ �̌1 is well defined and analytic on D4r × Tš. 
From (95) it follows that |AT UY|2 = |k|2Y2

1 + | p⊥
k ÂT Ŷ|2, and (93) follows. Notice that since 

gk(y, ·) ∈ B1
s′
k

(compare Lemma 2.1), G(1) has zero average over T.

By the definition of G(1)
o and G(1) in (92), by (97), (36) in36 Lemma 2.1, the estimates on |G(1)

o |4r

35 ϑ is defined in (40); Ḡ
k

is the reference potential in (86). Notice that, by (83), χ
k
� 1 for all k.
36 Recall that, by (30), (64), r̃k < r ′
k

= rk/2. Recall also the definitions of ϑo and ϑ in (33) and (40).
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and on |G(1) − Ḡ
k
|4r,š for |k|1 < N in (94) follow. The estimate for |k|1 � N in (94) follows from 

Lemma 2.2: see in particular (39), (40) and (9). �
Next lemma shows how one can remove the dependence on Y1 in the potential G(1).

Lemma 3.2. If let K � c2 then,

ηo
r2 < 1

210
š

π+š < 1 , (98)

and the following statements hold.
(i) The fixed point equation

p = − 1
2 ∂Y1G

(1)
o (p, P̂) − 1

2 ∂Y1G
(1)(p, P̂,Q1) (99)

has a unique solution p : (P̂, Q1) ∈ D̂ × T �→ p(P̂, Q1) ∈ R real analytic on D̂4r × Tš, satisfying

|p|4r,š <
ηo
3r . (100)

Furthermore, if we define

{
po(P̂) := 〈p(P̂, ·)〉
p̃ := p− po

,

⎧⎪⎪⎨⎪⎪⎩
φ(P̂,X1) :=

X1∫
0

p̃(P̂, θ)dθ

q̂(P̂,Q1) := −∂P̂ φ(P̂,Q1)

(101)

then, Q1 → q̂(P̂, Q1) is a real analytic periodic function, and one has

|po|4r < 1
3
ηo
r , |p̃|4r,š < 1

3
η
r , |q̂|2r,š <

η

6r2 (π + š) . (102)

(ii) The real analytic symplectic map �2 generated by P · X + φ(P̂, X1), namely,

�2 : (P,Q) �→ (Y,X) with

{
Y1 = P1 + p̃(P̂,Q1)

Ŷ= P̂
,

{
X1 = Q1

X̂= Q̂+ q̂(P̂,Q1)
, (103)

satisfies:

�̌2 : D2r × Tš → D3r × Tš , (104)

and

H(2) (P,Q1) := H(1) ◦ �̌2(P,Q1) (105)

= (
1 + ν̃(P,Q1)

) (
P1 − po(P̂)

)2 + Go
�
(P̂) + G

k
(P̂,Q1) ,

for suitable functions ν̃, Go
�

and G
k

(explicitly defined in (113) below, with 〈G
k
〉 = 0) real analytic 
on, respectively, D2r × Tš, D̂2r and D̂2r × Tš, which satisfy the bounds:
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|ν̃|2r,š � ηo
r2 , |Go

�
|2r � 3ηo |G

k
− Ḡ

k
|2r,š � 2η . (106)

Proof. We start by proving (98). Recalling (88), (7) and (41), we have

π+š
š � 1 + 2πcs < 8cs < K . (107)

Now, by the definitions in (94), (93), (83), (30), we find

ηo
r2 = 4c2

2

|k|2
K14n+4

(107)
� 4c2

2
1

K14n+1
š

π+š ,

which yields (98) since, by assumption, K > Ko � c2 .

(i) Let us denote by X := D̂4r,š × Tš and by X the complete metric space formed by the real 
analytic complex–valued functions u : X → {z ∈ C : |z| � r/2}, equipped with the metric given 
by the distance in sup–norm on X. Let us also denote:

G� := G(1)
o + G(1) , G̃� := G(1) − Ḡ

k
. (108)

Note that G(1) and G̃� have zero average. Consider the operator F : u ∈ X �→ F(u), where 
F(u)(P̂, Q1) := − 1

2∂Y1G
�(u(P̂, Q1), P̂, Q1). If u ∈ X , then, by Cauchy estimate we get

sup
X

|F(u)| = 1
2 sup

X

∣∣∂Y1G
�(u(P̂,Q1), P̂,Q1)

∣∣
= 1

2 sup
X

∣∣∂Y1

[
G�(u(P̂,Q1), P̂,Q1) − Ḡ

k
(Q1)

]∣∣
� 1

2

∣∣G� − Ḡ
k

∣∣
4r,š

4r− r
2

(94)
� 1

2

ηo + η

4r− r
2

� 2

7

ηo

r

(98)
<

2

7
r<

r

2
. (109)

Thus, F : X → X . Let us check that F is, in fact, a contraction on X . If u, v ∈ X , then, again, 
by Cauchy estimate, (94) and (98), we get37

sup
X

|F(u) − F(v)| � 1
2 sup

X

∣∣∂Y1

(
G�(u, P̂,Q1) − G�(v, P̂,Q1)

)∣∣
� 1

2

∣∣∂2
Y1

(G� − Ḡ
k

)| r
2 ,š · sup

X
|u − v|

� 1

2

∣∣G� − Ḡ
k

∣∣
4r,š(

4r− r
2

)2 · sup
X

|u − v|

(94)
� 4

49

ηo

r2 · sup
X

|u − v| (98)
<

1

8
· sup

X
|u − v| , (110)
37 u and v, in the r.h.s. of the first inequality, are evaluated at (Q1, ̂P).
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showing that F is a contraction on X . Thus, by the standard Contraction Lemma, it follows that 
there exists a unique p ∈X solving (99).

Since p = F(p), one sees that (100) follows from (109).
The first bound in (102) follows immediately from (100).
To prove the second estimate in (102), write38

∂Y1G
�(p) = ∂Y1G

�(po + p̃) = ∂Y1G
�(po) + wp̃ , with w :=

1∫
0

∂2
Y1
G�(po + t p̃)dt . (111)

As above, by Cauchy estimates,

|w|4r,š �
2

49

ηo + η

r2 <
1

8
. (112)

Thus, by (111), Cauchy estimates, and (112), observing that39 〈∂Y1G
(1)(po)〉 = 0, one finds

|p̃| = |p− po| (111)= 1
2

∣∣∂Y1G
�(po) − 〈∂Y1G

�(po)〉 + wp̃− 〈wp̃〉∣∣
= 1

2

∣∣∂Y1G
(1)(po) − 〈∂Y1G

(1)(po)〉 + wp̃− 〈wp̃〉∣∣
= 1

2

∣∣∂Y1

(
G(1)(po) − Ḡ

k

)+ wp̃− 〈wp̃〉∣∣
(94),(112)

� 1

2

( 2

7

η

r

)
+ 1

2
|p̃| ,

which yields immediately the second bound in (102).
Next, since p̃ has zero average over the torus, the function φ defined in (101) defines a (real 
analytic) periodic function such that ∂X1φ = p̃. Furthermore, by the second estimate in (102), 
one has40 |φ|4r,š <

η
3r (π + š), so that, by Cauchy estimates, also last bounds in (102) follow.

(ii) By the definition of �2 in (103), by (102) and (98), the relations in (104) follow at once.
Now, define41

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ν̃(P,Q1) :=

1∫
0

(1 − t)∂2
Y1
G�
(
po + t (P1 − po), P̂,Q1

)
dt ,

Go
�
(P̂) := 〈p(P̂, ·)2〉 + 〈G�

(
p(·, P̂), P̂, ·)〉 ,

G
k
(P̂,Q1) := p(P̂,Q1)

2 + G�
(
p(Q1, P̂), P̂,Q1) − Go

�
(P̂) ,

(113)

38 To simplify notation, we drop, here, from the notation the explicit dependence on P̂ and Q1 of G� .
39 Recall that 〈G(1)(Y, ·)〉 = 0 as stated in Lemma 3.1.
40 π + š is an estimate of the length of the integration path in (101), as the real part of Q1 can be taken in [−π, π).

41 Here, po = po(P̂).
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then, by Taylor’s formula, (92), (103), (108) and (99), one finds42

H(2) (P1,Q1) := H(1) ◦ �̌2(P1,Q1) = (P1 + p̃)2 + G�(P1 + p̃,Q1)

(101)= (
p+ (P1 − po)

)2 + G�
(
p+ (P1 − po),Q1

)
(113)= (P1 − po)

2 + 2(P1 − po)p+ p2 + G�(p,Q1) + ∂Y1G
�(p,Q1)(P1 − po)

+(P1 − po)
2ν̃

(99)= (1 + ν̃)(P1 − po)
2 + p2 + G�(p,Q1)

(113)= (1 + ν̃)(P1 − po)
2 + Go

�
+ G

k
(Q1) , (114)

proving (105).
Let us now prove (106). Note that for P ∈ D2r by (98) and (102) the segment 

(
po + t (P1 −po), P̂

)
, 

t ∈ [0, 1], still belongs to D 5
2r

, hence, by definition of ν̃ in (113), by Cauchy estimate43 and (94)
one obtains the first estimate in (106).
By the definition of Go

�
in (113), by (100), (94) and (98) one gets immediately the second estimate 

in (106).
As for the third estimate in (106), by the definitions given, one has that44

G
k
− Ḡ

k
= (

p2 − 〈p2〉)+ (
G�(p, ·) − 〈G�(p, ·)〉 − Ḡ

k

)
. (115)

Let us estimate the terms in brackets separately. For P̂ ∈ D̂2r and Q1 ∈ Tš, one finds

|p2 − 〈p2〉| = |2p̃po + p̃2 − 〈p̃2〉| � (2|po| + 2|p̃|) |p̃| (102)
� 4

9
ηo

η

r2

(98)
<

η

2
. (116)

To estimate the second term in (115), we define

z(t) := G�(po + t p̃,Q1) − 〈G�(po + t p̃, ·)〉 ,

and observe that (recall (108)) z(0) = G(1)(po, Q1) and that, by Cauchy estimates, we get45

|z′(s)| � |p̃|
1∫

0

∣∣∂Y1

(
G�(po + t p̃,Q1) − 〈G�(po + t p̃, ·)〉)∣∣dt

� |p̃| 2|G�|4r,š

4r− r
2

� |p̃| 4ηo

4r− r
2

(102)
<

8

21

ηo

r2 η
(98)
<

1

2
η . (117)

42 g(t0 + τ) = g(t0) + g′(t0)τ +
( 1∫

0

(1 − t)g′′(t0 + tτ
)
dt
)
τ2 with g = G(1)(·, Q1), t0 = p and τ = P1 − po. For ease of 

notation we drop the (dumb) dependence upon P̂ in these formulae.
43 Compare, also, the estimates done in (110).
44 Dropping, again, in the notation the dumb variable P̂.

45 Reasoning as in (109).
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Thus,

∣∣G�(p, ·) − 〈G�(p, ·)〉 − Ḡ
k

∣∣� |z(0) − Ḡ
k
| +

1∫
0

|z′(t)|dt � |G(1)(po, ·) − Ḡ
k
| + 1

2
η

(94)
� 3

2
η .

Putting together this estimate and (116) one gets also the third estimate in (106). �
The final transformation is again just a translation, which is done so that all equilibria of the 
secular system will lie on the angle–axis in its 2–dimensional phase space.

Lemma 3.3. The real analytic symplectic map �3 ∈G† defined as

�3 : (p,q) �→ (P,Q) with

{
P1 = p1 + po(p̂)

P̂= p̂
,

{
Q1 = q1

Q̂= q̂− q1∂p̂po(p̂)
, (118)

satisfies

�̌3 : Dr × Tš → D2r × Tš . (119)

Furthermore, one has:

H(2) ◦ �̌3(p,q1) = (
1 + ν

k
(p,q1)

)
p2

1 + Go
�
(p̂) + G

k
(p̂,q1) , (120)

where

ν
k
(p,q1) := ν̃

(
po(p̂) + p1, p̂,q1

)
, (121)

and the following bounds hold:

|ν
k
|r,š �

ηo

r2 , |Go
�
|2r � 3ηo |G

k
− Ḡ

k
|2r,š � 2η . (122)

Proof. Just observe that, if |p1| < r, then, by (102) and (98), it follows that, for all p ∈ Dr,

|po(p̂) + p1| < ηo
3r + r� r

3 + r= 4
3r< 2r ,

so that (119) holds. Finally, by (106), we get46 (122). �
We are ready for the

Proof of Theorem 3.1. Recall the definitions of �
j
, 1 � j � 3, in, respectively, Lemma 3.1,

(103) and (118) and define �
 := �1 ◦ �2 ◦ �3 , and ĥ
k
(Î ) := 1

|k|2 | p⊥
k ÂT Î |2 + Go

�
(Î ). Then, the 

expression for H
k

in (85) follows by (93), (105) and (120).
46 G
k

and Ḡ
k

are the same as in (106) of Lemma 3.2.

358



L. Biasco and L. Chierchia Journal of Differential Equations 385 (2024) 325–361
By (119) and Lemma 3.3, the Hamiltonian function H
k

is real analytic on Dr × Tš, where D =
(−R, R) × D̂ (compare (83)).
By (13) and Proposition 1.2 we have that Ḡ

k
in (86) is β–Morse with β as in (83).

Let us, now, estimate |Ḡ
k
|s. Consider, first, |k|1 < N. Then, estimating |fjk| by e−|j ||k|1 s , by the 

definition of s, we get

|Ḡ
k
|s (86)= εk|πZk

f |s � εk|πZk
f |s/2 = εk

∑
j �=0

|fjk|e
|j ||k|1 s

2

� 8ε

|k|2
e−s/2

2(1 − e−s/2)
<

8ε

|k|2
1

s
.

If |k|1 � N one has

|Ḡ
k
|s = |Ḡ

k
|1 (9)= 4ε

|k|2 |fk|| cos(θ + θk) + Fk

 (θ)|1

(10)
� 4ε

|k|2 |fk| (cosh 1 + 2−40) <
8ε

|k|2 |fk| .

Thus, by definitions of χ
k

in (83) and cs , one gets

|Ḡ
k
|s � ε , (123)

with ε as in (83). Next, since χ
k
� 1 � cs ,

|G
k
− Ḡ

k
|r,s

(106)
� 2η

(94)= 8ε

|k|2 χ
k
ϑ

(83)
� εμ . (124)

By (122), (83), (94), using the inequalities |k| � Ko � K/6, recalling (85), (30), and the hypothe-
sis Ko � c2 (in the last inequality), one sees that

|ν
k
|r,s � c2

2

|k|2
K2ν

ϑ �
c2

2

36

1

K2(ν−1)
ϑ < ϑ = μ . (125)

Then (79) follows by (123), (124) and (125).
Finally, observe that, by the definitions in (83) and (94) one has

ε/β=
⎧⎨⎩

4cs

β
, if |k|1 < N ,

4cs , if |k|1 � N .
(126)

Then, (81) with κ as in (87), follows immediately by the definitions in (83), (80) and (126).
It remains to prove claim (iii): From (118), it follows that g3 = po, and from (103), it fol-

lows that η2 = p̃ and χ2 = q̂. The relative estimates follow immediately by (102), (94), (40) and
(83). �
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