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#### Abstract

We introduce a new class $\mathbb{G}_{s}^{n}$ of generic real analytic potentials on $\mathbb{T}^{n}$ and study global analytic properties of natural nearly-integrable Hamiltonians $\frac{1}{2}|y|^{2}+\varepsilon f(x)$, with potential $f \in \mathbb{G}_{s}^{n}$, on the phase space $\mathcal{M}=$ $B \times \mathbb{T}^{n}$ with $B$ a given ball in $\mathbb{R}^{n}$. The phase space $\mathcal{M}$ can be covered by three sets: a 'non-resonant' set, which is filled up to an exponentially small set of measure $e^{-c \mathrm{~K}}$ (where K is the maximal size of resonances considered) by primary maximal KAM tori; a 'simply resonant set' of measure $\sqrt{\varepsilon} \mathrm{K}^{a}$ and a third set of measure $\varepsilon \mathrm{K}^{b}$ which is 'non perturbative', in the sense that the H -dynamics on it can be described by a natural system which is not nearly-integrable. We then focus on the simply resonant set - the dynamics of which is particularly interesting (e.g., for Arnol'd diffusion, or the existence of secondary tori) - and show that on such a set the secular (averaged) 1 degree-of-freedom Hamiltonians (labeled by the resonance index $k \in \mathbb{Z}^{n}$ ) can be put into a universal form (which we call 'Generic Standard Form'), whose main analytic properties are controlled by only one parameter, which is uniform in the resonance label $k$.
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## 0. Introduction

The paper is divided in three parts.

[^0]1. In the first part we discuss generic properties of (multi-periodic) analytic functions introducing a new class $\mathbb{G}_{s}^{n}$ of functions real analytic on the complex neighborhood of $\mathbb{T}^{n}$ given by

$$
\mathbb{T}_{s}^{n}:=\left\{x=\left(x_{1}, \ldots, x_{1}\right) \in \mathbb{C}^{n}:\left|\operatorname{Im} x_{j}\right|<s\right\} /\left(2 \pi \mathbb{Z}^{n}\right) .
$$

Such a class - related but smaller than the sets $\mathcal{H}_{s, \tau}$ introduced in [6] - is generic, as it contains an open and dense set in the norm $\|f\|_{s}=\sup _{k}\left|f_{k}\right| e^{s|k|_{1}}$, and has full probability measure with respect to a natural weighted product probability measure on Fourier coefficients.
The class $\mathbb{G}_{s}^{n}$ may be described as follows. Consider a real-analytic zero average function $f$ and consider its projection $\pi_{\mathbb{Z} k} f$ onto the Fourier modes proportional to a given $k \in \mathbb{Z}^{n} \backslash\{0\}$ (with components with no common divisors), which is given by

$$
\theta \in \mathbb{T} \mapsto \pi_{\mathbb{Z} k} f(\theta):=\sum_{j \in \mathbb{Z}} f_{j k} e^{\mathrm{i} j \theta}
$$

These one dimensional projections arise naturally, e.g., in averaging theory, where they are the leading terms of the averaged ('secular') Hamiltonians around simple resonances $\{y \mid y \cdot k=$ $\left.\sum y_{j} k_{j}=0\right\}$. Denoting by $\mathcal{G}^{n}$ the set of generators of 1 -dimensional maximal lattices in $\mathbb{Z}^{n}$, the class $\mathbb{G}_{s}^{n}$ is formed by real-analytic zero average functions $f$ with $\|f\|_{s} \leqslant 1$, which satisfy

$$
\delta_{f}=\lim _{\substack{|k| 1 \rightarrow+\infty \\ k \in \mathcal{G}^{n}}}\left|f_{k}\right| e^{|k|_{1} s}|k|_{1}^{n}>0
$$

and such that the Fourier-projection $\pi_{\mathbb{Z} k} f$ is a Morse function with distinct critical values for all $k \in \mathcal{G}^{n}$ with $|k|_{1} \leqslant \mathrm{~N}$, where N is a $a$-priori Fourier cut-off depending only on $n, s$ and $\delta_{f}$.
A remarkable feature of this class of functions is that the Fourier projection $\pi_{\mathbb{Z} k} f$ is close (in a large analytic norm) to a shifted rescaled cosine,

$$
\pi_{\mathbb{Z} k} f(\theta) \sim\left|f_{k}\right| \cos \left(\theta+\theta_{k}\right) ; \quad \forall k \in \mathcal{G}^{n},|k|_{1} \geqslant \mathrm{~N},
$$

(Proposition 1.1 below), allowing to have uniform control of the analytic properties of secular Hamiltonians as $|k|_{1} \rightarrow+\infty$.
We believe that the class $\mathbb{G}_{s}^{n}$ is a good candidate to address analytic problems in dynamical systems whenever generic results - such as generic existence of secondary tori in nearly-integrable Hamiltonian systems ${ }^{1}$ or Arnol'd diffusion ${ }^{2}$ - are considered.
2. In the rest of the paper, we consider natural nearly-integrable Hamiltonian systems with $n \geqslant 2$ degrees of freedom with Hamiltonian $\mathrm{H}=\frac{1}{2}|y|^{2}+\varepsilon f(x)(n \geqslant 2)$, with potential $f$ in the class $\mathbb{G}_{s}^{n}$ with a fixed $s>0$, on a bounded phase space $\mathcal{M}=\mathrm{B} \times \mathbb{T}^{n} \subset \mathbb{R}^{n} \times \mathbb{T}^{n}$; in fact, in view of the model, it is not restrictive to simply consider $\mathrm{B}=\left\{y \in \mathbb{R}^{n}\right.$ s.t. $\left.|y|<1\right\}$.
We, then, introduce a covering of the action space $\mathrm{B}=\mathcal{R}^{0} \cup \mathcal{R}^{1} \cup \mathcal{R}^{2}$, depending on two 'Fourier cut-offs' $\mathrm{K}>\mathrm{K}_{\mathrm{o}}>\mathrm{N}$ ( N as above), so that: $\mathcal{R}^{0}$ is a non-resonant set up to order $\mathrm{K}_{\mathrm{o}} ; \mathcal{R}^{1}$ is union of neighborhoods $\mathcal{R}^{1, k}$ of simple resonances $\{y \in \mathrm{~B}: y \cdot k=0\}$ of maximal order $\mathrm{K}_{\mathrm{o}}$, which are

[^1]non resonant modulo $\mathbb{Z} k$ up to order $K$, and $\mathcal{R}^{2}$ is a set of measure proportional to $\varepsilon \mathrm{K}^{b}$ for a suitable $b>1$ (which depends only on $n$ ); similar 'geometry-of-resonances' analysis is typical of Nekhoroshev's theory. ${ }^{3}$
The set $\mathcal{R}^{2}$ is a non perturbative set, namely, it is a set where the $H$-dynamics is equivalent to the dynamics of a Hamiltonian, which is not nearly-integrable: indeed, in the simplest non trivial case $n=2$ such a Hamiltonian is given by $|y|^{2} / 2+f(x)$.
On the other hand the set $\left(\mathcal{R}^{0} \cup \mathcal{R}^{1}\right) \times \mathbb{T}^{n}$ is suitable for high order perturbation theory, and, following the averaging theory developed in [6], we construct high order normal forms (Theorem 2.1) so that on $\mathcal{R}^{0} \times \mathbb{T}^{n}$ the above Hamiltonian $H$ is conjugated, up to an exponentially small term of $O\left(e^{-\mathrm{K}_{\mathrm{o}} s / 3}\right)$, to an integrable Hamiltonian, which depends only on action variables and it is close to $|y|^{2} / 2$. By classical KAM theory, it then follows that this set is filled by primary ${ }^{4}$ KAM tori up to a set of measure of order $O\left(e^{-\mathrm{K}_{0} s / 7}\right)$. Actually, here there is a delicate point: the symplectic map realizing the above mentioned conjugation moves the boundary of the phase space $\mathrm{B} \times \mathbb{T}^{n}$ by a quantity much larger than $O\left(e^{-\mathrm{K}_{0} s / 7}\right)$, therefore, in order to get the exponentially small measure estimate on the 'non-torus set' one needs to introduce a second covering which takes care of the dynamics close to the boundary: this is done in Lemma 2.3 below.
The analysis on the dynamics in $\mathcal{R}^{1} \times \mathbb{T}^{n}$ is much more complicate. In each of the neighborhoods $\mathcal{R}^{1, k}$, which cover the set $\mathcal{R}^{1}$ as $|k|_{1} \leqslant \mathrm{~K}_{\mathrm{o}}$, one can perform resonant averaging theory so as to conjugate H to still an integrable system, which however depends on the resonant angle $\mathrm{x}_{1}=k \cdot x$. The averaged systems with secular Hamiltonians $\overline{\mathrm{H}}_{k}\left(\mathrm{y}, \mathrm{x}_{1}\right)$ are therefore 1D-Hamiltonian systems (one degree-of-freedom systems in the symplectic variables ( $\mathrm{y}_{1}, \mathrm{x}_{1}$ ) depending also on adiabatic actions $\mathrm{y}_{2}, \ldots, \mathrm{y}_{n}$ ), which are close to natural systems with potentials $\pi_{\mathbb{Z} k} f$. Such potentials, for low $k$ 's, are rather general: for instance, they may have an arbitrary large number of separatrices depending on the particular structure of $f$. The global analytic properties of the Hamiltonians $\overline{\mathrm{H}}_{k}\left(\mathrm{y}, \mathrm{x}_{1}\right)$ is the argument of the third (and main) part of this paper.
3. In the third part we prove that the secular Hamiltonians $\bar{H}_{k}\left(\mathrm{y}, \mathrm{x}_{1}\right)$ described in the previous item can be symplectically conjugated, for all $|k|_{1} \leqslant \mathrm{~K}_{\mathrm{o}}$, to $1 D$-Hamiltonians in the standard form introduced in [5] (see, also, Definition 3.1 below). In few words, a standard 1D-Hamiltonian (which depends on ( $n-1$ ) external parameters) is a one degree-of-freedom Hamiltonian system close to a natural system with a generic potential, which may be controlled essentially by only one parameter, namely, the parameter $\kappa$ appearing in Eq. (81) below; here, 'essentially' means, roughly speaking, that $\kappa$ governs the main scaling properties of the Hamiltonian $\overline{\mathrm{H}}_{k}$. What is particularly relevant is that the $\kappa$ parameter of the secular Hamiltonians $\overline{\mathrm{H}}_{k}$ is shown to be independent of $k$, as it depends only on $n, s$, the above parameter $\delta_{f}$, and on a fourth parameter $\beta$, which measures the Morse properties of the potentials $\pi_{\mathbb{Z} k} f$ with $|k|_{1} \leqslant N$; compare Eq. (87) and Remark 3.3-(i).
This uniformity allows to analyze global analytic properties: for example, the action-angle map for standard Hamiltonians, as discussed in [5], depends only on the parameter $\kappa$ of the standard Hamiltonian and therefore can be used simultaneously for all the secular Hamiltonians $\overline{\mathrm{H}}_{k}$, allowing for a nearly-integrable description of H on $\mathcal{R}^{1, k} \times \mathbb{T}^{n}$ with uniformly exponentially small perturbations.
The results presented in this paper may be useful in attacking some of the fundamental open problems in the analytic theory of nearly-integrable Hamiltonian systems such as Arnol'd diffusion

[^2]for generic real analytic systems, and provide indispensable tools to develop a 'singular KAM Theory', namely a KAM theory dealing simultaneously with primary and secondary persistent Lagrangian tori in the full phase space, except for the non-perturbative set $\mathcal{R}^{2}$. In particular, Theorem 3.1 below is the starting point for, e.g., the following result, which (up to the logarithmic correction and in the case of natural systems) proves a conjecture by Arnold, Kozlov and Neishtadt. ${ }^{5}$

Theorem. ([7]) Fix $n \geqslant 2, s>0, f \in \mathbb{G}_{s}^{n}, B$ an open ball in $\mathbb{R}^{n}$, and let $\mathrm{H}(y, x ; \varepsilon):=\frac{1}{2}|y|^{2}+$ $\varepsilon f(x)$. Then, there exists a constant $c>1$ such that, for all $0<\varepsilon<1$, all points in $B \times \mathbb{T}^{n}$ lie on a maximal KAM torus for H , except for a subset of measure bounded by $c \varepsilon|\log \varepsilon|^{\gamma}$ with $\gamma:=11 n+4$.

Let us remark that, since it is well known that the asymptotic (as $\varepsilon \rightarrow 0$ ) density of non-integrable primary tori is $1-c \sqrt{\varepsilon}$ (see [24], [29]), the difference of order of the density of invariant maximal tori in the above theorem must come from secondary tori, i.e., the tori in $\mathcal{R}^{1} \times \mathbb{T}^{n}$ whose leading dynamics is governed by the secular Hamiltonians $\overline{\mathrm{H}}_{k}\left(\mathrm{y}, \mathrm{x}_{1}\right)$ discussed in this paper.

## 1. Generic real analytic periodic functions

We begin with a few definitions.

## Definition 1.1. (Norms on real analytic periodic functions)

For $s>0$ and $n \in \mathbb{N}=\{1,2,3 \ldots\}$, consider the Banach space of zero average real analytic periodic functions $f: x \in \mathbb{T}^{n}:=\mathbb{R}^{n} /\left(2 \pi \mathbb{Z}^{n}\right) \mapsto \sum_{k \in \mathbb{Z}} f_{k} e^{\mathrm{i} k \cdot x}, f_{0}=0$, with finite norm ${ }^{6}$

$$
\|f\|_{s}:=\sup _{k \in \mathbb{Z}^{n}}\left|f_{k}\right| e^{|k|_{1} s},
$$

and denote by $\mathbb{B}_{s}^{n}$ the closed unit ball of functions $f$ with $\|f\|_{s} \leqslant 1$.
Besides the norm $\|\cdot\|_{s}$, we shall also use the following two (non equivalent) norms

$$
|f|_{s}:=\sup _{\mathbb{T}_{s}^{n}}|f|, \quad|f|_{s}:=\sum_{k \in \mathbb{Z}^{n}}\left|f_{k}\right| e^{|k|_{1} s}
$$

Such norms satisfy the relations

$$
\|f\|_{s} \leqslant|f|_{s} \leqslant|f|_{s}
$$

Notice also the following 'smoothing property' of the norm $|\cdot|_{s}$ : if $s^{\prime} \leqslant s$, then for any $N \geqslant 1$, one has

[^3]\[

$$
\begin{equation*}
f(y, x)=\sum_{|k|_{1} \geqslant N} f_{k}(y) e^{\mathrm{i} \cdot \cdot x} \quad \Longrightarrow \quad|f|_{s^{\prime}} \leqslant e^{-\left(s-s^{\prime}\right) N}|f|_{s} . \tag{1}
\end{equation*}
$$

\]

## Definition 1.2. (Generators and Fourier projectors)

(i) Let $\mathbb{Z}_{\star}^{n}$ be the set of integer vectors $k \neq 0$ in $\mathbb{Z}^{n}$ such that the first non-null component is positive:

$$
\begin{equation*}
\mathbb{Z}_{\star}^{n}:=\left\{k \in \mathbb{Z}^{n}: k \neq 0 \text { and } k_{j}>0 \text { where } j=\min \left\{i: k_{i} \neq 0\right\}\right\}, \tag{2}
\end{equation*}
$$

and denote by $\mathcal{G}^{n}$ the set of generators of $1 d$ maximal lattices in $\mathbb{Z}^{n}$, namely, the set of vectors $k \in \mathbb{Z}_{\star}^{n}$ such that the greater common divisor (gcd) of their components is 1 :

$$
\mathcal{G}^{n}:=\left\{k \in \mathbb{Z}_{\star}^{n}: \operatorname{gcd}\left(k_{1}, \ldots, k_{n}\right)=1\right\} .
$$

Let us also denote by $\mathcal{G}_{K}^{n}$ the generators of size not exceeding $K \geqslant 1$,

$$
\mathcal{G}_{K}^{n}:=\mathcal{G}^{n} \cap\left\{|k|_{1} \leqslant K\right\},
$$

(ii) Given a zero average real analytic periodic function and $k \in \mathcal{G}^{n}$, we define

$$
\begin{equation*}
\theta \in \mathbb{T} \mapsto \pi_{\mathbb{Z} k} f(\theta):=\sum_{j \in \mathbb{Z}} f_{j k} e^{\mathrm{i} j \theta} \tag{3}
\end{equation*}
$$

Notice that $f$ can be uniquely written as

$$
f(x)=\sum_{k \in \mathcal{G}^{n}} \pi_{\mathbb{Z} k} f(k \cdot x) .
$$

Definition 1.3. Let $\beta>0$. A function $F \in C^{2}(\mathbb{T}, \mathbb{R})$ is called a $\beta$-Morse function if

$$
\min _{\theta \in \mathbb{T}}\left(\left|F^{\prime}(\theta)\right|+\left|F^{\prime \prime}(\theta)\right|\right) \geqslant \beta, \quad \min _{i \neq j}\left|F\left(\theta_{i}\right)-F\left(\theta_{j}\right)\right| \geqslant \beta,
$$

where $\theta_{i} \in \mathbb{T}$ are the critical points of $F$.
Definition 1.4. (Cosine-like functions) Let $0<g<1 / 4$. We say that a real analytic function $G: \mathbb{T}_{1} \rightarrow \mathbb{C}$ is $g$-cosine-like if, for some $\eta>0$ and $\theta_{0} \in \mathbb{R}$, one has

$$
\left|G(\theta)-\eta \cos \left(\theta+\theta_{0}\right)\right|_{1}:=\sup _{|\operatorname{Im} \theta|<1}\left|G(\theta)-\eta \cos \left(\theta+\theta_{0}\right)\right| \leqslant \eta g .
$$

Notice that this notion is invariant by rescalings: $G$ is $g$-cosine-like if and only if $\lambda G$ is $g$-cosine-like for any $\lambda>0$. Beware of the usage of $|\cdot|_{1}$ as sup norm on $\mathbb{T}_{1}$, the complex strip of width 2.
Now, the main definition.

Definition 1.5. (The analytic class $\mathbb{G}_{s}^{n}$ ) We denote by $\mathbb{G}_{s}^{n}$ the subset of functions $f \in \mathbb{B}_{s}^{n}$ such that the following two properties hold:

$$
\begin{align*}
& \underset{\substack{|k|_{1} \rightarrow+\infty \\
k \in \mathcal{G}^{n}}}{\lim }\left|f_{k}\right| e^{|k|_{1} s}|k|_{1}^{n}>0  \tag{4}\\
& \forall k \in \mathcal{G}^{n}, \pi_{\mathbb{Z} k} f \text { is a Morse function with distinct critical values. }
\end{align*}
$$

Remark 1.1. (i) If $f \in \mathbb{B}_{s}^{n}$, then the function $\pi_{\mathbb{Z} k} f$ belongs to $\mathbb{B}_{|k|_{1} s}^{1}$ and therefore has a domain of analyticity which increases with the norm of $k$.
(ii) A simple example of function in $\mathbb{G}_{s}^{n}$ is given by

$$
f(x):=2 \sum_{k \in \mathcal{G}^{n}} e^{-s|k|_{1}} \cos k \cdot x
$$

Indeed, one checks immediately that

$$
\|f\|_{s}=1, \quad{\underset{\substack{|k|_{1} \rightarrow+\infty \\ k \in \mathcal{G}^{n}}}{\lim }\left|f_{k}\right| e^{|k|_{1} s}|k|_{1}^{n}=+\infty, \quad \pi_{\mathbb{Z} k} f(\theta)=2 e^{-s|k|_{1}} \cos \theta . . . . . .}
$$

(iii) The critical points of an analytic Morse function on $\mathbb{T}$, by compactness, cannot accumulate, hence, there are a finite, even number of them, which are, alternately, a relative strict maximum and a relative strict minimum. In particular, if $G$ is $\beta$-Morse, then the number of its critical points can be bounded by $\pi \sqrt{2 \max \left|G^{\prime \prime}\right| / \beta}$. Indeed, if $\theta \neq \theta^{\prime}$ are critical points of $G$, then, by (79) one has

$$
\beta \leqslant\left|G(\theta)-G\left(\theta^{\prime}\right)\right| \leqslant \frac{1}{2}\left(\max \left|G^{\prime \prime}\right|\right) \operatorname{dist}\left(\theta, \theta^{\prime}\right)^{2}
$$

which implies that the minimal distance between two critical points is $\sqrt{2 \beta / \max \left|G^{\prime \prime}\right|}$ and the claim follows.
(iv) The requirement of having different critical values in the definition of $\beta$-Morse functions is not strictly necessary and it has been made only for technical convenience.

### 1.1. Uniform behavior of large-mode Fourier projections

If a function $f \in \mathbb{B}_{s}^{n}$ satisfies (4), then, apart from a finite number of Fourier modes, its Fourier projections $\pi_{\mathbb{Z k}} f$ are close to a shifted rescaled cosine, a fact that allows, e.g., to have a uniform analytic theory of high order perturbation theory.
To discuss this matter, let us first point out that for any sequence of real numbers $\left\{a_{k}\right\}$ and for any function $N(\delta)$ such that $\lim _{\delta \downarrow 0} N(\delta)=+\infty$ one has

$$
\begin{equation*}
\underline{\lim } a_{k}>0 \quad \Longleftrightarrow \quad \exists \delta>0 \text { s.t. } a_{k} \geqslant \delta, \forall k \geqslant N(\delta) \tag{5}
\end{equation*}
$$

We shall apply this remark to the minimum limit in (4) with a particular choice of the function $N(\delta)$, namely, we define $\mathrm{N}(\delta)=\mathrm{N}(\delta ; n, s)$ as

$$
\begin{equation*}
\mathrm{N}(\delta):=2 \max \left\{1, \frac{1}{s} \log \frac{c_{\mathrm{o}}}{s^{n} \delta}\right\}, \quad c_{\mathrm{o}}:=2^{44}(2 n / e)^{n} \tag{6}
\end{equation*}
$$

For later use, we point out that ${ }^{7}$

$$
\begin{equation*}
\mathrm{N} \geqslant 2 \mathrm{c}_{s}, \quad \text { where } \quad \mathrm{c}_{s}:=\max \{1,1 / s\} . \tag{7}
\end{equation*}
$$

From (5) it follows that if $f$ satisfies (4), one can find $0<\delta \leqslant 1$ such that

$$
\begin{equation*}
\left|f_{k}\right| \geqslant \delta|k|_{1}^{-n} e^{-|k|_{1} s}, \quad \forall k \in \mathcal{G}^{n},|k|_{1} \geqslant \mathrm{~N} \tag{8}
\end{equation*}
$$

The main feature of the above choice of N is that, for $|k|_{1} \geqslant \mathrm{~N}, \pi_{\mathbb{Z} k} f$ is very close to a shifted rescaled cosine function:

Proposition 1.1. Let $\delta>0, f \in \mathbb{B}_{s}^{n}$ and assume (8). Then, for any $k \in \mathcal{G}^{n}$ with $|k|_{1} \geqslant \mathrm{~N}$, $\pi_{\mathbb{Z k}} f$ is $2^{-40}$-cosine-like (Definition 1.4).

Proof. We shall prove something slightly stronger, namely, that there exists $\theta_{k} \in[0,2 \pi)$ so that

$$
\begin{equation*}
\pi_{\mathbb{Z} k} f(\theta)=2\left|f_{k}\right|\left(\cos \left(\theta+\theta_{k}\right)+F_{\star}^{k}(\theta)\right), \quad F_{\star}^{k}(\theta):=\frac{1}{2\left|f_{k}\right|} \sum_{|j| \geqslant 2} f_{j k} e^{\mathrm{i} j \theta} \tag{9}
\end{equation*}
$$

with $F_{\star}^{k} \in \mathbb{B}_{1}^{1}$ and (recall the definition of the norms in (24))

$$
\begin{equation*}
\left|F_{\star}^{k}\right|_{1} \leqslant\left|F_{\star}^{k}\right|_{1} \leqslant 2^{-40} \tag{10}
\end{equation*}
$$

Indeed, by definition of $\pi_{\mathbb{Z} k} f$,

$$
\pi_{\mathbb{Z} k} f(\theta):=\sum_{j \in \mathbb{Z} \backslash\{0\}} f_{j k} e^{\mathrm{i} j \theta}=\sum_{|j|=1} f_{j k} e^{\mathrm{i} j \theta}+\sum_{|j \mathrm{j}| \geqslant 2} f_{j k} e^{\mathrm{i} j \theta},
$$

and, defining $\theta_{k} \in[0,2 \pi)$ so that $e^{\mathrm{i} \theta_{k}}=f_{k} /\left|f_{k}\right|$, one has

$$
\frac{1}{2\left|f_{k}\right|} \sum_{|j|=1} f_{j k} e^{\mathrm{i} j \theta}=\operatorname{Re}\left(\frac{f_{k}}{\left|f_{k}\right|} e^{\mathrm{i} \theta}\right)=\operatorname{Re} e^{\mathrm{i}\left(\theta+\theta_{k}\right)}=\cos \left(\theta+\theta_{k}\right)
$$

which yields (9). Now, since $f \in \mathbb{B}_{s}^{n}$ it is $\left|f_{k}\right| \leqslant e^{-|k|_{1} s}$ and, by (8), $\left|f_{k}\right| \geqslant \delta|k|_{1}^{-n} e^{-|k|_{1} s}$. Therefore, for $|k|_{1} \geqslant \mathrm{~N}$, one has

[^4]\[

$$
\begin{align*}
\left|F_{\star}^{k}\right|_{1} & \stackrel{(9)}{=} \frac{1}{2\left|f_{k}\right|} \sum_{|j| \geqslant 2}\left|f_{j k}\right| e^{|j|} \leqslant \frac{|k|_{1}^{n} e^{|k|_{1} s}}{2 \delta} \sum_{|j| \geqslant 2}\left|f_{j k}\right| e^{|j|} \\
& \leqslant \frac{|k|_{1}^{n} e^{|k|_{1} s}}{2 \delta} \sum_{|j| \geqslant 2} e^{-|j|\left(|k|_{1} s-1\right)} \\
& \leqslant \frac{2 e^{2}|k|_{1}^{n}}{\delta} e^{-|k|_{1} s}=\frac{2^{n+1} e^{2}}{s^{n} \delta} e^{-\frac{|k|_{1} s}{2}}\left(\frac{|k|_{1} s}{2}\right)^{n} e^{-\frac{|k|_{1} s}{2}} \\
& \leqslant\left(\frac{2 n}{e s}\right)^{n} \frac{2 e^{2}}{\delta} e^{-\frac{\mathrm{N} s}{2}} \leqslant 2^{-40}, \tag{11}
\end{align*}
$$
\]

where the geometric series converges since $|k|_{1} s \geqslant \mathrm{~N} s \geqslant 2$ (by (7)) and last inequality follows by definition of N in (6).

Remark 1.2. In fact, the particular form of N is used only in the last inequality in (11).
Next, we need an elementary calculus lemma:
Lemma 1.1. Assume that $F \in C^{2}(\mathbb{T}, \mathbb{R}), \bar{\theta}$ and $0<\mathrm{c}<1 / 2$ are such that

$$
\|F-\cos (\theta+\bar{\theta})\|_{C^{2}} \leqslant \mathrm{c},
$$

where $\|F\|_{C^{2}}:=\max _{0 \leqslant k \leqslant 2} \sup \left|F^{(k)}\right|$. Then, $F$ has only two critical points and it is $(1-$ 2c)-Morse (Definition 1.3).

Proof. By considering the translated function $\theta \rightarrow F(\theta-\bar{\theta})$, one can reduce oneself to the case $\bar{\theta}=0$ ( $F$ is $\beta$-Morse, if and only if $\theta \rightarrow F(\theta-\bar{\theta})$ is $\beta$-Morse).
Thus, we set $\bar{\theta}=0$, and note that, by assumption $\left|F^{\prime}\right|=\left|F^{\prime}+\sin \theta-\sin \theta\right| \geqslant|\sin \theta|-\mathrm{c}$, and, analogously, $\left|F^{\prime \prime}\right| \geqslant|\cos \theta|-$ c. Hence, $\left|F^{\prime}\right|+\left|F^{\prime \prime}\right| \geqslant|\sin \theta|+|\cos \theta|-2 \mathrm{c} \geqslant 1-2 \mathrm{c}$. Next, let us show that $F$ has a unique strict maximum $\theta_{0} \in I:=(-\pi / 6, \pi / 6)(\bmod 2 \pi)$. Writing $F=\cos \theta+g$, with $g:=F-\cos \theta$, one has that $F^{\prime}(-\pi / 6)=1 / 2+g^{\prime}(\pi / 6) \geqslant 1 / 2-\mathrm{c}>0$, and, similarly $F^{\prime}(\pi / 6) \leqslant-1 / 2+c$, thus $F$ has a critical point in $I$, and, since $-F^{\prime \prime}=\cos \theta-g^{\prime \prime} \geqslant$ $\cos \theta-\mathrm{c} \geqslant \sqrt{3} / 2-\mathrm{c}>0, F$ is strictly concave in $I$, showing that such critical point is unique and it is a strict local minimum. In fact, similarly one shows that $F$ has a second critical point $\theta_{1} \in(\pi-\pi / 6, \pi+\pi / 6)$ where $F$ is strictly convex, so that $\theta_{1}$ is a strict local minimum; but, since in the complementary of these intervals $F$ is strictly monotone (as it is easy to check), it follows that $F$ has a unique global strict maximum and a unique global strict minimum. Finally, $F\left(\theta_{0}\right)-F\left(\theta_{1}\right) \geqslant \sqrt{3}-2 \mathrm{c}>1-2 \mathrm{c}$ and the claim follows.

From Proposition 1.1 and Lemma 1.1 one gets immediately:
Proposition 1.2. Let $\delta>0, f \in \mathbb{B}_{s}^{n}$ and assume (8). Then, for every $k \in \mathcal{G}^{n}$ with $|k|_{1} \geqslant \mathrm{~N}$, the function $\pi_{\mathbb{Z} k} f$ is $\left|f_{k}\right|-$ Morse.

Proof. As in the proof of Proposition 1.1, we get

$$
\begin{equation*}
\left|\frac{\pi_{\mathbb{Z} k} f}{2 f_{k}}-\cos \left(\theta+\theta^{k}\right)\right|_{1} \stackrel{(9)}{=}\left|F_{\star}^{k}\right|_{1} \leqslant\left|F_{\star}^{k}\right|_{1} \stackrel{(10)}{\leqslant} 2^{-40} \tag{12}
\end{equation*}
$$

which implies that the function $F:=\pi_{\mathbb{Z} k} f /\left(2 f_{k}\right)$ is $C^{2}$-close to a (shifted) cosine: Indeed, by Cauchy estimates $\|\cdot\|_{C^{2}} \leqslant 2|\cdot|_{1}$, so that

$$
\left\|F-\cos \left(\theta+\theta^{k}\right)\right\|_{C^{2}}=\max _{0 \leqslant j \leqslant 2} \max _{\mathbb{T}}\left|\partial_{\theta}^{j}\left(F-\cos \left(\theta+\theta^{k}\right)\right)\right| \leqslant 2\left|F_{\star}^{k}\right|_{1} \stackrel{(12)}{\leqslant} 2^{-39} .
$$

By Lemma 1.1 we see that $F$ is $\left(1-2^{-38}\right)$-Morse, and the claim follows by rescaling.

### 1.2. Genericity

In this section we prove that $\mathbb{G}_{s}^{n}$ is a generic set in $\mathbb{B}_{s}^{n}$.
Definition 1.6. Given $n, s>0,0<\delta \leqslant 1$ and $\beta>0$ and $\mathrm{N}=\mathrm{N}(\delta)$ as in (6) we call $\mathbb{G}_{s}^{n}(\delta, \beta)$ the set of functions in $\mathbb{B}_{s}^{n}$ which satisfy (8) together with:

$$
\begin{equation*}
\pi_{\mathbb{Z} k} f \text { is } \beta \text {-Morse, } \quad \forall k \in \mathcal{G}^{n},|k|_{1} \leqslant \mathrm{~N} . \tag{13}
\end{equation*}
$$

Then, the following lemma holds:
Lemma 1.2. Let $n, s>0$. Then, $\mathbb{G}_{s}^{n}=\bigcup_{\substack{\delta \in(0,1] \\ \beta>0}} \mathbb{G}_{s}^{n}(\delta, \beta)$.
Proof. Assume $f \in \mathbb{G}_{s}^{n}$ and let $0<\delta_{0} \leqslant 1$ be smaller than limit inferior in (4). Then, there exists $N_{0}$ such that $\left|f_{k}\right|>\delta_{0}|k|_{1}^{-n} e^{-|k|_{1} s}$, for any $|k|_{1} \geqslant N_{0}, k \in \mathcal{G}^{n}$. Since $\lim _{\delta \rightarrow 0} \mathrm{~N}=+\infty$, there exists $0<\delta<\delta_{0}$ such that $\mathrm{N}>N_{0}$. Hence, if $|k|_{1} \geqslant \mathrm{~N}$ and $k \in \mathcal{G}^{n}$, (8) holds.
Since $\pi_{\mathbb{Z} k} f$ is, for any $|k|_{1} \leqslant \mathrm{~N}$, a Morse function with distinct critical values one can, obviously, find a $\beta>0$ for which (13) holds. Hence $f \in \mathbb{G}_{s}^{n}(\delta, \beta)$.
Now, let $f \in \bigcup \mathbb{G}_{s}^{n}(\delta, \beta)$. Then, there exist $\delta \in(0,1]$ and $\beta>0$ such that (8) and (13) hold. Then, (4) follows immediately from (8). By Proposition 1.1, for any $k \in \mathcal{G}^{n}$ with $|k|_{1}>\mathrm{N}, \pi_{\mathbb{Z k}} f$ is $2^{-40}$-cosine-like, showing (Lemma 1.1) that $\pi_{\mathbb{Z} k} f$ is Morse with distinct critical values also for $|k|_{1} \geqslant \mathrm{~N}$. The proof is complete.

Proposition 1.3. $\mathbb{G}_{s}^{n}$ contains an open and dense set in $\mathbb{B}_{s}^{n}$.

To prove this result we need a preliminary elementary result on real analytic periodic functions:
Lemma 1.3. Let $F=\sum F_{j} e^{\mathrm{i} j \theta}$ be a real analytic function on $\mathbb{T}$. There exists a compact set $\Gamma \subseteq \mathbb{C}$ (depending on $F_{j}$ for $|j| \geqslant 2$ ) of zero Lebesgue measure such that if the Fourier coefficient $F_{1}$ does not belong to $\Gamma$, then $F$ is a Morse function with distinct critical values.

Proof. Without loss of generality we may assume that $F$ has zero average. Then, letting $z:=$ $F_{1} \in \mathbb{C}$, we write $F$ as

$$
\begin{equation*}
F(\theta)=z e^{\mathrm{i} \theta}+\bar{z} e^{-\mathrm{i} \theta}+G(\theta):=z e^{\mathrm{i} \theta}+\bar{z} e^{-\mathrm{i} \theta}+\sum_{|j| \geqslant 2} F_{j} e^{\mathrm{i} j \theta} \tag{14}
\end{equation*}
$$

When $G \equiv 0$ the claim is true with $\Gamma=\{0\}$.
Assume that $G \not \equiv 0$. Observe that, since $G$ is real-analytic, the equations $F^{\prime}(\theta)=0=F^{\prime \prime}(\theta)$ are equivalent to the single equation $z=\frac{1}{2} e^{-\mathrm{i} \theta}\left(\mathrm{i} G^{\prime}(\theta)+G^{\prime \prime}(\theta)\right)$, which, as $\theta \in \mathbb{T}$, describes a smooth closed 'critical' curve $\Gamma_{1}$ in $\mathbb{C}$.
Observe also that $F$ has distinct critical points $\theta_{1}, \theta_{2} \in \mathbb{T}$ with the same critical values if and only if the following three real equations are satisfied:

$$
\begin{equation*}
F^{\prime}\left(\theta_{1}\right)=0, \quad F^{\prime}\left(\theta_{2}\right)=0, \quad F\left(\theta_{1}\right)-F\left(\theta_{2}\right)=0 \tag{15}
\end{equation*}
$$

We claim that if $z, \theta_{1}, \theta_{2}$ satisfy (15) then

$$
\begin{equation*}
z=\zeta\left(\theta_{1}, \theta_{2}\right), \quad g\left(\theta_{1}, \theta_{2}\right)=0 \tag{16}
\end{equation*}
$$

with $\zeta$ and $g$ real analytic on $\mathbb{T}^{2}$ given by

$$
\begin{aligned}
& \zeta\left(\theta_{1}, \theta_{2}\right):= \begin{cases}\frac{\mathrm{i}}{2\left(e^{\mathrm{i} \theta_{1}}-e^{\left.\mathrm{i} \theta_{2}\right)}\right.}\left(G^{\prime}\left(\theta_{1}\right)-G^{\prime}\left(\theta_{2}\right)+\mathrm{i} G\left(\theta_{1}\right)-\mathrm{i} G\left(\theta_{2}\right)\right), & \text { for } \theta_{1} \neq \theta_{2} \\
2 e^{i \theta_{1}}\left(G^{\prime \prime}\left(\theta_{1}\right)+\mathrm{i} G^{\prime}\left(\theta_{1}\right)\right), & \text { for } \theta_{1}=\theta_{2},\end{cases} \\
& g\left(\theta_{1}, \theta_{2}\right):=\left(1-\cos \left(\theta_{1}-\theta_{2}\right)\right)\left(G^{\prime}\left(\theta_{1}\right)+G^{\prime}\left(\theta_{2}\right)\right)-\sin \left(\theta_{1}-\theta_{2}\right)\left(G\left(\theta_{1}\right)-G\left(\theta_{2}\right)\right) .
\end{aligned}
$$

Indeed, summing up the third equation in (15) with the difference of the first two equations multiplied by -i , we get

$$
2\left(e^{\mathrm{i} \theta_{1}}-e^{\mathrm{i} \theta_{2}}\right) z-\mathrm{i}\left(G^{\prime}\left(\theta_{1}\right)-G^{\prime}\left(\theta_{2}\right)+\mathrm{i} G\left(\theta_{1}\right)-\mathrm{i} G\left(\theta_{2}\right)\right)=0
$$

which is equivalent to $z=\zeta\left(\theta_{1}, \theta_{2}\right)$. Then, by definition $g\left(\theta_{1}, \theta_{1}\right)=0$, while if $\theta_{1} \neq \theta_{2}$, substituting $z=\zeta\left(\theta_{1}, \theta_{2}\right)$ in the first equation in (15) and multiplying by $1-\cos \left(\theta_{1}-\theta_{2}\right)$ we get $g\left(\theta_{1}, \theta_{2}\right)=0$ also for $\theta_{1} \neq \theta_{2}$. Thus, (16) holds.
Next, we claim that the real analytic function $g\left(\theta_{1}, \theta_{2}\right)$ is not identically zero. Assume by contradiction that $g$ is identically zero. Then $g\left(\theta_{2}+t, \theta_{2}\right) \equiv 0$ for every $\theta_{2}$ and $t$, and taking the fourth derivative with respect to $t$ evaluated at $t=0$, we see that $G^{\prime \prime \prime}\left(\theta_{2}\right)+G^{\prime}\left(\theta_{2}\right)=0$, for all $\theta_{2}$. The general (real) solution of the such differential equation is given by $G\left(\theta_{2}\right)=c e^{\mathrm{i} \theta_{2}}+\bar{c} e^{-\mathrm{i} \theta_{2}}+c_{0}$, with $c \in \mathbb{C}, c_{0} \in \mathbb{R}$, which contradicts the fact that, by definition, $G_{j}=0$ for $|j| \leqslant 1$. Thus, $g\left(\theta_{1}, \theta_{2}\right)$ is not identically zero and, therefore, the set $\mathcal{Z} \subseteq \mathbb{T}^{2}$ of its zeros is compact and has zero Lebesgue measure. ${ }^{8}$ Clearly, also the set $\Gamma_{2}:=\zeta(\mathcal{Z}) \subseteq \mathbb{C}$ is compact and has zero measure, and, therefore, if we define $\Gamma=\Gamma_{1} \cup \Gamma_{2}$, we see that the lemma holds also in the case $G \not \equiv 0$.

[^5]Proof of Proposition 1.3. Let $\tilde{\mathbb{G}}_{s}^{n}(\delta, \beta)$ denote the subset of functions in $\mathbb{G}_{s}^{n}(\delta, \beta)$ satisfying the (stronger) condition ${ }^{9}$

$$
\begin{equation*}
\left|f_{k}\right|>\delta e^{-|k|_{1} s}, \quad \forall k \in \mathcal{G}^{n},|k|_{1} \geqslant \mathrm{~N}=\mathrm{N}(\delta), \tag{17}
\end{equation*}
$$

and let $\tilde{\mathbb{G}}_{s}^{n}=\bigcup_{\substack{0<\delta \leq 1 \\ \beta>0}} \tilde{\mathbb{G}}_{s}^{n}(\delta, \beta)$. We claim that $\tilde{\mathbb{G}}_{s}^{n}$ is an open subset of $\mathbb{B}_{s}^{n}$. Let $f \in \tilde{\mathbb{G}}_{s}^{n}(\delta, \beta)$ for some $0<\delta \leqslant 1, \beta>0$ and let us show that there exists $0<\delta^{\prime} \leqslant \delta / 2$ such that if $g \in \mathbb{B}_{s}^{n}$ with $\|g-f\|_{s}<\delta^{\prime} \leqslant \delta / 2$, then $g \in \widetilde{\mathbb{G}}_{s}^{n}\left(\delta^{\prime}, \beta^{\prime}\right)$ with $\beta^{\prime}:=\min \left\{\beta, \delta e^{-s \mathbb{N}(\delta / 2)}\right\} / 2$. Indeed

$$
\left|g_{k}\right| e^{|k|_{1} s} \geqslant\left|f_{k}\right| e^{|k|_{1} s}-\|g-f\|_{s}>\delta-\delta^{\prime} \geqslant \delta / 2, \quad \forall k \in \mathcal{G}^{n},|k|_{1} \geqslant \mathrm{~N}(\delta),
$$

namely $g$ satisfies (17) with $\delta / 2$ instead of $\delta$. We already know that $\pi_{\mathbb{Z} k} f$ is $\beta$-Morse $\forall k \in$ $\mathcal{G}^{n},|k|_{1}<\mathrm{N}(\delta)$. Moreover, by Proposition 1.2, we know that $\pi_{\mathbb{Z} k} f$ is $\left|f_{k}\right|$-Morse for $k \in \mathcal{G}^{n}$ with $|k|_{1} \geqslant \mathrm{~N}(\delta)$. In conclusion, by (17), we get that $\pi_{\mathbb{Z} k} f$ is $2 \beta^{\prime}-$ Morse $\forall k \in \mathcal{G}^{n},|k|_{1}<\mathrm{N}(\delta / 2)$. Since the $\|\cdot\|_{s}$-norm is stronger than the $C^{2}$-one, taking $\delta^{\prime}$ small enough we get that $\pi_{\mathbb{Z} k} g$ is $\beta^{\prime}$-Morse $\forall k \in \mathcal{G}^{n},|k|_{1}<\mathrm{N}(\delta / 2)$.
Let us now show that $\tilde{\mathbb{G}}_{s}^{n}$ is dense in $\mathbb{B}_{s}^{n}$. Fix $f$ in $\mathbb{B}_{s}^{n}$ and $0<\lambda<1$. We have to find $g \in \tilde{\mathbb{G}}_{s}^{n}$ with $\|g-f\|_{s} \leqslant \lambda$. Let $\delta:=\lambda / 4$ and denote by $f_{k}$ and $g_{k}$ (to be defined) be the Fourier coefficients of, respectively, $f$ and $g$. It is enough to define $g_{k}$ only for $k \in \mathbb{Z}_{\star}^{n}$ since, for $k \in-\mathbb{Z}_{\star}^{n}$ we set $g_{k}:=\bar{g}_{-k}$, since $g$ must be real analytic. Set $g_{k}:=f_{k}$ for $k \in \mathbb{Z}_{\star}^{n} \backslash \mathcal{G}^{n}$. For $k \in \mathcal{G}^{n},|k|_{1} \geqslant \mathrm{~N}(\delta)$, we set $g_{k}:=f_{k}$ if $\left|f_{k}\right| e^{|k|_{1} s}>\delta$ and $g_{k}:=2 \delta e^{-|k|_{1} s}$ otherwise. Consider now $k \in \mathcal{G}^{n},|k|_{1}<\mathrm{N}(\delta)$. We make use of Lemma 1.3 with $F=\pi_{\mathbb{Z} k} g, z=F_{1}=g_{k}$. Thus, by Lemma 1.3, there exists a compact set $\Gamma_{k} \subseteq \mathbb{C}$ (depending on $F_{k}$ for $|k| \geqslant 2$ ) of zero measure such that if $g_{k} \notin \Gamma_{k}$ the function $\pi_{\mathbb{Z} k} g$ is a Morse function with distinct critical values. We conclude the proof of the density choosing $\left|g_{k}\right|<e^{-|k|_{1} s},\left|f_{k}-g_{k}\right| \leqslant \lambda e^{-|k|_{1} s}$ with $g_{k} \notin \Gamma_{k}$.

### 1.3. Full measure

Here we show that $\mathbb{G}_{s}^{n}$ is a set of probability 1 with respect to the standard product probability measure on $\mathbb{B}_{s}^{n}$. More precisely, consider the space ${ }^{10} \mathbb{D}^{\mathbb{Z}_{\star}^{n}}$, where $\mathrm{D}:=\{w \in \mathbb{C}:|w| \leqslant 1\}$, endowed with the product topology. ${ }^{11}$ The product $\sigma$-algebra of the Borel sets of $\mathrm{D}_{\star}^{n}$ is the $\sigma$-algebra generated by the cylinders $\bigotimes_{k \in \mathbb{Z}_{\star}^{n}} A_{k}$, where $A_{k}$ are Borel sets of D , which differs from D only for a finite number of $k$. The probability product measure $\mu_{\otimes}$ on $\mathrm{D}_{\star}^{\mathbb{Z}_{\star}^{n}}$ is then defined by letting

$$
\mu_{\otimes}\left(\bigotimes_{k \in \mathbb{Z}_{\star}^{n}} A_{k}\right):=\prod_{k \in \mathbb{Z}_{\star}^{n}}\left|A_{k}\right|,
$$

where $|\cdot|$ denotes the normalized $(|\mathrm{D}|=1)$ Lebesgue measure on D . The (weighted) Fourier bijection ${ }^{12}$

[^6]\[

$$
\begin{equation*}
\mathcal{F}: f(x)=\sum_{k \in \mathbb{Z}_{\star}^{n}} f_{k} e^{\mathrm{i} k \cdot x}+\bar{f}_{k} e^{-\mathrm{i} k \cdot x} \in \mathbb{B}_{s}^{n} \rightarrow\left\{f_{k} e^{|k|_{1} s}\right\}_{k \in \mathbb{Z}_{\star}^{n}} \in \ell^{\infty}\left(\mathbb{Z}_{\star}^{n}\right) \tag{18}
\end{equation*}
$$

\]

induces a product topology on $\mathbb{B}_{s}^{n}$ and a probability product measure $\mu$ on the product $\sigma$-algebra $\mathcal{B}$ of the Borellians in $\mathbb{B}_{s}^{n}=\mathcal{F}^{-1}\left(\mathrm{D}_{\star}^{\mathbb{Z}_{\star}^{n}}\right)$ (with respect to the induced product topology), i.e., given $B \in \mathcal{B}$, we set $\mu(B):=\mu_{\otimes}(\mathcal{F}(B))$. Then one has:

Proposition 1.4. $\mathbb{G}_{s}^{n} \in \mathcal{B}$ and $\mu\left(\mathbb{G}_{s}^{n}\right)=1$.
Proof. First note that, for every $\delta, \beta>0$ the set $\mathbb{G}_{s}^{n}(\delta, \beta)$ is closed with respect to the product topology. Indeed for every $k \in \mathcal{G}^{n}$ the set $\left\{f \in \mathbb{B}_{s}^{n}\right.$ s.t. $\left.\left|f_{k}\right| \geqslant \delta|k|_{1}^{-n} e^{-|k|_{1} s}\right\}$ is a closed cylinder. Moreover also the set $\left\{f \in \mathbb{B}_{s}^{n}\right.$ s.t. $\pi_{\mathbb{Z} k} f$ is $\beta$-Morse $\}$ is closed w.r.t. the product topology. In fact we prove that the complementary $E:=\left\{f \in \mathbb{B}_{s}^{n}\right.$ s.t. $\pi_{\mathbb{Z} k} f$ is not $\beta$-Morse $\}$ is open w.r.t. the product topology. Indeed if $f^{*} \in E$ there exists a $r>0$ small enough such that $E_{r}:=\{f \in$ $\mathbb{B}_{s}^{n}$ s.t. $\left.\left\|\pi_{\mathbb{Z} k} f-\pi_{\mathbb{Z} k} f^{*}\right\|_{C^{2}}<r\right\} \subseteq E$. Define the open cylinder

$$
E_{\rho, J}:=\left\{f \in \mathbb{B}_{s}^{n} \text { s.t. }\left|f_{j k}-f_{j k}^{*}\right|<\frac{\rho}{|j|_{1}^{2}} e^{-|j k|_{1} s} \text { for } j \in \mathbb{Z}, 0<|j|_{1} \leqslant J\right\}
$$

We claim that $E_{\rho, J} \subseteq E_{r}$ for suitably small $\rho$ and large $J$ (depending on $r$ and $s$ ). Indeed, when $f \in E_{\rho, J}$

$$
\left\|\pi_{\mathbb{Z} k} f-\pi_{\mathbb{Z} k} f^{*}\right\|_{C^{2}} \leqslant 3 \sum_{j \neq 0}|j|_{1}^{2}\left|f_{j k}-f_{j k}^{*}\right| \leqslant 3 \rho \sum_{0<|j|_{1} \leqslant J} e^{-|j k|_{1} s}+6 \sum_{|j|_{1}>J}|j|_{1}^{2} e^{-|j k|_{1} s}<r
$$

for suitably small $\rho$ and large $J$. Therefore $E_{\rho, J} \subseteq E_{r} \subseteq E$ and $E$ is open in the product topology. In conclusion, taking the intersection over $k \in \mathcal{G}^{n}$, we get that $\mathbb{G}_{s}^{n}(\delta, \beta)$ is closed with respect to the product topology.
Recalling Lemma 1.2 , we note that $\mathbb{G}_{s}^{n}$ can be written as $\mathbb{G}_{s}^{n}=\bigcup_{h \in \mathbb{N}} \mathbb{G}_{s}^{n}(1 / h, 1 / h)$. Thus $\mathbb{G}_{s}^{n}$ is Borellian.

Let us now prove that $\mu\left(\mathbb{G}_{s}^{n}\right)=1$. Fix $0<\delta \leqslant 1$ and denote by $\mathbb{G}_{s}^{n}(\delta)$ the subset of functions in $\mathbb{B}_{s}^{n}$ satisfying (8) and such that $\pi_{\mathbb{Z} k} f$ is a Morse function with distinct critical values for every $k \in \mathcal{G}^{n}$. Recall (18) and define

$$
\mathbb{P}_{\delta}:=\mathcal{F}\left(\mathbb{G}_{s}^{n}(\delta)\right) \subseteq \ell^{\infty}\left(\mathbb{Z}_{\star}^{n}\right)
$$

Fix $\hat{g}=\left(g_{k}\right)_{k \in \mathbb{Z}_{\star}^{n} \backslash \mathcal{G}^{n}} \in \ell^{\infty}\left(\mathbb{Z}_{\star}^{n} \backslash \mathcal{G}^{n}\right)$ with $\left|g_{k}\right| \leqslant 1$ for every $k \in \mathbb{Z}_{\star}^{n} \backslash \mathcal{G}^{n}$. Consider the section

$$
\mathbb{P}_{\delta}^{\hat{g}}:=\left\{\check{g}=\left(g_{k}\right)_{k \in \mathcal{G}^{n}},\left|g_{k}\right| \leqslant 1 \text { s.t }\left|g_{k}\right| \geqslant \delta|k|_{1}^{-n} \text { if }|k|_{1} \geqslant \mathrm{~N}, \quad g_{k} e^{-|k|_{1} s} \notin \Gamma_{k}, \text { if }|k|_{1}<\mathrm{N}\right\},
$$

where the sets $\Gamma_{k}$ (depending on $\hat{g}$ ) were defined in the proof of Proposition 1.3 so that, for every $k \in \mathcal{G}^{n},|k|_{1}<\mathrm{N}$, if $g_{k} e^{-|k|_{1} s} \notin \Gamma_{k}$ then the function ${ }^{13}$

[^7]$$
g_{k} e^{-|k|_{1} s} e^{\mathrm{i} \theta}+\bar{g}_{k} e^{-|k|_{1} s} e^{-\mathrm{i} \theta}+\sum_{|j| \geqslant 2} \hat{g}_{j k} e^{-|j k|_{1} s} e^{\mathrm{i} j \theta}=\pi_{\mathbb{Z} k} f, \quad \text { with } f:=\mathcal{F}^{-1}(g), g=(\check{g}, \hat{g}),
$$
is a Morse function with distinct critical values. Then, since every $\Gamma_{k}$ has zero measure
$$
\mu_{\otimes} \mid \ell^{\infty}\left(\mathcal{G}^{n}\right)\left(\mathbb{P}_{\delta}^{\hat{g}}\right)=\prod_{k \in \mathcal{G}^{n},|k|_{1} \geqslant N}\left(1-\delta^{2}|k|_{1}^{-2 n}\right) \geqslant 1-c \delta^{2},
$$
for a suitable constant $c=c(n)$. Since the above estimate holds for every $\hat{g} \in \ell^{\infty}\left(\mathbb{Z}_{\star}^{n} \backslash \mathcal{G}^{n}\right)$, by Fubini's Theorem we get
$$
\left.\mu_{\otimes}\right|_{\ell \infty}\left(\mathcal{G}^{n}\right)\left(\mathbb{P}_{\delta}^{\hat{g}}\right)=\mu_{\otimes}\left(\mathbb{P}_{\delta}\right)=\mu\left(\mathbb{G}_{s}^{n}(\delta)\right) \geqslant 1-c \delta^{2}
$$

Then,

$$
\mu\left(\mathbb{G}_{s}^{n}\right)=\lim _{\delta \rightarrow 0^{+}} \mu\left(\mathbb{G}_{s}^{n}(\delta)\right)=1
$$

## 2. Averaging, coverings and normal forms

In the rest of the paper we consider real-analytic, nearly-integrable natural Hamiltonian systems

$$
\begin{align*}
& \left\{\begin{array}{l}
\dot{y}=-\mathrm{H}_{x}(y, x) \\
\dot{x}=\mathrm{H}_{y}(y, x)
\end{array},\right.
\end{aligned} \quad(y, x) \in \mathbb{R}^{n} \times \mathbb{T}^{n}, ~ 子 \begin{aligned}
& \mathrm{H}(y, x ; \varepsilon):=\frac{1}{2}|y|^{2}+\varepsilon f(x),
\end{align*} \quad n \geqslant 2,0<\varepsilon<1 .
$$

As usual, 'dot' denotes derivative with respect to 'time' $t \in \mathbb{R} ; \mathrm{H}_{y}$ and $\mathrm{H}_{x}$ denote the gradients with respect to $y$ and $x ;|y|^{2}:=y \cdot y:=\sum_{j}\left|y_{j}\right|^{2} ; \mathbb{T}^{n}$ denotes the standard flat torus $\mathbb{R}^{n} /\left(2 \pi \mathbb{Z}^{n}\right)$, and the phase space $\mathbb{R}^{n} \times \mathbb{T}^{n}$ is endowed with the standard symplectic form $d y \wedge d x=\sum_{j} d y_{j} \wedge$ $d x_{j}$.
In this section, we discuss the high order normal forms of generic natural systems, especially in neighborhoods of simple resonances.
As standard in perturbation theory, we consider a bounded phase space $\mathcal{M} \subseteq \mathbb{R}^{n} \times \mathbb{T}^{n}$. By translating actions and rescaling the parameter $\varepsilon$, it is not restrictive to take

$$
\begin{equation*}
\mathcal{M}:=\mathrm{B} \times \mathbb{T}^{n}, \quad \text { with } \quad \mathrm{B}:=B_{1}(0):=\left\{y \in \mathbb{R}^{n} \text { s.t. }|y|<1\right\} \tag{20}
\end{equation*}
$$

The first step in averaging theory is to construct suitable coverings so as to control resonances where small divisors appear. Let us recall that a resonance $\mathcal{R}_{k}$ (with respect to the free Hamiltonian $\frac{1}{2}|y|^{2}$ ) is the hyperplane $\left\{y \in \mathbb{R}^{n}: y \cdot k=0\right\}$, where $k \in \mathcal{G}^{n}$, and its order is given by $|k|_{1}$; a double resonance $\mathcal{R}_{k, \ell}$ is the intersection of two resonances: $\mathcal{R}_{k, \ell}=\mathcal{R}_{k} \cap \mathcal{R}_{\ell}$ with $k \neq \ell$ in $\mathcal{G}^{n}$; the order of $\mathcal{R}_{k, \ell}$ is given by $\max \left\{|k|_{1},|\ell|_{1}\right\}$.

Notations. The real or complex (open) balls of radius $r>0$ and center $y_{0} \in \mathbb{R}$ or $z_{0} \in \mathbb{C}^{n}$ are denoted by

$$
\begin{equation*}
B_{r}\left(y_{0}\right):=\left\{y \in \mathbb{R}^{n}:\left|y-y_{0}\right|<r\right\}, \quad D_{r}\left(z_{0}\right):=\left\{z \in \mathbb{C}^{n}:\left|z-z_{0}\right|<r\right\} ; \tag{21}
\end{equation*}
$$

if $V \subset \mathbb{R}^{n}$ and $r>0, V_{r}$ denotes the complex neighborhood of $V$ given by ${ }^{14}$

$$
\begin{equation*}
V_{r}:=\bigcup_{y \in D} D_{r}(y) \tag{22}
\end{equation*}
$$

We shall also use the notation $\operatorname{Re}\left(V_{r}\right)$ to denote the real $r$-neighborhood of $V \subset \mathbb{R}^{n}$, namely,

$$
\begin{equation*}
\operatorname{Re}\left(V_{r}\right):=V_{r} \cap \mathbb{R}^{n}=\bigcup_{y \in V} B_{r}(y) \tag{23}
\end{equation*}
$$

For a set $V \subseteq \mathbb{R}^{n}$ and for $r, s>0$, given a function $f:(y, x) \in V_{r} \times \mathbb{T}_{s}^{n} \rightarrow f(y, x)$, we denote

$$
\begin{equation*}
|f|_{V, r, s}=|f|_{r, s}:=\sup _{V_{r} \times \mathbb{T}_{s}^{n}}|f|, \quad|f|_{V, r, s}=|f|_{r, s}:=\sup _{y \in V_{r}} \sum_{k \in \mathbb{Z}^{n}}\left|f_{k}(y)\right| e^{|k|_{1} s} \tag{24}
\end{equation*}
$$

where $f_{k}(y)$ denotes the $k$-th Fourier coefficient of $x \in \mathbb{T}^{n} \mapsto f(y, x)$; for a function depending only on $y \in V_{r}$ we set $|f|_{V, r}=|f|_{r}:=\sup _{V_{r}}|f|$.

### 2.1. Non-resonant and simply-resonant sets

Denote by $\mathrm{p}_{k}$ and $\mathrm{p}_{k}^{\perp}$ the orhogonal projections

$$
\begin{equation*}
\mathrm{p}_{k} y:=\left(y \cdot e_{k}\right) e_{k}, \quad \mathrm{p}_{k}^{\perp} y:=y-\mathrm{p}_{k} y, \quad e_{k}:=k /|k| \tag{25}
\end{equation*}
$$

and, for any $\mathrm{K} \geqslant \mathrm{K}_{\mathrm{o}} \geqslant 2$ and $\alpha>0$, define the following sets:

$$
\begin{align*}
& \mathcal{R}^{0}:=\left\{y \in \mathrm{~B}: \min _{k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}}|y \cdot k|>\frac{\alpha}{2}\right\},  \tag{26}\\
& \left\{\begin{array}{l}
\mathcal{R}^{1, k}:=\left\{y \in \mathrm{~B}:|y \cdot k|<\alpha ;\left|\mathrm{p}_{k}^{\perp} y \cdot \ell\right|>\frac{3 \alpha \mathrm{~K}}{|k|}, \forall \ell \in \mathcal{G}_{\mathrm{K}}^{n} \backslash \mathbb{Z} k\right\}, \quad\left(k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}\right) ; \\
\mathcal{R}^{1}:=\bigcup_{k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}} \mathcal{R}^{1, k} ;
\end{array}\right. \tag{27}
\end{align*}
$$

where, as above, $\mathrm{B}=B_{1}(0)$.
Eq. (26) implies that $\mathcal{R}^{0}$ is a ( $\alpha / 2$ )-non-resonant set up to order $\mathrm{K}_{\mathrm{o}}$, i.e.,

$$
\begin{equation*}
|y \cdot k|>\frac{\alpha}{2}, \quad \forall y \in \mathcal{R}^{0}, \quad \forall 0<|k| \leqslant \mathrm{K}_{\mathrm{o}} . \tag{28}
\end{equation*}
$$

[^8]Indeed, fix $y \in \mathcal{R}^{0}$ and $k \in \mathbb{Z}^{n}$ with $0<|k| \leqslant \mathrm{K}_{\mathrm{o}}$. Then, there exists $\bar{k} \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}$ and $j \in \mathbb{Z} \backslash\{0\}$ such that $k=j \bar{k}$, so that

$$
|y \cdot k|=|j||\bar{k} \cdot y| \geqslant|\bar{k} \cdot y|>\alpha / 2 .
$$

From (27) it follows that $\mathcal{R}^{1, k}$ is $(2 \alpha \mathrm{~K} /|k|)-$ non resonant modulo $\mathbb{Z} k$ up to order K , namely:

$$
\begin{equation*}
|y \cdot \ell| \geqslant 2 \alpha \mathrm{~K} /|k|, \quad \forall k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}, \quad \forall y \in \mathcal{R}^{1, k}, \quad \forall \ell \notin \mathbb{Z} k,|\ell| \leqslant \mathrm{K} . \tag{29}
\end{equation*}
$$

Indeed, fix $y \in \mathcal{R}^{1, k}, k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}, \ell \notin \mathbb{Z} k$ with $|\ell| \leqslant \mathrm{K}$. Then, there exist $j \in \mathbb{Z} \backslash\{0\}$ and $\bar{\ell} \in \mathcal{G}_{\mathrm{K}}^{n}$ such that $\ell=j \bar{\ell}$. Hence,

$$
\begin{aligned}
|y \cdot \ell| & =|j||y \cdot \bar{\ell}| \geqslant|y \cdot \bar{\ell}|=\left|\mathrm{p}_{k}^{\perp} y \cdot \bar{\ell}+\mathrm{p}_{k} y \cdot \bar{\ell}\right| \geqslant\left|\mathrm{p}_{k}^{\perp} y \cdot \bar{\ell}\right|-\frac{\alpha \mathrm{K}}{|k|} \\
& >\frac{3 \alpha \mathrm{~K}}{|k|}-\frac{\alpha \mathrm{K}}{|k|}=\frac{2 \alpha \mathrm{~K}}{|k|} .
\end{aligned}
$$

Relations (28) and (29) yield quantitative control on the small divisors that appear in perturbation theory allowing for high order averaging theory as we now proceed to show.

## Averaging

To perform averaging, we need to introduce a few parameters (Fourier cut-offs, a small divisor threshold, radii of analyticity) and some notation.
Let

$$
\left\{\begin{array}{l}
\mathrm{K} \geqslant 6 \mathrm{~K}_{\mathrm{o}} \geqslant 12, \quad v:=\frac{9}{2} n+2, \quad \alpha:=\sqrt{\varepsilon} \mathrm{K}^{v}, \quad r_{\mathrm{o}}:=\frac{\alpha}{16 \mathrm{~K}_{\mathrm{o}}}, \quad r_{\mathrm{o}}^{\prime}:=\frac{r_{0}}{2},  \tag{30}\\
s_{0}:=s\left(1-\frac{1}{\mathrm{~K}_{\mathrm{o}}}\right), \quad s_{\mathrm{o}}^{\prime}:=s_{\mathrm{o}}\left(1-\frac{1}{\mathrm{~K}_{\mathrm{o}}}\right), s_{\star}:=s\left(1-\frac{1}{\mathrm{~K}}\right), \quad s_{\star}^{\prime}:=s_{\star}\left(1-\frac{1}{\mathrm{~K}}\right), \\
r_{k}:=\alpha /|k|=\sqrt{\varepsilon} \mathrm{K}^{v} /|k|, \quad r_{k}^{\prime}:=\frac{r_{k}}{2}, s_{k}^{\prime}:=|k|_{1} s_{\star}^{\prime}, \quad\left(\forall k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}\right) .
\end{array}\right.
$$

Remark 2.1. (i) The action space B can be trivially covered by three sets as follows

$$
\mathrm{B}=\mathcal{R}^{0} \cup \mathcal{R}^{1} \cup \mathcal{R}^{2}, \quad \mathcal{R}^{2}:=\mathrm{B} \backslash\left(\mathcal{R}^{0} \cup \mathcal{R}^{1}\right)
$$

As just pointed out, on the set $\left(\mathcal{R}^{0} \cup \mathcal{R}^{1}\right) \times \mathbb{T}^{n}$ one can construct detailed, high order normal forms, while $\mathcal{R}^{2}$ is a small set of measure of order $\varepsilon^{2} \mathrm{~K}^{\gamma}$ (compare (59) below).
(ii) It is important to notice that $\mathcal{R}^{2}$, which is a neighborhood of double resonances of order K , is a non perturbative set, as pointed out in [3]. Indeed, consider for simplicity the case $n=2$, where the only double resonance is the origin $y=0$. Rescaling variables and time by setting $y=$ $\sqrt{\varepsilon} \mathrm{y}, \mathrm{x}=x, \mathrm{t}=\sqrt{\varepsilon} t$, the Hamiltonian $t$-flow of $\frac{1}{2}|y|^{2}+\varepsilon f(x)$ on $\{y:|y|<\varepsilon\} \times \mathbb{T}^{2} \subseteq \mathcal{R}^{2} \times \mathbb{T}^{2}$ is equivalent to the t -flow on $\{|\mathrm{y}|<1\} \times \mathbb{T}^{2}$ of the Hamiltonian $\frac{1}{2} \mathrm{y}^{2}+f(\mathrm{x})$, which does not depend upon $\varepsilon$.

Next result is based on 'refined Averaging Theory' as presented in [6]. The main technical point in this approach is the minimal loss of regularity in the angle analyticity domain and the usage of two Fourier cut-offs; for a discussion on these fine points, we refer to the Introduction in [6].

Lemma 2.1 (Averaging Lemma). Let H be as in (19) with $f \in \mathbb{B}_{s}^{n}$ and let (30) hold. There exists a constant $\mathrm{b}_{0}=\mathrm{b}_{0}(n, s)>1$ such that if $\mathrm{K}_{\mathrm{o}} \geqslant \mathrm{b}_{0}$ the following holds.
(a) There exists a real analytic symplectic map

$$
\begin{equation*}
\Psi_{\mathrm{o}}: \mathcal{R}_{r_{\mathrm{o}}^{\prime}}^{0} \times \mathbb{T}_{s_{\mathrm{o}}^{\prime}}^{n} \rightarrow \mathcal{R}_{r_{\mathrm{o}}}^{0} \times \mathbb{T}_{s_{\mathrm{o}}}^{n} \tag{31}
\end{equation*}
$$

such that, denoting by $\langle\cdot\rangle$ the average over angles $x$,

$$
\begin{equation*}
\mathrm{H}_{\mathrm{o}}(y, x):=\left(\mathrm{H} \circ \Psi_{\mathrm{o}}\right)(y, x)=\frac{|y|^{2}}{2}+\varepsilon\left(g^{\mathrm{o}}(y)+f^{\mathrm{o}}(y, x)\right), \quad\left\langle f^{\mathrm{o}}\right\rangle=0, \tag{32}
\end{equation*}
$$

where $g^{\mathrm{o}}$ and $f^{\mathrm{o}}$ are real analytic on $\mathcal{R}_{r_{\mathrm{o}}^{\prime}}^{0} \times \mathbb{T}_{s_{\mathrm{o}}^{\prime}}^{n}$ and satisfy

$$
\begin{equation*}
\left|g^{\mathrm{o}}\right|_{r_{\mathrm{o}}^{\prime}} \leqslant \vartheta_{\mathrm{o}}:=\frac{1}{\mathrm{~K}^{6 n+1}}, \quad\left|f^{\mathrm{o}}\right|_{r_{\mathrm{o}}^{\prime}, s_{\mathrm{o}}^{\prime}} \leqslant e^{-\mathrm{K}_{\mathrm{o}} s / 3} . \tag{33}
\end{equation*}
$$

(b) For each $k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}$, there exists a real analytic symplectic map

$$
\begin{equation*}
\Psi_{k}: \mathcal{R}_{r_{k}^{\prime}}^{1, k} \times \mathbb{T}_{s_{\star}^{\prime}}^{n} \rightarrow \mathcal{R}_{r_{k}}^{1, k} \times \mathbb{T}_{s_{\star}}^{n}, \tag{34}
\end{equation*}
$$

such that

$$
\begin{align*}
\mathrm{H}_{k}(y, x) & :=\left(\mathrm{H} \circ \Psi_{k}\right)(y, x)  \tag{35}\\
& =\frac{|y|^{2}}{2}+\varepsilon\left(g_{\mathrm{o}}^{k}(y)+g^{k}(y, k \cdot x)+f^{k}(y, x)\right), \quad \pi_{\mathbb{Z} k} f^{k}=0,
\end{align*}
$$

where $g_{0}^{k}$ is real analytic on $\mathcal{R}_{r_{k}^{\prime}}^{1, k} ; g^{k}(y, \cdot) \in \mathbb{B}_{s_{k}^{\prime}}^{1}$ for every $y \in \mathcal{R}_{r_{k}^{\prime}}^{1, k}$ (in particular, $\left\langle g^{k}(y, \cdot)\right\rangle=0$ ); $f^{k}$ is real analytic on $\mathcal{R}_{r_{k}^{\prime}}^{1, k} \times \mathbb{T}_{s_{*}^{\prime}}^{n}$, and:

$$
\begin{equation*}
\left|g_{\mathrm{o}}^{k}\right|_{r_{k}^{\prime}} \leqslant \vartheta_{\mathrm{o}}, \quad\left|g^{k}-\pi_{\mathbb{Z} k} f\right|_{r_{k}^{\prime}, s_{k}^{\prime}} \leqslant \vartheta_{\mathrm{o}}, \quad\left|f^{k}\right|_{r_{k}^{\prime}, \frac{s_{x}}{2}} \leqslant e^{-K s / 3} . \tag{36}
\end{equation*}
$$

(c) Finally, denoting by $\pi_{y}$ and $\pi_{x}$ the projections onto, respectively, the action variable $y$ and the angle variable $x$, one has

$$
\begin{equation*}
\left|\pi_{y} \Psi_{\mathrm{o}}-y\right|_{r_{0}^{\prime}, s_{0}^{\prime}} \leqslant \frac{r_{0}}{2^{7} \mathrm{~K}_{\mathrm{o}}}, \quad\left|\pi_{y} \Psi_{k}-y\right|_{r_{k}^{\prime}, s_{\star}^{\prime}} \leqslant \frac{r_{k}}{2^{7} \mathrm{~K}}, \tag{37}
\end{equation*}
$$

and, for every fixed $y, \pi_{x} \Psi_{0}(y, \cdot)$, and $\pi_{x} \Psi_{k}(y, \cdot)$ are diffeomorphisms on $\mathbb{T}^{n}$.

Proof. The statements follow from Theorem 6.1 in [6, p. 3553] with obvious notational changes, which we proceed to spell out. The correspondence of symbols between this paper and [6] is the following ${ }^{15}$ :

[^9]\[

$$
\begin{aligned}
& \mathcal{R}^{0}=\Omega^{0} ; \quad \mathcal{R}^{1, k}=\Omega^{1, k}, \quad \frac{|y|^{2}}{2}=h(y) ; \quad \mathrm{K}_{\mathrm{o}}=\mathrm{K}_{1}, \quad \mathrm{~K}=\mathrm{K}_{2}, \\
& g^{\mathrm{o}}=\mathrm{g}^{\mathrm{o}} ; \quad f^{\mathrm{o}}=f_{\star \star}^{\mathrm{o}} ; \quad g_{\mathrm{o}}^{k}(y)+g^{k}(y, k \cdot x)=\mathrm{g}^{k}(y, x) ; \quad f^{k}=f_{\star \star}^{k} ;
\end{aligned}
$$
\]

the constants $\bar{L}$ and $L$ in Definition 2.1 in [6, p. 3532] in the present case are $\bar{L}=L=1$ (since the frequency map here is the identity map); the projection $\mathrm{p}_{\mathbb{Z} k}$ introduced in [6, p. 3529] is different from the projection $\pi_{\mathbb{Z} k}$ defined here, the relation between the two being: $\pi_{\mathbb{Z} k} f(k \cdot x)=\mathrm{p}_{\mathbb{Z} k} f(x)$; finally, the norm $|\cdot|_{D, r, s}$ in [6, p. 3534] corresponds here to the norm $|\cdot|_{D, r, s}$, hence:

$$
\left|g_{\mathrm{o}}^{k}\right|_{r_{k}^{\prime}}+\left|g^{k}-\pi_{\mathbb{Z} k} f\right|_{r_{k}^{\prime}, s_{k}^{\prime}}=\left|\mathrm{g}^{k}-\mathrm{p}_{\mathbb{Z} k} f\right|_{D^{1, k}, r_{k} / 2, s_{\star}}
$$

Now, Assumption A in [6, p. 3533] holds. Indeed:

- the action-analyticity radii are the same as in [6] (compare (30) with Eq. (140) in [6]);
- the angle-analyticity radii defined here are the same as in Eq.s (144) and (147) in [6] (with different names);
- In [6] it is assumed that $\mathrm{K} \geqslant 3 \mathrm{~K}_{\mathrm{o}} \geqslant 6$ (see Eq. (139) in [6]), which in view of (30), is satisfied. Also $v$ in [6] is assumed to satisfy $v \geqslant n+2$, which in (30) is defined as $v=\frac{9}{2} n+2$.
- By taking $\mathrm{b}_{0}$ big enough condition (143) is satisfied.
- finally, to meet the smallness condition (40) in [6], namely $\varepsilon \leqslant r^{2} / \mathrm{K}^{2 v}$ (where $r$ is the analyticity radius of the unperturbed Hamiltonian, which here is a free parameter), one can take $r=\mathrm{K}^{\nu}$ so that condition (40) in [6] becomes simply $\varepsilon \leqslant 1$.

Thus, Theorem 6.1 of [6] can be applied, and (32) and (35) are immediately recognized as, respectively, Eq.'s (145) and (148) in [6]. Since $\bar{\vartheta}$ and $\vartheta$ in Eq. 141 of [6] are of the form $c(n, s) / \mathrm{K}^{7 n+1}$, we see that, by taking $\mathrm{b}_{0}$ big enough, they can be bounded by $\vartheta_{\mathrm{o}}=1 / \mathrm{K}^{6 n+1}$ in (33). Analogously, the exponential estimates on the perturbation functions in (146) and (150) of [6] are, respectively, of the form $c(n, s) \mathrm{K}_{\mathrm{o}}^{n} e^{-\mathrm{K}_{\mathrm{o}} s / 2}$ and $c(n, s) \mathrm{K}^{n} e^{-\mathrm{K} s / 2}$, which, by taking $\mathrm{b}_{0}$ big enough, can be bounded, respectively, by $e^{-\mathrm{K}_{0} s / 3}$ and $e^{-\mathrm{Ks} / 3}$ as claimed. Thus (a) and (b) are proven. Finally, from (71) and (69) in [6, p. 3541] it follows at once (37) and the injectivity of the angle maps.

For high Fourier modes, a more precise and uniform normal form can be achieved ${ }^{16}$ :
Lemma 2.2 (Cosine-like Normal forms). Let H be as in (19) with $f \in \mathbb{B}_{s}^{n}$ satisfying (8) and let (30) hold. There exists a constant $\mathbf{c}_{\mathbf{0}}=\mathbf{c}_{\mathbf{0}}(n, s, \delta) \geqslant \max \left\{\mathrm{N}, \mathrm{b}_{0}\right\}$ such that if $\mathrm{K}_{\mathrm{o}} \geqslant \mathbf{c}_{\mathbf{0}}$ then the following holds. For any $k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}$ such that $|k|_{1} \geqslant \mathrm{~N}$, then the Hamiltonian $\mathrm{H}_{k}$ in (35) takes the form:

$$
\begin{equation*}
\mathrm{H}_{k}=\frac{|y|^{2}}{2}+\varepsilon g_{0}^{k}(y)+2\left|f_{k}\right| \varepsilon\left[\cos \left(k \cdot x+\theta_{k}\right)+F_{\star}^{k}(k \cdot x)+g_{\star}^{k}(y, k \cdot x)+f_{\star}^{k}(y, x)\right] \tag{38}
\end{equation*}
$$

where $\theta_{k}$ and $F_{\star}^{k}$ are as in Proposition 1.1 and:

[^10]\[

$$
\begin{equation*}
g_{\star}^{k}:=\frac{1}{2\left|f_{k}\right|}\left(g^{k}-\pi_{\mathbb{Z} k} f\right), \quad f_{\star}^{k}:=\frac{1}{2\left|f_{k}\right|} f^{k} . \tag{39}
\end{equation*}
$$

\]

Furthermore, $g_{\star}^{k}(y, \cdot) \in \mathbb{B}_{1}^{1}\left(\right.$ for every $\left.y \in \mathcal{R}_{r_{k}^{\prime}}^{1, k}\right)$, $\pi_{\mathbb{Z} k} f_{\star}^{k}=0$, and one has:

$$
\begin{equation*}
\left|g_{\star}^{k}\right|_{r_{k}^{\prime}, 1} \leqslant \vartheta:=\frac{1}{\mathrm{~K}^{5 n}}, \quad\left|f_{\star}^{k}\right|_{r_{k}^{\prime}, \frac{s_{\star}}{2}} \leqslant e^{-K s / 7} . \tag{40}
\end{equation*}
$$

Observe that, under the assumptions of Lemma 2.2, by (30) and (7) it is

$$
\begin{equation*}
\mathrm{K} \geqslant 6 \mathrm{~K}_{\mathrm{o}} \geqslant 6 \mathrm{~N} \geqslant 12 \mathrm{c}_{s} \geqslant 12 . \tag{41}
\end{equation*}
$$

Proof. First of all observe that the hypotheses of Lemma 2.2 imply those of Lemma 2.1 so that the results of Lemma 2.1 hold.
From (39) it follows that $g^{k}(y, \theta)=\pi_{\mathbb{Z} k} f(\theta)+2\left|f_{k}\right| g_{\star}^{k}(y, \theta)$, which together with (9) and (35) of Lemma 2.1, implies immediately the relations (38). To prove the first estimate in (40), we observe that, since $|k|_{1} \geqslant \mathrm{~N}$, recalling (30) and (41) one has

$$
\begin{equation*}
s_{k}^{\prime}=|k|_{1} s\left(1-\frac{1}{\mathrm{~K}}\right)^{2}>\mathrm{N} s \frac{4}{5}>1 . \tag{42}
\end{equation*}
$$

Thus, $g_{\star}^{k}(y, \cdot)$ is bounded on a 'large' angle-domain of size larger than 1 and has zero average (since $g_{\star}^{k}(y, \cdot) \in \mathbb{B}_{|k|_{1} s_{\star}^{\prime}}^{1}$. Now, recall the smoothing property (1) (with $N=1$ ), recall that $\mathrm{K}_{\mathrm{o}} \leqslant$ $K / 6$, and take $\mathbf{c}_{0}$ large enough. Then,

$$
\begin{aligned}
\left|g_{\star}^{k}\right|_{r_{k}^{\prime}, 1} & \stackrel{(39)}{=} \frac{1}{2\left|f_{k}\right|}\left|g^{k}-\pi_{\mathbb{Z} k} f\right|_{r_{k}^{\prime}, 1} \stackrel{(8)}{\leqslant} \frac{|k|_{1}^{n} e^{|k|_{1} s}}{2 \delta}\left|g^{k}-\pi_{\mathbb{Z} k} f\right|_{r_{k}^{\prime}, 1} \\
& \stackrel{(1),(42)}{\leqslant} \frac{|k|_{1}^{n} e^{|k|_{1} s}}{2 \delta}\left|g^{k}-\pi_{\mathbb{Z} k} f\right|_{r_{k}^{\prime}, s_{k}^{\prime}} \cdot e^{-\left(s_{k}^{\prime}-1\right)} \stackrel{(36)}{\leqslant} \frac{|k|_{1}^{n} e}{2 \delta} \vartheta_{0} e^{|k|_{1}\left(s-s_{\star}^{\prime}\right)} \\
& \stackrel{(30)}{=} \frac{|k|_{1}^{n} e}{2 \delta} \vartheta_{0} e^{\frac{|k|_{1}}{\mathrm{~K}} s\left(2-\frac{1}{\mathrm{~K}}\right)} \stackrel{(33)}{\leqslant} \frac{\mathrm{K}_{0}^{n} e}{2 \delta} \frac{1}{\mathrm{~K}^{6 n+1}} e^{2 s \frac{\mathrm{~K}_{0}}{\mathrm{~K}}} \leqslant \frac{1}{\mathrm{~K}^{5 n}} \stackrel{(40)}{=} \vartheta .
\end{aligned}
$$

Furthermore, possibly increasing $\mathbf{c}_{0}$, one also has

$$
\begin{aligned}
& \left|f_{\star}^{k}\right|_{r_{k}^{\prime}, \frac{s}{2}} \stackrel{(39)}{=} \frac{1}{2\left|f_{k}\right|}\left|f^{k}\right|_{r_{k}^{\prime}, \frac{s_{\star}}{2}} \stackrel{(8)}{\leqslant} \frac{|k|_{1}^{n} e^{|k|_{1} s}}{2 \delta}\left|f^{k}\right|_{r_{k}^{\prime}, \frac{s_{s}}{2}} \stackrel{(36)}{\leqslant} \frac{|k|_{1}^{n} e^{|k|_{1} s}}{2 \delta} e^{-\frac{\mathrm{Ks}}{3}} \\
& \left.\quad \leqslant \frac{\mathrm{~K}_{0}^{n}}{2 \delta} e^{-K s\left(\frac{1}{3}-\frac{\mathrm{K}_{0}}{K}\right.}\right) \leqslant \frac{\mathrm{K}^{n}}{2 \delta \cdot 6^{n}} e^{-K s / 6} \leqslant e^{-K s / 7} .
\end{aligned}
$$

### 2.2. Coverings

As mentioned in the Introduction, the averaging symplectic maps $\Psi_{o}$ and $\Psi_{k}$ of Lemma 2.1 may displace boundaries by $\sqrt{\varepsilon} \mathrm{K}^{\nu}$ (compare (30) and (37)) so one cannot use the secular Hamiltonians to describe the dynamics all the way up to the boundary of $\mathrm{B} \times \mathbb{T}^{n}$. Such a problem which is essential, for example, in achieving the results described at the end of the Introduction - may be overcome by introduce a second covering, as we proceed now to explain.

Recall the definitions of $\mathcal{R}^{0}$ and $\mathcal{R}^{1, k}$ in (26) and (27); recall (30), the notation in (23) and define

$$
\begin{equation*}
\widetilde{\mathcal{R}}^{0}:=\operatorname{Re}\left(\mathcal{R}_{r_{0}^{\prime} / 2}^{0}\right), \quad \widetilde{\mathcal{R}}^{1, k}:=\operatorname{Re}\left(\mathcal{R}_{r_{k}^{\prime} / 2}^{1, k}\right), \quad\left(k \in \mathcal{G}_{\mathrm{K}_{0}}^{n}\right) \tag{43}
\end{equation*}
$$

Then, the following result holds:

## Lemma 2.3. (Covering Lemma)

$$
\begin{align*}
& \mathcal{R}^{0} \times \mathbb{T}^{n} \subseteq \Psi_{\mathrm{o}}\left(\widetilde{\mathcal{R}}^{0} \times \mathbb{T}^{n}\right),  \tag{44}\\
& \mathcal{R}^{1, k} \times \mathbb{T}^{n} \subseteq \Psi_{k}\left(\widetilde{\mathcal{R}}^{1, k} \times \mathbb{T}^{n}\right), \quad \forall k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n},  \tag{45}\\
& \mathcal{R}^{2}:=\mathrm{B} \backslash\left(\mathcal{R}^{0} \cup \mathcal{R}^{1}\right) \subseteq \bigcup_{k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}} \bigcup_{\substack{\ell \in \mathcal{G}_{\mathbb{Z}}^{n} \\
\ell \notin \mathbb{Z} k}} \mathcal{R}_{k, \ell}^{2}, \tag{46}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{R}_{k \ell}^{2}:=\left\{y \in \mathrm{~B}:|y \cdot k|<\alpha ;\left|\mathrm{p}_{k}^{\perp} y \cdot \ell\right| \leqslant \frac{3 \alpha \mathrm{~K}}{|k|}\right\}, \quad\left(k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}, \ell \in \mathcal{G}_{\mathrm{K}}^{n} \backslash \mathbb{Z} k\right) \tag{47}
\end{equation*}
$$

Remark 2.2. (i) From the definition of $\mathcal{R}^{2}$ in (46) it follows trivially that $\left\{\mathcal{R}^{i}\right\}$ is a covering of $B$ so that $\mathrm{B}=\mathcal{R}^{0} \cup \mathcal{R}^{1} \cup \mathcal{R}^{2}$.
(ii) Notice that from the definition of $\widetilde{\mathcal{R}}^{1, k}$ in (43), one has that

$$
\begin{equation*}
\widetilde{\mathcal{R}}_{r_{k}^{\prime} / 2}^{1, k} \subseteq \mathcal{R}_{r_{k}^{\prime}}^{1, k} \tag{48}
\end{equation*}
$$

(iii) Relations (44) and (45) allow to map back the dynamics of the averaged Hamiltonians (32) and (35) so as to describe the dynamics also arbitrarily close to the boundary of the starting phase space.

For the proof of the Covering Lemma we shall use the following immediate consequence of the Contraction Lemma ${ }^{17}$ :

Lemma 2.4. Fix $y_{0} \in \mathbb{R}^{n}, r>0$ and let $\phi: D_{2 r}\left(y_{0}\right) \rightarrow \mathbb{C}^{n}$ be a real analytic map satisfying

$$
\begin{equation*}
\sup _{D_{2 r}\left(y_{0}\right)}|\phi(y)-y| \leqslant M \tag{49}
\end{equation*}
$$

for some $0<M<r$. Then, $y_{0} \in \phi\left(\overline{B_{r}\left(y_{0}\right)}\right)$.
Proof. Let $V_{0}:=\overline{B_{r}(0)}$. Solving the equation $\phi(y)=y_{0}$ for some $y \in \overline{B_{r}\left(y_{0}\right)}$ is equivalent to solve the fixed point equation $w=\psi_{0}(w):=-\psi\left(y_{0}+w\right)$ for $w \in V_{0}$ having set $\psi(y):=$ $\phi(y)-y$. By (49) it follows that $\psi_{0}: V_{0} \rightarrow V_{0}$ and by the mean value theorem and Cauchy estimates we get that, for every $w, w^{\prime} \in V_{0}$,

[^11]$$
\left|\psi_{0}(w)-\psi_{0}\left(w^{\prime}\right)\right|=\left|\psi\left(y_{0}+w\right)-\psi\left(y_{0}+w^{\prime}\right)\right| \leqslant \frac{M}{r}\left|w-w^{\prime}\right|
$$
showing that $\psi_{0}$ is a contraction on $V_{0}$ (since $M / r<1$ ) and the claim follows by the standard Contraction Lemma.

Proof of (44). We start by proving that

$$
\begin{equation*}
\forall\left(y_{0}, x\right) \in \mathcal{R}^{0} \times \mathbb{T}^{n}, \exists!\left(y, x_{0}\right) \in \widetilde{\mathcal{R}}^{0} \times \mathbb{T}^{n}: \quad \Psi_{o}(y, x)=\left(y_{0}, x_{0}\right) . \tag{50}
\end{equation*}
$$

Define

$$
\begin{equation*}
M:=\frac{r_{\mathrm{o}}}{2^{7} \mathrm{~K}_{\mathrm{o}}} \stackrel{(30)}{=} \frac{\alpha}{2^{11} \mathrm{~K}_{\mathrm{o}}^{2}}<\frac{\alpha}{2^{10} \mathrm{~K}_{\mathrm{o}}^{2}}=: r<\frac{\alpha}{2^{7} \mathrm{~K}_{\mathrm{o}}} \stackrel{(30)}{=} \frac{r_{\mathrm{o}}^{\prime}}{4} . \tag{51}
\end{equation*}
$$

Fix $\left(y_{0}, x\right) \in \mathcal{R}^{0} \times \mathbb{T}^{n}$ and let $\phi(y):=\pi_{y} \Psi_{\mathrm{o}}(y, x)$. Then, by (51),

$$
\sup _{D_{2 r}\left(y_{0}\right)}|\phi(y)-y| \leqslant \sup _{D_{r_{0}^{\prime}}\left(y_{0}\right)}|\phi(y)-y| \leqslant\left|\pi_{y} \Psi_{\mathrm{o}}-y\right|_{r_{\mathrm{o}}^{\prime}, s_{\mathrm{o}}^{\prime}} \stackrel{(37)}{\leqslant} M .
$$

Thus, by Lemma 2.4, since by (51) $2 r<r_{\mathrm{o}}^{\prime} / 2$, by definition of $\widetilde{\mathcal{R}}^{0}$, we have that

$$
y_{0} \in \pi_{y} \Psi_{\mathrm{o}}\left(\overline{B_{r}\left(y_{0}\right)} \times\{x\}\right) \subseteq \pi_{y} \Psi_{\mathrm{o}}\left(\widetilde{\mathcal{R}}^{0} \times\{x\}\right)
$$

which implies that $\Psi_{o}(y, x)=\left(y_{0}, x_{0}\right)$ with $x_{0} \in \mathbb{T}^{n}$ proving (50). Now, observe that the map $\left(y_{0}, x\right) \in \mathcal{R}^{0} \times \mathbb{T}^{n} \mapsto\left(y, x_{0}\right) \in \widetilde{\mathcal{R}}^{0} \times \mathbb{T}^{n}$ in (50) is nothing else than the diffeomorphism associated to the near-to-identity generating function $y_{0} \cdot x+\psi_{0}\left(y_{0}, x\right)$ of the near-to-identity symplectomorphism $\Psi_{0}$. Thus, for each $y_{0} \in \mathcal{R}^{0}$, the map $x \in \mathbb{T}^{n} \mapsto x_{0}=x+\partial_{y_{0}} \psi_{0}\left(y_{0}, x\right)$ is a diffeomorphism of $\mathbb{T}^{n}$ with inverse given by $x_{0} \in \mathbb{T}^{n} \mapsto x=x_{0}+\chi\left(y_{0}, x_{0}\right)$ for a suitable (small) real analytic map $\chi$. Therefore, given $\left(y_{0}, x_{0}\right) \in \mathcal{R}^{0} \times \mathbb{T}^{n}$, if we take $x=x_{0}+\chi\left(y_{0}, x_{0}\right)$ in (50) we obtain that there exist $(y, x) \in \widetilde{\mathcal{R}}^{0} \times \mathbb{T}^{n}$ such that $\left(y_{0}, x_{0}\right)=\Psi_{0}(y, x)$, proving (44).

Proof of (45). The argument is completely analogous: Again, we start by proving that

$$
\begin{equation*}
\forall k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}, \forall\left(y_{0}, x\right) \in \mathcal{R}^{1, k} \times \mathbb{T}^{n}, \exists!\left(y, x_{0}\right) \in \widetilde{\mathcal{R}}^{1, k} \times \mathbb{T}^{n}: \Psi_{k}(y, x)=\left(y_{0}, x_{0}\right) . \tag{52}
\end{equation*}
$$

Fix $k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}$ and define

$$
\begin{equation*}
M:=\frac{r_{k}}{2^{7} \mathrm{~K}_{\mathrm{o}}} \stackrel{(30)}{=} \frac{\alpha}{2^{7}|k| \mathrm{K}}<\frac{\alpha}{2^{6}|k| \mathrm{K}}=: r<\frac{r_{k}^{\prime}}{4} \stackrel{(30)}{=} \frac{\alpha}{8|k|} \tag{53}
\end{equation*}
$$

Fix $\left(y_{0}, x\right) \in \mathcal{R}^{1, k} \times \mathbb{T}^{n}$, and let $\phi(y):=\pi_{y} \Psi_{k}(y, x)$. By (53),

$$
\sup _{D_{2 r}\left(y_{0}\right)}|\phi(y)-y| \leqslant \sup _{D_{r_{k}^{\prime}}\left(y_{0}\right)}|\phi(y)-y| \leqslant\left|\pi_{y} \Psi_{k}-y\right|_{r_{k}^{\prime}, s_{k}} \stackrel{(37)}{\leqslant} M .
$$

Thus, by Lemma 2.4 we have

$$
y_{0} \in \pi_{y} \Psi_{k}\left(\overline{B_{r}\left(y_{0}\right)} \times\{x\}\right) \subseteq \pi_{y} \Psi_{k}\left(\widetilde{\mathcal{R}}^{1, k} \times\{x\}\right),
$$

which implies that $\Psi_{k}(y, x)=\left(y_{0}, x_{0}\right)$ for some $x_{0} \in \mathbb{T}^{n}$ proving (52). Now, the argument given in the non-resonant case applies also in this case.

Proof of (46). If $y \in \mathcal{R}^{2}$ then, since $y \notin \mathcal{R}^{0}$, there exists $k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}$ such that $|y \cdot k|<\alpha$, in which case, since $y \notin \mathcal{R}^{1}$, there exists $\ell \in \mathcal{G}_{\mathrm{K}}^{n} \backslash \mathbb{Z} k$ such that $\left|\mathrm{p}_{k}^{\perp} y \cdot \ell\right| \leqslant \frac{3 \alpha \mathrm{~K}}{|k|}$, hence $y \in \mathcal{R}_{k, \ell}^{2}$ for some $k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}$ and $\ell \in \mathcal{G}_{\mathrm{K}}^{n} \backslash \mathbb{Z} k$.

Next, we show that the measure of $\mathcal{R}^{2}$ is proportional to ${ }^{18} \alpha^{2}$ :
Lemma 2.5. There exists a constant $c_{\star}=c_{\star}(n)>1$ such that:

$$
\begin{equation*}
\text { meas }\left(\mathcal{R}^{2}\right) \leqslant c_{\star} \alpha^{2} \mathrm{~K}^{2 n} \tag{54}
\end{equation*}
$$

Proof. Let us estimate the measure of $\mathcal{R}_{k, \ell}^{2}$ in (47). Denote by $v \in \mathbb{R}^{n}$ the projection of $y$ onto the plane generated by $k$ and $\ell$ (recall that, by hypothesis, $k$ and $\ell$ are not parallel). Then,

$$
\begin{equation*}
|v \cdot k|=|y \cdot k|<\alpha, \quad\left|\mathrm{p}_{k}^{\perp} v \cdot \ell\right|=\left|\mathrm{p}_{k}^{\perp} y \cdot \ell\right| \leqslant 3 \alpha \mathrm{~K} /|k| . \tag{55}
\end{equation*}
$$

Set

$$
\begin{equation*}
h:=\mathrm{p}_{k} \ell=\ell-\frac{\ell \cdot k}{|k|^{2}} k \tag{56}
\end{equation*}
$$

Then, $v$ decomposes in a unique way as $v=a k+b h$ for suitable $a, b \in \mathbb{R}$. By (55),

$$
\begin{equation*}
|a|<\frac{\alpha}{|k|^{2}}, \quad\left|\mathrm{p}_{k} v \cdot \ell\right|=|b h \cdot \ell| \leqslant 3 \alpha \mathrm{~K} /|k|, \tag{57}
\end{equation*}
$$

and, since $|\ell|^{2}|k|^{2}-(\ell \cdot k)^{2}$ is a positive integer (recall, that $k$ and $\ell$ are integer vectors not parallel),

$$
|h \cdot \ell| \stackrel{(56)}{=} \frac{|\ell|^{2}|k|^{2}-(\ell \cdot k)^{2}}{|k|^{2}} \geqslant \frac{1}{|k|^{2}}
$$

Hence,

$$
\begin{equation*}
|b| \leqslant 3 \alpha \mathrm{~K}|k| \tag{58}
\end{equation*}
$$

Then, write $y \in \mathcal{R}_{k, \ell}^{2}$ as $y=v+v^{\perp}$ with $v^{\perp}$ in the orthogonal complement of the plane generated by $k$ and $\ell$. Since $\left|v^{\perp}\right| \leqslant|y|<1$ and $v$ lies in the plane spanned by $k$ and $\ell$ inside a rectangle of sizes of length $2 \alpha /|k|^{2}$ and $6 \alpha \mathrm{~K}|k|$ (compare (57) and (58)) we find

[^12]\[

\operatorname{meas}\left(\mathcal{R}_{k, \ell}^{2}\right) \leqslant \frac{2 \alpha}{|k|^{2}}(6 \alpha \mathrm{~K}|k|) 2^{n-2}=3 \cdot 2^{n} \alpha^{2} \frac{\mathrm{~K}}{|k|}, \quad \forall\left\{$$
\begin{array}{l}
k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n} \\
\ell \in \mathcal{G}_{\mathrm{K}}^{n} \backslash \mathbb{Z} k .
\end{array}
$$\right.
\]

Since $\sum_{k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}}|k|^{-1} \leqslant c \mathrm{~K}_{\mathrm{o}}^{n-1}$ for a suitable $c=c(n)$, and $\mathrm{K}_{\mathrm{o}} \leqslant \mathrm{K} / 6$, (54) follows.
Remark 2.3. In view of (54) and (30), we have

$$
\begin{equation*}
\operatorname{meas}\left(\mathcal{R}^{2}\right) \leqslant c_{\star} \varepsilon \mathrm{K}^{\gamma}, \quad \gamma:=11 n+4 . \tag{59}
\end{equation*}
$$

Thus, if $\mathrm{V}_{n}=\pi^{\frac{n}{2}} / \Gamma\left(1+\frac{n}{2}\right)$ denotes the volume of the Euclidean unit ball B in $\mathbb{R}^{n}$, we have that

$$
\begin{equation*}
\varepsilon<\frac{\mathrm{V}_{n}}{c_{\star} \mathrm{K}^{\gamma}} \quad \Longrightarrow \quad \text { meas }\left(\mathcal{R}^{2}\right)<\text { meas } \mathrm{B} . \tag{60}
\end{equation*}
$$

### 2.3. Normal form theorem

In the normal form around simple resonances the 'averaged Hamiltonian' in (35) (i.e., the Hamiltonian obtained disregarding the exponentially small term $f^{k}$ ) depends on angles through the linear combination $k \cdot x$, which, since $k \in \mathcal{G}^{n}$ defines a new well-defined angle $\mathrm{x}_{1} \in \mathbb{T}$. This fact calls for a linear symplectic change of variables:

Lemma 2.6. Let the hypotheses of Lemma 2.2 hold.
(i) For any $k \in \mathcal{G}_{\mathrm{K}_{0}}^{n}$ there exists a matrix $\hat{\mathrm{A}} \in \mathbb{Z}^{(n-1) \times n}$ such that ${ }^{19}$

$$
\begin{align*}
& \mathrm{A}:=\binom{k}{\hat{\mathrm{~A}}}=\binom{k_{1} \cdots k_{n}}{\hat{\mathrm{~A}}} \in \mathrm{SL}(n, \mathbb{Z}),  \tag{61}\\
& |\hat{\mathrm{A}}|_{\infty} \leqslant|k|_{\infty}, \quad|\mathrm{A}|_{\infty}=|k|_{\infty}, \quad\left|\mathrm{A}^{-1}\right|_{\infty} \leqslant(n-1)^{\frac{n-1}{2}}|k|_{\infty}^{n-1}
\end{align*}
$$

(ii) Let $\Phi_{0}$ be the linear, symplectic map on $\mathbb{R}^{n} \times \mathbb{T}^{n}$ onto itself defined by

$$
\begin{equation*}
\Phi_{0}:(\mathrm{y}, \mathrm{x}) \mapsto(y, x)=\left(\mathrm{A}^{T} \mathrm{y}, \mathrm{~A}^{-1} \mathrm{x}\right) \tag{62}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\mathrm{x}_{1}=k \cdot x, \quad y=\mathrm{y}_{1} k+\hat{\mathrm{A}}^{T} \hat{\mathrm{y}}, \quad\left[\hat{\mathrm{y}}:=\left(\mathrm{y}_{2}, \ldots, \mathrm{y}_{n}\right)\right] \tag{63}
\end{equation*}
$$

Furthermore, letting ${ }^{20}$

$$
\mathscr{D}^{k}:=\mathrm{A}^{-T} \widetilde{\mathcal{R}}^{1, k}, \quad\left\{\begin{array}{l}
\tilde{r}_{k}:=\frac{r_{k}}{c_{1}|k|}  \tag{64}\\
\tilde{s}_{k}:=\frac{s}{c_{1}|k|^{n-1}}
\end{array} \quad, \quad c_{1}:=5 n(n-1)^{\frac{n-1}{2}},\right.
$$

[^13]with A as in (i), we find
\[

$$
\begin{equation*}
\Phi_{0}: \mathscr{D}_{\tilde{r}_{k}}^{k} \times \mathbb{T}_{\tilde{s}_{k}}^{n} \rightarrow \widetilde{\mathcal{R}}_{r_{k}^{\prime} / 2}^{1, k} \times \mathbb{T}_{s_{\star} / 2}^{n}, \quad \Phi_{0}\left(\mathscr{D}^{k} \times \mathbb{T}^{n}\right)=\widetilde{\mathcal{R}}^{1, k} \times \mathbb{T}^{n} \tag{65}
\end{equation*}
$$

\]

(iii) $\mathrm{H}_{k}$ in (35), in the symplectic variables $(\mathrm{y}, \mathrm{x})=\left(\left(\mathrm{y}_{1}, \hat{\mathrm{y}}\right), \mathrm{x}\right)$, takes the form:

$$
\begin{equation*}
\mathcal{H}_{k}(\mathrm{y}, \mathrm{x}):=\mathrm{H}_{k} \circ \Phi_{0}(\mathrm{y}, \mathrm{x})=\overline{\mathrm{H}}_{k}\left(\mathrm{y}, \mathrm{x}_{1}\right)+\varepsilon \bar{f}^{k}(\mathrm{y}, \mathrm{x}), \quad(\mathrm{y}, \mathrm{x}) \in \mathscr{D}_{\tilde{r}_{k}}^{k} \times \mathbb{T}_{\tilde{s}_{k}}^{n} \tag{66}
\end{equation*}
$$

where the 'secular Hamiltonian'

$$
\begin{equation*}
\overline{\mathrm{H}}_{k}\left(\mathrm{y}, \mathrm{x}_{1}\right):=\frac{1}{2}\left|\mathrm{~A}^{T} \mathrm{Y}\right|^{2}+\varepsilon g_{\mathrm{o}}^{k}\left(\mathrm{~A}^{T} \mathrm{y}\right)+\varepsilon g^{k}\left(\mathrm{~A}^{T} \mathrm{Y}, \mathrm{x}_{1}\right), \quad \bar{f}^{k}(\mathrm{y}, \mathrm{x}):=f^{k}\left(\mathrm{~A}^{T} \mathrm{y}, \mathrm{~A}^{-1} \mathrm{x}\right) \tag{67}
\end{equation*}
$$

is a real analytic function for $\mathrm{y} \in \mathscr{D}_{\tilde{r}_{k}}^{k}$ and ${ }^{21} \mathrm{x}_{1} \in \mathbb{T}_{s_{k}^{\prime}}$.
Remark 2.4. In the above Lemma 2.6 (and also often in what follows), to simplify symbols, we may omit the dependence upon $k$ in the notation, but of course $\mathrm{A}, \hat{\mathrm{A}}$ and $\Phi_{0}$ do depend upon the simple resonance label $k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}$.

Proof of Lemma 2.6. (i) From Bézout's lemma it follows that ${ }^{22}$ :
given $k \in \mathbb{Z}^{n}, k \neq 0$ there exists a matrix $\mathrm{A}=\left(\mathrm{A}_{i j}\right)_{1 \leqslant i, j \leqslant n}$ with integer entries such that $A_{n j}=$ $k_{j} \forall 1 \leqslant j \leqslant n$, $\operatorname{det} \mathrm{A}=\operatorname{gcd}\left(k_{1}, \ldots, k_{1}\right)$, and $|\mathrm{A}|_{\infty}=|k|_{\infty}$.
Hence, since $k \in \mathcal{G}^{n}, \operatorname{gcd}\left(k_{1}, \ldots, k_{1}\right)=1$, and (61) follows. ${ }^{23}$
(ii) $\Phi_{0}$ is symplectic since it is generated by the generating function $\mathrm{y} \cdot \mathrm{A} x$.

The relations in (63) follow at once from the definition of $\Phi_{0}$.
Let us prove (65): $\mathrm{y} \in \mathscr{D}_{\tilde{r}_{k}}^{k}$ if and only if $\mathrm{y}=\mathrm{y}_{0}+z$ with $\mathrm{y}_{0} \in \mathscr{D}^{k}$ and $|z|<\tilde{r}_{k}$. Thus,

$$
\left|\mathrm{A}^{T} z\right| \stackrel{(61)}{\leqslant} n|k||z|<n|k| \tilde{r}_{k} \stackrel{(64)}{<} \frac{r_{k}}{4} \stackrel{(30)}{=} \frac{r_{k}^{\prime}}{2} .
$$

Since, by definition of $\mathscr{D}^{k}, \mathrm{~A}^{T} \mathrm{y} 0 \in \widetilde{\mathcal{R}}^{1, k}$, we have that $\mathrm{A}^{T} \mathrm{y} \in \widetilde{\mathcal{R}}_{r_{k}^{\prime} / 2}^{1, k}$.
Let, now, x belong to $\mathbb{T}_{\tilde{s}_{k}}^{n}$. Then, for any $1 \leqslant j \leqslant n$, recalling the definitions of $s_{\star}$ and $s_{\star}^{\prime}$ in (30), we find

$$
\left|\operatorname{Im}\left(\mathrm{A}^{-1} \mathrm{x}\right)_{j}\right|=\left|\sum_{i=1}^{n}\left(\mathrm{~A}^{-1}\right)_{i j} \operatorname{Im} \mathrm{x}_{j}\right| \stackrel{(61)}{<} n(n-1)^{\frac{n-1}{2}}|k|^{n-1} \tilde{s}_{k} \stackrel{(64)}{\leqslant} \frac{s_{\star}}{2}<s_{\star}^{\prime} .
$$

Thus, $\mathrm{A}^{-1} \mathrm{x}$ belong to $\mathbb{T}_{s_{*}^{\prime}}^{n}$, and (65) follows.
(iii) Eq.'s (66)-(67) follow immediately from the definition of the symplectic map $\Phi_{0}$ in (62) and (63). The statement on the angle-analyticity domain of $\bar{H}_{k}$ follows from part (b) of Lemma 2.1.

[^14]We summarize the above lemmata in the following
Theorem 2.1 (Normal Form Theorem). Let H be as in (19) with $f \in \mathbb{B}_{s}^{n}$ satisfying (8) with N as in (6), and let (30) hold. There exists a constant ${ }^{24} \mathbf{c}_{\mathbf{0}}=\mathbf{c}_{\mathbf{0}}(n, s, \delta) \geqslant \max \left\{\mathrm{N}, \mathrm{b}_{0}\right\}$ such that, if $\mathrm{K}_{\mathrm{o}} \geqslant \mathbf{c}_{0}, k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}$, and $\mathscr{D}^{k}, \tilde{r}_{k}, \tilde{s}_{k}$ are as in (64), then there exist real analytic symplectic maps

$$
\begin{equation*}
\Psi_{\mathrm{o}}: \mathcal{R}_{r_{\mathrm{o}}^{\prime}}^{0} \times \mathbb{T}_{s_{\mathrm{o}}^{\prime}}^{n} \rightarrow \mathcal{R}_{r_{\mathrm{o}}}^{0} \times \mathbb{T}_{s_{\mathrm{o}}}^{n}, \quad \Psi^{k}: \mathscr{D}_{\tilde{r}_{k}}^{k} \times \mathbb{T}_{\tilde{s}_{k}}^{n} \rightarrow \mathcal{R}_{r_{k}}^{1, k} \times \mathbb{T}_{s_{\star}}^{n} \tag{68}
\end{equation*}
$$

having the following properties.
(i) $\mathrm{H}_{\mathrm{o}}(y, x):=\left(\mathrm{H} \circ \Psi_{\mathrm{o}}\right)(y, x)=\frac{|y|^{2}}{2}+\varepsilon\left(g^{\mathrm{o}}(y)+f^{\mathrm{o}}(y, x)\right)$, with $g^{\mathrm{o}}$ and $f^{\mathrm{o}}$ satisfying (33) and $\left\langle f^{0}\right\rangle=0$.
(ii)

$$
\begin{equation*}
\mathcal{H}_{k}(\mathrm{y}, \mathrm{x}):=\mathrm{H} \circ \Psi^{k}(\mathrm{y}, \mathrm{x})=\overline{\mathrm{H}}_{k}\left(\mathrm{y}, \mathrm{x}_{1}\right)+\varepsilon \bar{f}^{k}(\mathrm{y}, \mathrm{x}), \quad(\mathrm{y}, \mathrm{x}) \in \mathscr{D}_{\tilde{r}_{k}}^{k} \times \mathbb{T}_{\tilde{s}_{k}}^{n} \tag{69}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\mathrm{H}}_{k}\left(\mathrm{y}, \mathrm{x}_{1}\right):=\frac{1}{2}\left|\mathrm{~A}^{T} \mathrm{Y}\right|^{2}+\varepsilon \mathrm{g}_{\mathrm{o}}^{k}(\mathrm{y})+\varepsilon \mathrm{g}^{k}\left(\mathrm{y}, \mathrm{x}_{1}\right) \tag{70}
\end{equation*}
$$

is a real analytic function for $\mathrm{y} \in \mathscr{D}_{\tilde{r}_{k}}^{k}$ and $\mathrm{x}_{1} \in \mathbb{T}_{s_{k}^{\prime}}$. In particular $\mathrm{g}^{k}(y, \cdot) \in \mathbb{B}_{s_{k}^{\prime}}^{1}$ for every $y \in$ $\mathscr{D}_{\tilde{r}_{k}}^{k}$. Furthermore, the following estimates hold:

$$
\begin{equation*}
\left|\mathrm{g}_{\mathrm{o}}^{k}\right|{\tilde{r_{k}}} \leqslant \vartheta_{\mathrm{o}}=\frac{1}{\mathrm{~K}^{6 n+1}}, \quad\left|\mathrm{~g}^{k}-\pi_{\mathbb{Z} k} f\right|_{\tilde{r}_{k}, s_{k}^{\prime}} \leqslant \vartheta_{\mathrm{o}}, \quad\left|\bar{f}^{k}\right|_{\tilde{r}_{k}, \tilde{s}_{k}} \leqslant e^{-K s / 3} . \tag{71}
\end{equation*}
$$

(iii) If $|k|_{1} \geqslant \mathrm{~N}$, there exists $\theta_{k} \in[0,2 \pi)$ such that

$$
\begin{equation*}
\mathcal{H}_{k}=\frac{1}{2}\left|\mathrm{~A}^{T} \mathrm{y}\right|^{2}+\varepsilon \mathrm{g}_{0}^{k}(\mathrm{y})+2\left|f_{k}\right| \varepsilon\left[\cos \left(\mathrm{x}_{1}+\theta_{k}\right)+F_{\star}^{k}\left(\mathrm{x}_{1}\right)+\mathrm{g}_{\star}^{k}\left(\mathrm{y}, \mathrm{x}_{1}\right)+\mathrm{f}_{\star}^{k}(\mathrm{y}, \mathrm{x})\right] \tag{72}
\end{equation*}
$$

where $F_{\star}^{k}$ is as in Proposition 1.1 and satisfies $F_{\star}^{k} \in \mathbb{B}_{1}^{1}$ and $\left|F_{\star}^{k}\right|_{1} \leqslant 2^{-40}$. Moreover, $g_{\star}^{k}(y, \cdot) \in \mathbb{B}_{1}^{1}$ (for every $\left.y \in \mathscr{D}_{\tilde{r}_{k}}^{k}\right)$, $\pi_{\mathbb{Z k}} f_{\star}^{k}=0$, and one has

$$
\begin{equation*}
\left|g_{\star}^{k}\right|_{\tilde{r}_{k}, 1} \leqslant \vartheta=\frac{1}{K^{5 n}}, \quad\left|f_{\star}^{k}\right|_{\tilde{r}_{k}, \tilde{s}_{k}} \leqslant e^{-K s / 7} \tag{73}
\end{equation*}
$$

Proof. The first relation in (68) is (31). Define

$$
\begin{equation*}
\Psi^{k}:=\Psi_{k} \circ \Phi_{0} . \tag{74}
\end{equation*}
$$

Then, since $s_{\star} / 2<s_{\star}^{\prime}$ (compare (30)), by (65), (48) we get the second relation in (68).
(i) follows from point (a) of Lemma 2.1.

[^15](ii) (69), (70) and (71) follow from, respectively, (66), (67), (36) and point (ii) of Lemma 2.6 setting
\[

$$
\begin{equation*}
\mathrm{g}_{\mathrm{o}}^{k}(\mathrm{y}):=g_{0}^{k}\left(\mathrm{~A}^{T} \mathrm{y}\right), \quad \mathrm{g}^{k}\left(\mathrm{y}, \mathrm{x}_{1}\right):=g^{k}\left(\mathrm{~A}^{T} \mathrm{y}, \mathrm{x}_{1}\right) . \tag{75}
\end{equation*}
$$

\]

(iii) follows by Proposition 1.1 and Lemma 2.2. In particular (72) follows from (38). Furthermore,

$$
\begin{equation*}
\mathrm{g}_{\star}^{k}:=\frac{1}{2\left|f_{k}\right|}\left(\mathrm{g}^{k}-\pi_{\mathbb{Z} k} f\right), \quad \mathrm{f}_{\star}^{k}:=\frac{1}{2\left|f_{k}\right|} \bar{f}^{k} \tag{76}
\end{equation*}
$$

and noting that $\mathrm{g}_{\star}^{k}\left(\mathrm{y}, \mathrm{x}_{1}\right)=g_{\star}^{k}\left(\mathrm{~A}^{T} \mathrm{y}, \mathrm{x}_{1}\right)$ and that, by $(67), \mathrm{f}_{\star}^{k}(\mathrm{y}, \mathrm{x})=f_{\star}^{k}\left(\mathrm{~A}^{T} \mathrm{y}, \mathrm{A}^{-1} \mathrm{x}\right)$, we see that (73) follows from (40) and (65).

## 3. Generic standard form at simple resonances

In this final section we show that the secular Hamiltonians $\overline{\mathrm{H}}_{k}$ (67) in Theorem 2.1 can be symplectically put into a suitable standard form, uniformly in $k \in \mathcal{G}_{\mathrm{K}_{0}}^{n}$
The precise definition of 'standard form' is taken from [5], where the analytic properties of action-angle variables of such Hamiltonian systems are discussed.

Definition 3.1. Let $\hat{D} \subseteq \mathbb{R}^{n-1}$ be a bounded domain, $\mathrm{R}>0$ and $D:=(-\mathrm{R}, \mathrm{R}) \times \hat{D}$. We say that the real analytic Hamiltonian $H_{b}$ is in Generic Standard Form with respect to the symplectic variables $\left(p_{1}, q_{1}\right) \in(-\mathrm{R}, \mathrm{R}) \times \mathbb{T}$ and 'external actions'

$$
\hat{p}=\left(p_{2}, \ldots, p_{n}\right) \in \hat{D}
$$

if $H_{b}$ has the form

$$
\begin{equation*}
\mathrm{H}_{b}\left(p, q_{1}\right)=\left(1+v\left(p, q_{1}\right)\right) p_{1}^{2}+\mathrm{G}\left(\hat{p}, q_{1}\right), \tag{77}
\end{equation*}
$$

where:

- $v$ and G are real analytic functions defined on, respectively, $D_{r} \times \mathbb{T}_{S}$ and $\hat{D}_{r} \times \mathbb{T}_{S}$ for some $0<r \leqslant R$ and $s>0$;
- $G$ has zero average and there exists a function $\bar{G}$ (the 'reference potential') depending only on $q_{1}$ such that, for some ${ }^{25} \beta>0$,

$$
\begin{equation*}
\overline{\mathrm{G}} \text { is } \beta \text {-Morse, } \quad\langle\overline{\mathrm{G}}\rangle=0 ; \tag{78}
\end{equation*}
$$

[^16]- the following estimates hold:

$$
\left\{\begin{array}{l}
\sup _{\mathbb{T}_{s}^{1}}|\bar{G}| \leqslant \epsilon,  \tag{79}\\
\sup ^{2}|G-\bar{G}| \leqslant \epsilon \mu, \quad \text { for some } \quad 0<\epsilon \leqslant r^{2} / 2^{16}, 0 \leqslant \mu<1, \\
\hat{D}_{r} \times \mathbb{T}_{\mathrm{s}}^{1} \\
\sup _{D_{r} \times \mathbb{T}_{s}^{1}}|v| \leqslant \mu .
\end{array}\right.
$$

We shall call ( $\hat{D}, \mathrm{R}, r, \mathrm{~s}, \beta, \epsilon, \mu$ ) the analyticity characteristics of $\mathrm{H}_{b}$ with respect to the unperturbed potential $\overline{\mathrm{G}}$.

Remark 3.1. If $H_{b}$ is in Generic Standard Form, then the parameters $\beta$ and $\epsilon$ satisfy the relation ${ }^{26}$

$$
\begin{equation*}
\frac{\epsilon}{\beta} \geqslant \frac{1}{2} . \tag{80}
\end{equation*}
$$

Furthermore, one can always fix $\kappa \geqslant 4$ such that:

$$
\begin{equation*}
\frac{1}{k} \leqslant s \leqslant 1, \quad 1 \leqslant \frac{R}{r} \leqslant \kappa, \quad \frac{1}{2} \leqslant \frac{\epsilon}{\beta} \leqslant \kappa . \tag{81}
\end{equation*}
$$

Such a parameter $\kappa$ rules the main scaling properties of these Hamiltonians.

### 3.1. Main theorem

In the following we shall often use the following notation: If $w$ is a vector with $n$ or $2 n$ components, $\hat{w}=(w)$ denotes the last $(n-1)$ components; if $w$ is vector with $2 n$ components, $\check{w}=(w)$ denotes the first $n+1$ components. Explicitly:

$$
w=(y, x)=\left(\left(y_{1}, \ldots, y_{n}\right),\left(x_{1}, \ldots x_{n}\right)\right) \Longrightarrow\left\{\begin{array}{l}
\hat{w}=(w)=\left(x_{2}, \ldots, x_{n}\right)=\hat{x}  \tag{82}\\
\hat{y}=(y)=\left(y_{2}, \ldots, y_{n}\right) \\
\check{w}=(w)=\left(y, x_{1}\right) \\
w=(\check{w}, \hat{w})
\end{array}\right.
$$

Definition 3.2. Given a domain $\hat{\mathrm{D}} \subseteq \mathbb{R}^{n-1}$, we denote by $\mathfrak{G}_{\ddagger}$ the abelian group of symplectic diffeomorphisms $\Psi_{\mathrm{g}}$ of $(\mathbb{R} \times \hat{\mathrm{D}}) \times \mathbb{R}^{n}$ given by

$$
(p, q) \in(\mathbb{R} \times \hat{\mathrm{D}}) \times \mathbb{R}^{n} \stackrel{\Psi_{g}}{\mapsto}(P, Q)=\left(p_{1}+\mathrm{g}(\hat{p}), \hat{q}, q_{1}, \hat{q}-q_{1} \partial_{\hat{p}} \mathrm{~g}(\hat{p})\right) \in \mathbb{R}^{2 n}
$$

with $\mathrm{g}: \hat{\mathrm{D}} \rightarrow \mathbb{R}$ smooth.
Remark 3.2. The group properties of $\mathfrak{G}_{\dagger}$ are trivial:

$$
\mathrm{id}_{\mathfrak{G}_{\dagger}}=\Psi_{0}, \quad \Psi_{\mathrm{g}}^{-1}=\Psi_{-\mathrm{g}}, \quad \Psi_{\mathrm{g}} \circ \Psi_{\mathrm{g}^{\prime}}=\Psi_{\mathrm{g}+\mathrm{g}^{\prime}}
$$

$\overline{{ }^{26} \operatorname{By}(79)}, \beta \leqslant\left|\overline{\mathrm{G}}\left(\theta_{i}\right)-\overline{\mathrm{G}}\left(\theta_{i}\right)\right| \leqslant 2 \max _{\mathbb{T}}|\overline{\mathrm{G}}| \leqslant 2 \epsilon$.

Notice, however, that, unless $\partial_{\hat{p}} g \in \mathbb{Z}^{n-1}$, maps in $\Psi_{g} \in \mathfrak{G}_{\dagger}$ do not induce well defined angle maps $q \in \mathbb{T}^{n} \mapsto\left(q_{1}, \hat{q}-q_{1} \partial_{\hat{p}} g(\hat{p})\right) \in \mathbb{T}^{n}$.

Now, let $f \in \mathbb{G}_{s}^{n}$ satisfy ${ }^{27}$ (8) and (13) for some $0<\delta \leqslant 1$ and $\beta>0$ with $N$ defined in (6), let $k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}$, recall (30) and define the following parameters ${ }^{28}$

$$
\begin{align*}
& \mathrm{R}=\alpha /|k|^{2}=\sqrt{\varepsilon} \mathrm{K}^{\nu} /|k|^{2}, \quad c_{2}=4 n^{\frac{3}{2}} c_{1}, \quad \mathrm{r}=\mathrm{R} / c_{2}, \quad \varepsilon_{k}=\frac{2 \varepsilon}{|k|^{2}}, \\
& \left.\hat{D}=\left\{\hat{I} \in \mathbb{R}^{n-1}:\left|\mathrm{p}_{k}^{\perp} \hat{\mathrm{A}}^{T} \hat{I}\right|<1, \min _{\substack{\ell \in \mathcal{G}_{\mathrm{K}}^{n} \\
\ell \notin \mathbb{Z} k}} \mid \mathrm{p}_{k}^{\perp} \hat{\mathrm{A}}^{T} \hat{I}\right) \cdot \ell \left\lvert\, \geqslant \frac{3 \alpha \mathrm{~K}}{|k|}\right.\right\}, \quad D=(-\mathrm{R}, \mathrm{R}) \times \hat{D}, \\
& \beta=\left\{\begin{array}{ll}
\varepsilon_{k} \beta, & \text { if }|k|_{1}<\mathrm{N} \\
\varepsilon_{k}\left|f_{k}\right|, & \text { if }|k|_{1} \geqslant \mathrm{~N},
\end{array} \quad \chi_{k}=\left\{\begin{array}{ll}
1, & \text { if }|k|_{1}<\mathrm{N} \\
\left|f_{k}\right|, & \text { if }|k|_{1} \geqslant \mathrm{~N}
\end{array}, \quad \epsilon=\mathrm{c}_{s} \varepsilon_{k} \chi_{k},\right.\right.  \tag{83}\\
& \mathrm{s}=\left\{\begin{array}{ll}
\min \left\{\frac{s}{2}, 1\right\}, & \text { if }|k|_{1}<\mathrm{N} \\
1, & \text { if }|k|_{1} \geqslant \mathrm{~N}
\end{array}, \quad \check{\mathrm{~s}}:=\left\{\begin{array}{ll}
s_{k}^{\prime}, & \text { if }|k|_{1}<\mathrm{N}, \\
1, & \text { if }|k|_{1} \geqslant \mathrm{~N}
\end{array}, \quad \mu=\vartheta=\frac{1}{\mathrm{~K}^{5 n}} .\right.\right.
\end{align*}
$$

Theorem 3.1 (Generic Standard Form at simple resonances). Let H be as in (19) with $f \in \mathbb{G}_{s}^{n}$ satisfying (8) and (13) for some $0<\delta \leqslant 1$ and $\beta>0$ with N defined in (6). Assume that ${ }^{\frac{\delta}{s}}$ $\mathrm{K}_{\mathrm{o}} \geqslant \max \left\{c_{2}, \mathbf{c}_{0}\right\}$. Then, with the definitions given in (83), the following holds for all $k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}$.
(i) There exists a real analytic symplectic transformation

$$
\begin{equation*}
\Phi_{\star}:(\mathrm{p}, \mathrm{q}) \in D \times \mathbb{R}^{n} \rightarrow(\mathrm{y}, \mathrm{x})=\Phi_{\star}(\mathrm{p}, \mathrm{q}) \in \mathbb{R}^{2 n} \tag{84}
\end{equation*}
$$

such that: $\Phi_{\star}$ fixes $\hat{\mathrm{p}}$ and ${ }^{30} \mathrm{q}_{1}$; for every $\hat{\mathrm{p}} \in \hat{D}$ the map $\left(\mathrm{p}_{1}, \mathrm{q}_{1}\right) \mapsto\left(\mathrm{y}_{1}, \mathrm{x}_{1}\right)$ is symplectic; the $(n+1)$-dimensional map ${ }^{31} \breve{\Phi}_{\star}$ depends only on the first $n+1$ coordinates $\left(p, q_{1}\right)$, is $2 \pi$-periodic in $q_{1}$ and, if $\mathscr{D}^{k}=\mathrm{A}^{-T} \mathcal{R}^{1, k}$ and $\overline{\mathrm{H}}_{k}$ are as in Theorem 2.1, one has ${ }^{32}$

$$
\begin{align*}
& \check{\Phi}_{\star}: D_{r} \times \mathbb{T}_{\check{s}} \rightarrow \mathscr{D}_{\tilde{r}_{k}}^{k} \times \mathbb{T}_{\check{s}}, \\
& \overline{\mathrm{H}}_{k} \circ \check{\Phi}_{\star}(\mathrm{p}, \mathrm{q})=: \frac{|k|^{2}}{2}\left(\mathrm{H}_{k}\left(\mathrm{p}, q_{1}\right)+\hat{h}_{k}(\hat{\mathrm{p}})\right),  \tag{85}\\
& \sup _{\hat{\mathrm{p}} \in \hat{D}_{2 r}}\left|\hat{h}_{k}(\hat{\mathrm{p}})-\hat{\mathcal{Q}}_{k}(\hat{\mathrm{p}})\right| \leqslant 6 \varepsilon_{k} \mu, \quad \hat{\mathcal{Q}}_{k}(\hat{\mathrm{p}}):=\frac{1}{|k|^{2}}\left|\mathrm{p}_{k}^{\perp} \hat{\mathrm{A}}^{T} \hat{\mathrm{p}}\right|^{2} .
\end{align*}
$$

(ii) $\mathrm{H}_{k}$ in (85) is in Generic Universal Form according to Definition 3.1:

$$
\mathrm{H}_{k}\left(\mathrm{p}, \mathrm{q}_{1}\right)=\left(1+v_{k}\left(\mathrm{p}, \mathrm{q}_{1}\right)\right) \mathrm{p}_{1}^{2}+\mathrm{G}_{k}\left(\hat{\mathrm{p}}, \mathrm{q}_{1}\right),
$$

having reference potential

$$
\begin{equation*}
\overline{\mathrm{G}}=\overline{\mathrm{G}}_{k}:=\varepsilon_{k} \pi_{\mathbb{Z} k} f, \tag{86}
\end{equation*}
$$

[^17]analyticity characteristics given in (83), and $\kappa$ verifying (81) with
\[

$$
\begin{equation*}
\mathrm{K}=\mathrm{\kappa}(n, s, \beta):=\max \left\{c_{2}, 4 \mathrm{c}_{s}, \mathrm{C}_{s} / \beta\right\} . \tag{87}
\end{equation*}
$$

\]

(iii) Finally, $\Phi_{\star}=\Phi_{1} \circ \Phi_{2} \circ \Phi_{3}$, where ${ }^{33}: \Phi_{1}:=\Psi_{g_{1}} \in \mathfrak{G}_{\dagger}$ with $g_{1}(\hat{\mathrm{p}}):=-\frac{1}{|k|^{2}}(\hat{\mathrm{~A}} k) \cdot \hat{\mathrm{p}} ; \Phi_{3}:=$ $\Psi_{\mathrm{g}_{3}} \in \mathfrak{G}_{\dagger}$ for a suitable real analytic function $\mathrm{g}_{3}(\hat{\mathrm{p}})$ satisfying

$$
\left|g_{3}\right|_{4 r}<\frac{\varepsilon_{k}}{r} \mu,
$$

and $\Phi_{2}(\mathrm{p}, \mathrm{q})=\left(\mathrm{p}_{1}+\eta_{2}, \hat{\mathrm{p}}, q_{1}, \hat{\mathrm{q}}+\chi_{2}\right)$ for suitable real analytic functions $\eta_{2}=\eta_{2}\left(\hat{\mathrm{p}}, q_{1}\right)$ and $\chi_{2}=\chi_{2}\left(\hat{p}, q_{1}\right)$ satisfying

$$
\left|\eta_{2}\right|_{4 r, \check{s}}<\frac{\varepsilon_{k} \chi_{k}}{r} \mu, \quad\left|\chi_{2}\right|_{2 r, \check{s}}<\frac{4 \varepsilon_{k} \chi_{k}}{r^{2}} \mu .
$$

Remark 3.3. (i) One of the main points of the above theorem is that the parameter $\kappa$ in (87) does not depend on $k$. Incidentally, we point out that $\kappa$ depends (indirectly) also on $\delta$, since $\delta$ appears in the definition of N and $\beta$ is the uniform Morse constant of the first N reference potentials.
(ii) Note that by (83), (85), (30) and (7)

$$
\begin{equation*}
\min \left\{\frac{s}{2}, 1\right\} \leqslant s \leqslant s \check{s} \leqslant s_{k}^{\prime} \tag{88}
\end{equation*}
$$

In particular, the composition $\overline{\mathrm{H}}_{k} \circ \check{\Phi}_{\star}$ is well defined; compare Theorem 2.1-(ii).
As for the action analyticity radii, notice that, by the definitions in (30), (64) and (83), one has

$$
\begin{equation*}
r_{k}=\mathrm{R}|k|, \quad \tilde{r}_{k}=\frac{\mathrm{R}}{c_{1}} . \tag{89}
\end{equation*}
$$

(iii) The three maps which define $\Phi_{\star}$ have the following purposes: The first one is needed to decouple the 'kinetic energy' of the 1-d.o.f. secular system; the second one is introduced so as to get a purely positional 1-dimensional potential; finally, the third one puts the momentum coordinate of the equilibria in 0 .
(iv) The proof is fully constructive and the explicit definition of $\mathrm{H}_{k}$ is given in (121), (99), (101), (113), (108) and (92) below.

### 3.2. Proof of the main theorem

The proof is articulated in three lemmata.
The first lemma shows how to 'block-diagonalize' the kinetic energy. For $k \in \mathcal{G}_{\mathrm{K}_{\mathrm{o}}}^{n}$, recall the definition of the matrices A and $\hat{A}$ in (61), and define ${ }^{34}$

$$
\mathrm{Y}=\mathrm{UY}:=\left(\begin{array}{cc}
1 & -\frac{1}{|k|^{2}}(\hat{\mathrm{~A}} k)^{T}  \tag{90}\\
0 & \mathrm{I}_{n-1}
\end{array}\right) \mathrm{Y}, \quad \text { i.e. } \quad\left\{\begin{array}{l}
\mathrm{Y}_{1}=\mathrm{Y}_{1}-\frac{1}{|k|^{2}} \hat{\mathrm{~A}} k \cdot \hat{\mathrm{Y}} \\
\hat{\mathrm{Y}}=\hat{\mathrm{Y}}
\end{array}\right.
$$

[^18]Then, one has
Lemma 3.1. (i) Let $\Phi_{1}$ be the map $\Phi_{1}(\mathrm{Y}, \mathrm{X})=\left(\mathrm{UY}, \mathrm{U}^{-T} \mathrm{X}\right)$. Then, $\Phi_{1}$ is symplectic and

$$
\begin{equation*}
\mathscr{D}^{k}=\mathrm{U} D, \quad \check{\Phi}_{1}: D_{4 \mathrm{r}} \times \mathbb{T}_{\check{s}} \rightarrow \mathscr{D}_{\tilde{r}_{k}}^{k} \times \mathbb{T}_{\check{s}} . \tag{91}
\end{equation*}
$$

(ii) Let

$$
\left\{\begin{array}{l}
\mathrm{G}_{\mathrm{o}}^{(1)}:=\varepsilon_{k} g_{\mathrm{o}}^{k}\left(\mathrm{~A}^{T} \mathrm{UY}\right), \quad \mathrm{G}^{(1)}\left(\mathrm{Y}, \mathrm{X}_{1}\right):=\varepsilon_{k} g^{k}\left(\mathrm{~A}^{T} \mathrm{UY}, \mathrm{X}_{1}\right),  \tag{92}\\
\overline{\mathrm{H}}^{(1)}\left(\mathrm{Y}, \mathrm{X}_{1}\right):=\mathrm{Y}_{1}^{2}+\mathrm{G}_{\mathrm{o}}^{(1)}(\mathrm{Y})+\mathrm{G}^{(1)}\left(\mathrm{Y}, \mathrm{X}_{1}\right), \quad\left\langle\mathrm{G}^{(1)}(\mathrm{Y}, \cdot)\right\rangle=0 .
\end{array}\right.
$$

Then, if $\overline{\mathrm{H}}_{k}$ is as in (67), one has

$$
\begin{equation*}
\overline{\mathrm{H}}_{k} \circ \check{\Phi}_{1}\left(\mathrm{Y}, \mathrm{X}_{1}\right)=\frac{|k|^{2}}{2} \overline{\mathrm{H}}^{(1)}\left(\mathrm{Y}, \mathrm{X}_{1}\right)+\frac{1}{2}\left|\mathrm{p}_{k}^{\perp} \hat{\mathrm{A}}^{T} \hat{\mathrm{Y}}\right|^{2} \tag{93}
\end{equation*}
$$

with $\overline{\mathrm{H}}^{(1)}$ real analytic on $D_{4 \mathrm{r}} \times \mathbb{T}_{\check{s}}$ and $\left\langle\mathrm{G}^{(1)}(\mathrm{Y}, \cdot)\right\rangle=0$, and the following estimates hold ${ }^{35}$ :

$$
\begin{equation*}
\left|\mathrm{G}_{\mathrm{o}}^{(1)}\right|_{4 \mathrm{r}} \leqslant \eta_{\mathrm{o}}:=2 \varepsilon_{k} \vartheta=\frac{2 \varepsilon_{k}}{\mathrm{~K}^{5 n}}, \quad\left|\mathrm{G}^{(1)}-\overline{\mathrm{G}}_{k}\right|_{4 \mathrm{r}, \check{s}} \leqslant \eta:=\chi_{k} \eta_{\mathrm{o}} \leqslant \eta_{\mathrm{o}} . \tag{94}
\end{equation*}
$$

Proof. (i) $\Phi_{1}$ is symplectic since it is generated by the generating function UY $\cdot \mathrm{x}$. From the definitions of A and U in, respectively, (61) and (90), it follows

$$
\begin{equation*}
\left(\mathrm{A}^{T} \mathrm{U}\right) \mathrm{Y}=\mathrm{Y}_{1} k+\hat{\mathrm{A}}^{T} \hat{\mathrm{Y}}-\frac{(\hat{\mathrm{A}} k) \cdot \hat{\mathrm{Y}}}{|k|^{2}} k=\mathrm{Y}_{1} k+\hat{\mathrm{A}}^{T} \hat{\mathrm{Y}}-\frac{\hat{\mathrm{A}}^{T} \hat{\mathrm{Y}} \cdot k}{|k|^{2}} k=\mathrm{Y}_{1} k+\mathrm{p}_{k}^{\perp} \hat{\mathrm{A}}^{T} \hat{\mathrm{Y}} . \tag{95}
\end{equation*}
$$

Thus, $\mathrm{y}=\left(\mathrm{A}^{T} \mathrm{U}\right) \mathrm{Y}$ if and only if $\mathrm{y} \cdot k=\mathrm{Y}_{1}|k|^{2}$ and $\mathrm{p}_{k}^{\perp} \mathrm{Y}=\mathrm{p}_{k}^{\perp} \hat{\mathrm{A}}^{T} \hat{\mathrm{Y}}$, which is equivalent to say $\left(\mathrm{A}^{T} \mathrm{U}\right) D=\mathcal{R}^{1, k}$, which in view of (64), is equivalent to $\mathscr{D}^{k}=\mathrm{U} D$. Now, by (61),

$$
\begin{equation*}
|\mathrm{U}|,\left|\mathrm{U}^{-1}\right| \leqslant n^{\frac{3}{2}} \tag{96}
\end{equation*}
$$

where, as usual, for a matrix $M$ we denote by $|M|=\sup _{u \neq 0}|M u| /|u|$ the standard operator norm. Thus, by (83) and (89) we have (for complex $z$ )

$$
\begin{equation*}
|z|<4 \mathrm{r} \Longrightarrow|\mathrm{U} z|<n^{\frac{3}{2}} 4 \mathrm{r}=4 n^{\frac{3}{2}} \frac{\mathrm{R}}{c_{2}}=\frac{\mathrm{R}}{c_{1}}=\tilde{r}_{k}, \tag{97}
\end{equation*}
$$

which, since $\mathrm{X}_{1}=\mathrm{x}_{1}$, implies that $\check{\Phi}_{1}: D_{4 \mathrm{r}} \times \mathbb{T}_{\check{\mathrm{s}}} \rightarrow \mathscr{D}_{\tilde{r}_{k}}^{k} \times \mathbb{T}_{\check{\mathrm{s}}}$, proving (91).
(ii) By the previous item, the composition $\bar{H}_{k} \circ \check{\Phi}_{1}$ is well defined and analytic on $D_{4 r} \times \mathbb{T}_{\check{s}}$. From (95) it follows that $\left|\mathrm{A}^{T} \mathrm{UY}\right|^{2}=|k|^{2} \mathrm{Y}_{1}^{2}+\left|\mathrm{p}_{k}^{\perp} \hat{\mathrm{A}}^{T} \hat{\mathrm{Y}}\right|^{2}$, and (93) follows. Notice that since $g^{k}(y, \cdot) \in \mathbb{B}_{s_{k}^{\prime}}^{1}$ (compare Lemma 2.1), $\mathbb{G}^{(1)}$ has zero average over $\mathbb{T}$.
By the definition of $G_{o}^{(1)}$ and $G^{(1)}$ in (92), by (97), (36) in ${ }^{36}$ Lemma 2.1, the estimates on $\left|G_{o}^{(1)}\right| 4 r$

[^19]and on $\left|G^{(1)}-\bar{G}_{k}\right|_{4 r, \check{s}}$ for $|k|_{1}<N$ in (94) follow. The estimate for $|k|_{1} \geqslant N$ in (94) follows from Lemma 2.2: see in particular (39), (40) and (9).

Next lemma shows how one can remove the dependence on $Y_{1}$ in the potential $G^{(1)}$.

Lemma 3.2. If let $\mathrm{K} \geqslant c_{2}$ then,

$$
\begin{equation*}
\frac{\eta_{0}}{r^{2}}<\frac{1}{2^{10}} \frac{\check{s}}{\pi+\stackrel{s}{s}}<1, \tag{98}
\end{equation*}
$$

and the following statements hold.
(i) The fixed point equation

$$
\begin{equation*}
\mathfrak{p}=-\frac{1}{2} \partial_{Y_{1}} G_{o}^{(1)}(\mathfrak{p}, \hat{P})-\frac{1}{2} \partial_{Y_{1}} G^{(1)}\left(\mathfrak{p}, \hat{P}, Q_{1}\right) \tag{99}
\end{equation*}
$$

has a unique solution $\mathfrak{p}:\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right) \in \hat{D} \times \mathbb{T} \mapsto \mathfrak{p}\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right) \in \mathbb{R}$ real analytic on $\hat{D}_{4 \mathrm{r}} \times \mathbb{T}_{\check{s}}$, satisfying

$$
\begin{equation*}
|\mathfrak{p}|_{4 r, \check{s}}<\frac{\eta_{o}}{3 r} . \tag{100}
\end{equation*}
$$

Furthermore, if we define

$$
\left\{\begin{array}{l}
\mathfrak{p}_{0}(\hat{\mathrm{P}}):=\langle\mathfrak{p}(\hat{\mathrm{P}}, \cdot)\rangle  \tag{101}\\
\tilde{\mathfrak{p}}:=\mathfrak{p}-\mathfrak{p}_{0}
\end{array}, \quad\left\{\begin{array}{l}
\phi\left(\hat{\mathrm{P}}, \mathrm{X}_{1}\right):=\int_{0}^{\mathrm{X}_{1}} \tilde{\mathfrak{p}}(\hat{\mathrm{P}}, \theta) d \theta \\
\hat{\mathfrak{q}}\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right):=-\partial_{\hat{\mathrm{P}}} \phi\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right)
\end{array}\right.\right.
$$

then, $\mathrm{Q}_{1} \rightarrow \hat{\mathfrak{q}}\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right)$ is a real analytic periodic function, and one has

$$
\begin{equation*}
\left|\mathfrak{p}_{\mathrm{o}}\right|_{4 \mathrm{r}}<\frac{1}{3} \frac{\eta_{\mathrm{o}}}{r}, \quad|\tilde{\mathfrak{p}}|_{4 r, \check{s}}<\frac{1}{3} \frac{\eta}{r}, \quad|\hat{\mathfrak{q}}|_{2 r, \check{s}}<\frac{\eta}{6 r^{2}}(\pi+\check{s}) . \tag{102}
\end{equation*}
$$

(ii) The real analytic symplectic map $\Phi_{2}$ generated by $\mathrm{P} \cdot \mathrm{X}+\phi\left(\hat{\mathrm{P}}, \mathrm{X}_{1}\right)$, namely,

$$
\Phi_{2}:(\mathrm{P}, \mathrm{Q}) \mapsto(\mathrm{Y}, \mathrm{X}) \quad \text { with } \quad\left\{\begin{array}{l}
\mathrm{Y}_{1}=\mathrm{P}_{1}+\tilde{\mathfrak{p}}\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right)  \tag{103}\\
\hat{\mathrm{Y}}=\hat{\mathrm{P}}
\end{array}, \quad\left\{\begin{array}{l}
\mathrm{X}_{1}=\mathrm{Q}_{1} \\
\hat{\mathrm{X}}=\hat{\mathrm{Q}}+\hat{\mathrm{q}}\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right)
\end{array}\right.\right.
$$

satisfies:

$$
\begin{equation*}
\check{\Phi}_{2}: D_{2 r} \times \mathbb{T}_{\check{s}} \rightarrow D_{3 r} \times \mathbb{T}_{\check{s}}, \tag{104}
\end{equation*}
$$

and

$$
\begin{align*}
\overline{\mathrm{H}}^{(2)}\left(\mathrm{P}, \mathrm{Q}_{1}\right): & :=\overline{\mathrm{H}}^{(1)} \circ \check{\Phi}_{2}\left(\mathrm{P}, \mathrm{Q}_{1}\right)  \tag{105}\\
& =\left(1+\tilde{\mathrm{v}}\left(\mathrm{P}, \mathrm{Q}_{1}\right)\right)\left(\mathrm{P}_{1}-\mathfrak{p}_{0}(\hat{\mathrm{P}})\right)^{2}+\mathrm{G}_{\sharp}^{\mathrm{O}}(\hat{\mathrm{P}})+\mathrm{G}_{k}\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right),
\end{align*}
$$

for suitable functions $\tilde{\mathrm{v}}, \mathrm{G}_{\sharp}^{0}$ and $\mathrm{G}_{k}$ (explicitly defined in (113) below, with $\left\langle\mathrm{G}_{k}\right\rangle=0$ ) real analytic on, respectively, $D_{2 r} \times \mathbb{T}_{\check{s}}, \hat{D}_{2 r}$ and $\hat{D}_{2 r} \times \mathbb{T}_{\check{s}}$, which satisfy the bounds:

$$
\begin{equation*}
|\tilde{v}|_{2 r, \check{s}} \leqslant \frac{\eta_{0}}{r^{2}}, \quad\left|G_{\sharp}^{0}\right|_{2 r} \leqslant 3 \eta_{0} \quad\left|G_{k}-\bar{G}_{k}\right|_{2 r, \check{s}} \leqslant 2 \eta . \tag{106}
\end{equation*}
$$

Proof. We start by proving (98). Recalling (88), (7) and (41), we have

$$
\begin{equation*}
\frac{\pi+\check{s}}{\check{s}} \leqslant 1+2 \pi \mathrm{c}_{s}<8 \mathrm{c}_{s}<\mathrm{K} . \tag{107}
\end{equation*}
$$

Now, by the definitions in (94), (93), (83), (30), we find

$$
\frac{\eta_{0}}{r^{2}}=4 c_{2}^{2} \frac{|k|^{2}}{\mathrm{~K}^{14 n+4}} \stackrel{(107)}{\leqslant} 4 c_{2}^{2} \frac{1}{\mathrm{~K}^{14 n+1}} \frac{\check{\mathrm{~s}}}{\pi+\mathrm{s}},
$$

which yields (98) since, by assumption, $\mathrm{K}>\mathrm{K}_{\mathrm{o}} \geqslant c_{2}$.
(i) Let us denote by $\mathbf{X}:=\hat{D}_{4 r, \check{s}} \times \mathbb{T}_{\check{s}}$ and by $\mathcal{X}$ the complete metric space formed by the real analytic complex-valued functions $u: \mathbf{X} \rightarrow\{z \in \mathbb{C}:|z| \leqslant r / 2\}$, equipped with the metric given by the distance in sup-norm on $\mathbf{X}$. Let us also denote:

$$
\begin{equation*}
\mathrm{G}^{\sharp}:=\mathrm{G}_{\mathrm{O}}^{(1)}+\mathrm{G}^{(1)}, \quad \quad \tilde{\mathrm{G}}^{\sharp}:=\mathrm{G}^{(1)}-\overline{\mathrm{G}}_{k} . \tag{108}
\end{equation*}
$$

Note that $\mathrm{G}^{(1)}$ and $\tilde{\mathrm{G}}^{\sharp}$ have zero average. Consider the operator $F: u \in \mathcal{X} \mapsto F(u)$, where $F(u)\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right):=-\frac{1}{2} \partial_{\mathrm{Y}_{1}} \mathrm{G}^{\sharp}\left(u\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right), \hat{\mathrm{P}}, \mathrm{Q}_{1}\right)$. If $u \in \mathcal{X}$, then, by Cauchy estimate we get

$$
\begin{align*}
\sup _{\mathbf{X}}|F(u)| & =\frac{1}{2} \sup _{\mathbf{X}}\left|\partial_{\mathrm{Y}_{1}} \mathrm{G}^{\sharp}\left(u\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right), \hat{\mathrm{P}}, \mathrm{Q}_{1}\right)\right| \\
& =\frac{1}{2} \sup _{\mathbf{X}}\left|\partial_{\mathrm{Y}_{1}}\left[\mathrm{G}^{\sharp}\left(u\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right), \hat{\mathrm{P}}, \mathrm{Q}_{1}\right)-\overline{\mathrm{G}}_{k}\left(\mathrm{Q}_{1}\right)\right]\right| \\
& \leqslant \frac{1}{2} \frac{\left|\mathrm{G}^{\sharp}-\overline{\mathrm{G}}_{k}\right|_{4 r, \check{\mathrm{~s}}}}{4 r-\frac{r}{2}} \\
& \stackrel{(94)}{\leqslant} \frac{1}{2} \frac{\eta_{\mathrm{o}}+\eta}{4 r-\frac{r}{2}} \leqslant \frac{2}{7} \frac{\eta_{\mathrm{o}}}{\mathrm{r}} \stackrel{(98)}{<} \frac{2}{7} r<\frac{r}{2} . \tag{109}
\end{align*}
$$

Thus, $F: \mathcal{X} \rightarrow \mathcal{X}$. Let us check that $F$ is, in fact, a contraction on $\mathcal{X}$. If $u, v \in \mathcal{X}$, then, again, by Cauchy estimate, (94) and (98), we get ${ }^{37}$

$$
\begin{align*}
\sup _{\mathbf{X}}|F(u)-F(v)| & \leqslant \frac{1}{2} \sup _{\mathbf{X}}\left|\partial_{\mathrm{Y}_{1}}\left(\mathrm{G}^{\sharp}\left(u, \hat{\mathrm{P}}, \mathrm{Q}_{1}\right)-\mathrm{G}^{\sharp}\left(v, \hat{\mathrm{P}}, \mathrm{Q}_{1}\right)\right)\right| \\
& \leqslant \frac{1}{2}\left|\partial_{\mathrm{Y}_{1}}^{2}\left(\mathrm{G}^{\sharp}-\overline{\mathrm{G}}_{k}\right)\right| \frac{\mathrm{r}}{2}, \check{\mathrm{~s}}
\end{aligned} \cdot \sup _{\mathbf{X}}|u-v| \quad \begin{aligned}
& \leqslant \frac{1}{2} \frac{\left|\mathrm{G}^{\sharp}-\overline{\mathrm{G}}_{k}\right|_{4 \mathrm{r}, \check{\mathrm{~s}}}}{\left(4 \mathrm{r}-\frac{r}{2}\right)^{2}} \cdot \underset{\mathbf{X}}{\sup ^{2}}|u-v| \\
& \stackrel{(94)}{\leqslant} \frac{4}{49} \frac{\eta_{\mathrm{o}}}{\mathrm{r}^{2}} \cdot \sup _{\mathbf{X}}|u-v| \stackrel{(98)}{<} \frac{1}{8} \cdot \sup _{\mathbf{X}}|u-v|,
\end{align*}
$$

[^20]showing that $F$ is a contraction on $\mathcal{X}$. Thus, by the standard Contraction Lemma, it follows that there exists a unique $\mathfrak{p} \in \mathcal{X}$ solving (99).

Since $\mathfrak{p}=F(\mathfrak{p})$, one sees that (100) follows from (109).
The first bound in (102) follows immediately from (100).
To prove the second estimate in (102), write ${ }^{38}$

$$
\begin{equation*}
\partial_{\mathrm{Y}_{1}} \mathrm{G}^{\sharp}(\mathfrak{p})=\partial_{\mathrm{Y}_{1}} \mathrm{G}^{\sharp}\left(\mathfrak{p}_{\mathrm{o}}+\tilde{\mathfrak{p}}\right)=\partial_{\mathrm{Y}_{1}} \mathrm{G}^{\sharp}\left(\mathfrak{p}_{\mathrm{o}}\right)+w \tilde{\mathfrak{p}}, \quad \text { with } \quad w:=\int_{0}^{1} \partial_{\mathrm{Y}_{1}}^{2} \mathrm{G}^{\sharp}\left(\mathfrak{p}_{\mathrm{o}}+t \tilde{\mathfrak{p}}\right) d t . \tag{111}
\end{equation*}
$$

As above, by Cauchy estimates,

$$
\begin{equation*}
|w|_{4 r, \check{s}} \leqslant \frac{2}{49} \frac{\eta_{\mathrm{o}}+\eta}{r^{2}}<\frac{1}{8} . \tag{112}
\end{equation*}
$$

Thus, by (111), Cauchy estimates, and (112), observing that ${ }^{39}\left\langle\partial_{Y_{1}} G^{(1)}\left(\mathfrak{p}_{o}\right)\right\rangle=0$, one finds

$$
\begin{aligned}
|\tilde{\mathfrak{p}}|=\left|\mathfrak{p}-\mathfrak{p}_{\mathrm{o}}\right| & \stackrel{(111)}{=} \frac{1}{2}\left|\partial_{\mathrm{Y}_{1}} \mathcal{G}^{\sharp}\left(\mathfrak{p}_{\mathrm{o}}\right)-\left\langle\partial_{\mathrm{Y}_{1}} \mathrm{G}^{\sharp}\left(\mathfrak{p}_{\mathrm{o}}\right)\right\rangle+w \tilde{\mathfrak{p}}-\langle w \tilde{\mathfrak{p}}\rangle\right| \\
& =\frac{1}{2}\left|\partial_{\mathrm{Y}_{1}} \mathcal{G}^{(1)}\left(\mathfrak{p}_{\mathrm{o}}\right)-\left\langle\partial_{\mathrm{Y}_{1}} \mathrm{G}^{(1)}\left(\mathfrak{p}_{\mathrm{o}}\right)\right\rangle+w \tilde{\mathfrak{p}}-\langle w \tilde{\mathfrak{p}}\rangle\right| \\
& =\frac{1}{2}\left|\partial_{\mathrm{Y}_{1}}\left(\mathcal{G}^{(1)}\left(\mathfrak{p}_{\mathrm{o}}\right)-\overline{\mathrm{G}}_{k}\right)+w \tilde{\mathfrak{p}}-\langle w \tilde{\mathfrak{p}}\rangle\right| \\
& \stackrel{\text { (94),(112) }}{\leqslant} \frac{1}{2}\left(\frac{2}{7} \frac{\eta}{r}\right)+\frac{1}{2}|\tilde{\mathfrak{p}}|,
\end{aligned}
$$

which yields immediately the second bound in (102).
Next, since $\tilde{\mathfrak{p}}$ has zero average over the torus, the function $\phi$ defined in (101) defines a (real analytic) periodic function such that $\partial_{\mathrm{X}_{1}} \phi=\tilde{\mathfrak{p}}$. Furthermore, by the second estimate in (102), one has ${ }^{40}|\phi|_{4 r, \check{s}}<\frac{\eta}{3 r}(\pi+\check{s})$, so that, by Cauchy estimates, also last bounds in (102) follow.
(ii) By the definition of $\Phi_{2}$ in (103), by (102) and (98), the relations in (104) follow at once.

Now, define ${ }^{41}$

$$
\left\{\begin{array}{l}
\tilde{\mathrm{v}}\left(\mathrm{P}, \mathrm{Q}_{1}\right):=\int_{0}^{1}(1-t) \partial_{\mathrm{Y}_{1}}^{2} \mathrm{G}^{\sharp}\left(\mathfrak{p}_{\mathrm{o}}+t\left(\mathrm{P}_{1}-\mathfrak{p}_{\mathrm{o}}\right), \hat{\mathrm{P}}, \mathrm{Q}_{1}\right) d t,  \tag{113}\\
\mathrm{G}_{\sharp}^{\mathrm{o}}(\hat{\mathrm{P}}):=\left\langle\mathfrak{p}(\hat{\mathrm{P}}, \cdot)^{2}\right\rangle+\left\langle\mathrm{G}^{\sharp}(\mathfrak{p}(\cdot, \hat{\mathrm{P}}), \hat{\mathrm{P}}, \cdot)\right\rangle, \\
\mathrm{G}_{k}\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right):=\mathfrak{p}\left(\hat{\mathrm{P}}, \mathrm{Q}_{1}\right)^{2}+\mathrm{G}^{\sharp}\left(\mathfrak{p}\left(\mathrm{Q}_{1}, \hat{\mathrm{P}}\right), \hat{\mathrm{P}}, \mathrm{Q}_{1}\right)-\mathrm{G}_{\sharp}^{\mathrm{O}}(\hat{\mathrm{P}}),
\end{array}\right.
$$

[^21]then, by Taylor's formula, (92), (103), (108) and (99), one finds ${ }^{42}$
\[

$$
\begin{align*}
& \bar{H}^{(2)}\left(P_{1}, Q_{1}\right):=\bar{H}^{(1)} \circ \check{\Phi}_{2}\left(P_{1}, Q_{1}\right)=\left(P_{1}+\tilde{\mathfrak{p}}\right)^{2}+G^{\sharp}\left(P_{1}+\tilde{\mathfrak{p}}, Q_{1}\right) \\
& \stackrel{(101)}{=}\left(\mathfrak{p}+\left(P_{1}-\mathfrak{p}_{0}\right)\right)^{2}+G^{\sharp}\left(\mathfrak{p}+\left(P_{1}-\mathfrak{p}_{0}\right), Q_{1}\right) \\
& \stackrel{(113)}{=}\left(P_{1}-\mathfrak{p}_{0}\right)^{2}+2\left(P_{1}-\mathfrak{p}_{0}\right) \mathfrak{p}+\mathfrak{p}^{2}+G^{\sharp}\left(\mathfrak{p}, Q_{1}\right)+\partial_{Y_{1}} G^{\sharp}\left(\mathfrak{p}, Q_{1}\right)\left(P_{1}-\mathfrak{p}_{0}\right) \\
& +\left(P_{1}-\mathfrak{p}_{0}\right)^{2} \tilde{v} \\
& \stackrel{(99)}{=}(1+\tilde{v})\left(P_{1}-\mathfrak{p}_{0}\right)^{2}+\mathfrak{p}^{2}+G^{\sharp}\left(\mathfrak{p}, Q_{1}\right) \\
& \stackrel{(113)}{=}(1+\tilde{v})\left(P_{1}-\mathfrak{p}_{0}\right)^{2}+G_{\sharp}^{0}+G_{k}\left(Q_{1}\right), \tag{114}
\end{align*}
$$
\]

proving (105).
Let us now prove (106). Note that for $\mathrm{P} \in D_{2 r}$ by (98) and (102) the segment $\left(\mathfrak{p}_{o}+t\left(\mathrm{P}_{1}-\mathfrak{p}_{o}\right), \hat{\mathrm{P}}\right)$, $t \in[0,1]$, still belongs to $D_{\frac{5}{2}}$ r, hence, by definition of $\tilde{v}$ in (113), by Cauchy estimate ${ }^{43}$ and (94) one obtains the first estimate in (106).
By the definition of $G_{\sharp}^{0}$ in (113), by (100), (94) and (98) one gets immediately the second estimate in (106).
As for the third estimate in (106), by the definitions given, one has that ${ }^{44}$

$$
\begin{equation*}
\mathrm{G}_{k}-\overline{\mathrm{G}}_{k}=\left(\mathfrak{p}^{2}-\left\langle\mathfrak{p}^{2}\right\rangle\right)+\left(\mathrm{G}^{\sharp}(\mathfrak{p}, \cdot)-\left\langle\mathrm{G}^{\sharp}(\mathfrak{p}, \cdot)\right\rangle-\overline{\mathrm{G}}_{k}\right) . \tag{115}
\end{equation*}
$$

Let us estimate the terms in brackets separately. For $\hat{\mathrm{P}} \in \hat{D}_{2 r}$ and $Q_{1} \in \mathbb{T}_{\check{s}}$, one finds

$$
\begin{equation*}
\left|\mathfrak{p}^{2}-\left\langle\mathfrak{p}^{2}\right\rangle\right|=\left|2 \tilde{\mathfrak{p}} \mathfrak{p}_{\mathrm{o}}+\tilde{\mathfrak{p}}^{2}-\left\langle\tilde{\mathfrak{p}}^{2}\right\rangle\right| \leqslant\left(2\left|\mathfrak{p}_{\mathrm{o}}\right|+2|\tilde{\mathfrak{p}}|\right)|\tilde{\mathfrak{p}}| \stackrel{(102)}{\leqslant} \frac{4}{9} \eta_{\mathrm{o}} \frac{\eta}{r^{2}} \stackrel{(98)}{<} \frac{\eta}{2} . \tag{116}
\end{equation*}
$$

To estimate the second term in (115), we define

$$
z(t):=\mathrm{G}^{\sharp}\left(\mathfrak{p}_{\mathrm{o}}+t \tilde{\mathfrak{p}}, \mathrm{Q}_{1}\right)-\left\langle\mathrm{G}^{\sharp}\left(\mathfrak{p}_{\mathrm{o}}+t \tilde{\mathfrak{p}}, \cdot\right)\right\rangle,
$$

and observe that $($ recall $(108)) z(0)=\mathrm{G}^{(1)}\left(\mathfrak{p}_{0}, \mathfrak{Q}_{1}\right)$ and that, by Cauchy estimates, we get ${ }^{45}$

$$
\begin{align*}
\left|z^{\prime}(s)\right| & \leqslant|\tilde{\mathfrak{p}}| \int_{0}^{1}\left|\partial_{\mathrm{Y}_{1}}\left(\mathrm{G}^{\sharp}\left(\mathfrak{p}_{\mathrm{o}}+t \tilde{\mathfrak{p}}, Q_{1}\right)-\left\langle\mathrm{G}^{\sharp}\left(\mathfrak{p}_{\mathrm{o}}+t \tilde{\mathfrak{p}}, \cdot\right)\right\rangle\right)\right| d t \\
& \leqslant|\tilde{\mathfrak{p}}| \frac{2\left|\mathrm{G}^{\sharp}\right|_{4 r, \check{s}}}{4 r-\frac{r}{2}} \leqslant|\tilde{\mathfrak{p}}| \frac{4 \eta_{\mathrm{o}}}{4 r-\frac{r}{2}} \stackrel{(102)}{<} \frac{8}{21} \frac{\eta_{\mathrm{o}}}{\mathrm{r}^{2}} \eta \stackrel{(98)}{<} \frac{1}{2} \eta . \tag{117}
\end{align*}
$$

$42 g\left(t_{0}+\tau\right)=g\left(t_{0}\right)+g^{\prime}\left(t_{0}\right) \tau+\left(\int_{0}^{1}(1-t) g^{\prime \prime}\left(t_{0}+t \tau\right) d t\right) \tau^{2}$ with $g=\mathrm{G}^{\mathrm{I}}\left(\cdot, \mathrm{Q}_{1}\right), t_{0}=\mathfrak{p}$ and $\tau=\mathrm{P}_{1}-\mathfrak{p}_{\mathrm{o}}$. For ease of notation we drop the (dumb) dependence upon $\hat{P}$ in these formulae.
43 Compare, also, the estimates done in (110).
44 Dropping, again, in the notation the dumb variable $\hat{P}$.
45 Reasoning as in (109).

Thus,

$$
\left|\mathrm{G}^{\sharp}(\mathfrak{p}, \cdot)-\left\langle\mathrm{G}^{\sharp}(\mathfrak{p}, \cdot)\right\rangle-\overline{\mathrm{G}}_{k}\right| \leqslant\left|z(0)-\overline{\mathrm{G}}_{k}\right|+\int_{0}^{1}\left|z^{\prime}(t)\right| d t \leqslant\left|\mathrm{G}^{(1)}\left(\mathfrak{p}_{0}, \cdot\right)-\overline{\mathrm{G}}_{k}\right|+\frac{1}{2} \eta \stackrel{(94)}{\leqslant} \frac{3}{2} \eta .
$$

Putting together this estimate and (116) one gets also the third estimate in (106).
The final transformation is again just a translation, which is done so that all equilibria of the secular system will lie on the angle-axis in its 2-dimensional phase space.

Lemma 3.3. The real analytic symplectic map $\Phi_{3} \in \mathfrak{G}_{\dagger}$ defined as

$$
\Phi_{3}:(\mathrm{p}, \mathrm{q}) \mapsto(\mathrm{P}, \mathrm{Q}) \quad \text { with } \quad\left\{\begin{array}{l}
\mathrm{P}_{1}=\mathrm{p}_{1}+\mathfrak{p}_{0}(\hat{\mathrm{p}})  \tag{118}\\
\hat{\mathrm{p}}=\hat{\mathrm{p}}
\end{array}, \quad\left\{\begin{array}{l}
Q_{1}=\mathrm{q}_{1} \\
\hat{\mathrm{Q}}=\hat{\mathrm{q}}-\mathrm{q}_{1} \partial_{\hat{\mathrm{p}}} \mathfrak{p}_{0}(\hat{\mathrm{p}})
\end{array}\right.\right.
$$

satisfies

$$
\begin{equation*}
\check{\Phi}_{3}: D_{r} \times \mathbb{T}_{\check{s}} \rightarrow D_{2 r} \times \mathbb{T}_{\check{s}} \tag{119}
\end{equation*}
$$

Furthermore, one has:

$$
\begin{equation*}
\overline{\mathrm{H}}^{(2)} \circ \check{\Phi}_{3}\left(\mathrm{p}, \mathrm{q}_{1}\right)=\left(1+v_{k}\left(\mathrm{p}, \mathrm{q}_{1}\right)\right) \mathrm{p}_{1}^{2}+\mathrm{G}_{\sharp}^{0}(\hat{\mathrm{p}})+\mathrm{G}_{k}\left(\hat{\mathrm{p}}, \mathrm{q}_{1}\right), \tag{120}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{k}\left(\mathrm{p}, q_{1}\right):=\tilde{v}\left(\mathfrak{p}_{\mathrm{o}}(\hat{\mathrm{p}})+\mathrm{p}_{1}, \hat{\mathrm{p}}, q_{1}\right), \tag{121}
\end{equation*}
$$

and the following bounds hold:

$$
\begin{equation*}
\left|v_{k}\right|_{r, \check{s}} \leqslant \frac{\eta_{\mathrm{o}}}{r^{2}}, \quad\left|G_{\sharp}^{\mathrm{o}}\right|_{2 r} \leqslant 3 \eta_{\mathrm{o}} \quad\left|G_{k}-\overline{\mathrm{G}}_{k}\right|_{2 r, \check{s}} \leqslant 2 \eta . \tag{122}
\end{equation*}
$$

Proof. Just observe that, if $\left|p_{1}\right|<r$, then, by (102) and (98), it follows that, for all $p \in D_{r}$,

$$
\left|\mathfrak{p}_{\mathrm{o}}(\hat{\mathrm{p}})+\mathrm{p}_{1}\right|<\frac{\eta_{o}}{3 r}+r \leqslant \frac{r}{3}+r=\frac{4}{3} r<2 r,
$$

so that (119) holds. Finally, by (106), we get ${ }^{46}$ (122).
We are ready for the
Proof of Theorem 3.1. Recall the definitions of $\Phi_{j}, 1 \leqslant j \leqslant 3$, in, respectively, Lemma 3.1, (103) and (118) and define $\Phi_{\star}:=\Phi_{1} \circ \Phi_{2} \circ \Phi_{3}$, and $\hat{h}_{k}(\hat{I}):=\frac{1}{|k|^{2}}\left|\mathrm{p}_{k}^{\perp} \hat{\mathrm{A}}^{T} \hat{I}\right|^{2}+\mathrm{G}_{\sharp}^{\mathrm{o}}(\hat{I})$. Then, the expression for $\mathrm{H}_{k}$ in (85) follows by (93), (105) and (120).
$\overline{46 \mathrm{G}_{k} \text { and }} \overline{\mathrm{G}}_{k}$ are the same as in (106) of Lemma 3.2.

By (119) and Lemma 3.3, the Hamiltonian function $H_{k}$ is real analytic on $D_{\Upsilon} \times \mathbb{T}_{\check{s}}$, where $D=$ $(-\mathrm{R}, \mathrm{R}) \times \hat{D}$ (compare (83)).
By (13) and Proposition 1.2 we have that $\overline{\mathrm{G}}_{k}$ in (86) is $\beta$-Morse with $\beta$ as in (83).
Let us, now, estimate $\left|\overline{\mathrm{G}}_{k}\right|_{\mathrm{s}}$. Consider, first, $|k|_{1}<\mathrm{N}$. Then, estimating $\left|f_{j k}\right|$ by $e^{-|j||k|_{1} s}$, by the definition of $s$, we get

$$
\begin{aligned}
\left|\overline{\mathrm{G}}_{k}\right|_{\mathrm{s}} & \stackrel{(86)}{=} \varepsilon_{k}\left|\pi_{\mathbb{Z} k} f\right|_{\mathrm{s}} \leqslant \varepsilon_{k}\left|\pi_{\mathbb{Z} k} f\right|_{s / 2}=\varepsilon_{k} \sum_{j \neq 0}\left|f_{j k}\right| e^{\frac{|j||k|_{1} s}{2}} \\
& \leqslant \frac{8 \varepsilon}{|k|^{2}} \frac{e^{-s / 2}}{2\left(1-e^{-s / 2}\right)}<\frac{8 \varepsilon}{|k|^{2}} \frac{1}{s} .
\end{aligned}
$$

If $|k|_{1} \geqslant \mathrm{~N}$ one has

$$
\left|\overline{\mathrm{G}}_{k}\right|_{\mathrm{s}}=\left|\overline{\mathrm{G}}_{k}\right|_{1} \stackrel{(9)}{=} \frac{4 \varepsilon}{|k|^{2}}\left|f_{k}\right|\left|\cos \left(\theta+\theta_{k}\right)+F_{\star}^{k}(\theta)\right|_{1} \stackrel{(10)}{\leqslant} \frac{4 \varepsilon}{|k|^{2}}\left|f_{k}\right|\left(\cosh 1+2^{-40}\right)<\frac{8 \varepsilon}{|k|^{2}}\left|f_{k}\right| .
$$

Thus, by definitions of $\chi_{k}$ in (83) and $c_{s}$, one gets

$$
\begin{equation*}
\left|\overline{\mathrm{G}}_{k}\right|_{\mathrm{s}} \leqslant \epsilon, \tag{123}
\end{equation*}
$$

with $\epsilon$ as in (83). Next, since $\chi_{k} \leqslant 1 \leqslant \mathrm{c}_{s}$,

$$
\begin{equation*}
\left|\mathrm{G}_{k}-\overline{\mathrm{G}}_{k}\right|_{\mathrm{r}, \mathrm{~s}} \stackrel{(106)}{\leqslant} 2 \eta \stackrel{(94)}{=} \frac{8 \varepsilon}{|k|^{2}} \chi_{k} \vartheta \stackrel{(83)}{\leqslant} \epsilon \mu \tag{124}
\end{equation*}
$$

By (122), (83), (94), using the inequalities $|k| \leqslant K_{\mathrm{o}} \leqslant \mathrm{K} / 6$, recalling (85), (30), and the hypothesis $\mathrm{K}_{\mathrm{o}} \geqslant c_{2}$ (in the last inequality), one sees that

$$
\begin{equation*}
\left|v_{k}\right|_{\Upsilon, \mathrm{s}} \leqslant c_{2}^{2} \frac{|k|^{2}}{\mathrm{~K}^{2 \nu}} \vartheta \leqslant \frac{c_{2}^{2}}{36} \frac{1}{\mathrm{~K}^{2(\nu-1)}} \vartheta<\vartheta=\mu . \tag{125}
\end{equation*}
$$

Then (79) follows by (123), (124) and (125).
Finally, observe that, by the definitions in (83) and (94) one has

$$
\epsilon / \beta= \begin{cases}\frac{4 \mathrm{c}_{s}}{\beta}, & \text { if }|k|_{1}<\mathrm{N}  \tag{126}\\ 4 \mathrm{C}_{s}, & \text { if }|k|_{1} \geqslant \mathrm{~N}\end{cases}
$$

Then, (81) with $\kappa$ as in (87), follows immediately by the definitions in (83), (80) and (126).
It remains to prove claim (iii): From (118), it follows that $g_{3}=\mathfrak{p}_{0}$, and from (103), it follows that $\eta_{2}=\tilde{\mathfrak{p}}$ and $\chi_{2}=\hat{\mathfrak{q}}$. The relative estimates follow immediately by (102), (94), (40) and (83).
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[^1]:    ${ }^{1}$ I.e., tori which are not a continuous deformation of integrable $(\varepsilon=0)$ flat tori; for references, see [25], [23], [31], [1], [6], [19], [7].
    ${ }^{2}$ See [2]; compare also, e.g., [11], [14], [33], [22], [32], [15], [9], [16], [21], [17], [10], [12].

[^2]:    ${ }^{3}$ Compare [26], [4], [30], [13], [27], [14], [18], [8], [28].
    4 Primary tori are smooth deformation of the flat Lagrangian integrable $(\varepsilon=0)$ tori.

[^3]:    ${ }^{5}$ See, [3, Remark 6.18, § 6.3-C].
    ${ }^{6}$ As usual $|k|_{1}:=\sum\left|k_{j}\right|$.

[^4]:    ${ }^{7}$ In fact, if $s \geqslant 1$ then $\mathrm{N} \geqslant 2 \geqslant 2 / s$, while if $s<1$ then the logarithm in (6) is larger than one, so that $\mathrm{N} \geqslant 2 / s$ also in this case.

[^5]:    ${ }^{8}$ Compare, e.g., Corollary 10, p. 9 of [20].

[^6]:    ${ }^{9}$ Here, we explicitly indicate the dependence on $\delta$, while $n$ and $s$ are fixed. Recall that $\mathrm{N}(\delta)$ is decreasing.
    $10 \mathbb{Z}_{\star}^{n}$ was defined in (2).
    11 By Tychonoff's Theorem, $\mathrm{D}_{\star}^{\mathbb{Z}_{\star}^{n}}$ with the product topology is a compact Hausdorff space.
    $12 f$ is real analytic so that $f_{-k}=\bar{f}_{k}$.

[^7]:    $\overline{13 \text { Recall (14). }}$

[^8]:    ${ }^{14}|u|:=\sqrt{u \cdot \bar{u}}$ denotes the standard Euclidean norm on vectors $u \in \mathbb{C}^{n}$ (and its subspaces); 'bar', as usual, denotes complex-conjugated.

[^9]:    15 In these identities, the first symbol is the one used here, the second one is that used in [6].

[^10]:    16 This lemma should be compared with Theorem 2.1 in [6].

[^11]:    

[^12]:    18 A similar result can be found in [6, p. 3533].

[^13]:    ${ }^{19} \mathrm{SL}(n, \mathbb{Z})$ denotes the group of $n \times n$ matrices with entries in $\mathbb{Z}$ and determinant $1 ;|M|_{\infty}$, with $M$ matrix (or vector), denotes the maximum norm $\max _{i j}\left|M_{i j}\right|\left(\right.$ or $\left.\max _{i}\left|M_{i}\right|\right)$.
    $20 \widetilde{\mathcal{R}}^{1, k}$ is defined in (43); recall, also, (30).

[^14]:    21 Recall (30).
    22 See Appendix A of [6, p. 3564] for a detailed proof.
    23 Notice that the bound on $\left|\mathrm{A}^{-1}\right|_{\infty}$ follows from D'Alembert expansion of determinants, observing that for any $m \times m$ matrix M , one has $|\operatorname{det} \mathrm{M}| \leqslant m^{m / 2}|\mathrm{M}|_{\infty}^{m}$.

[^15]:    $\overline{24} \mathrm{~b}_{0}$ is defined in Lemma 2.1.

[^16]:    25 Recall Definition 1.3.

[^17]:    $\overline{27}$ Recall that by Lemma 1.2 such $\delta$ and $\beta$ always exist.
    28 Here and in what follows we shall not always indicate explicitly the dependence upon $k$. Recall the definitions of $c_{1}$, $\hat{A}$ and $c_{s}$ in, respectively, (64) Lemma 2.6 and (7).
    ${ }^{29} \mathbf{c}_{\mathbf{0}}$ is defined in Theorem 2.1.
    ${ }^{30}$ I.e., in (84) it is $y=\hat{p}, x_{1}=q_{1}$.
    31 Recall the notation in (82).
    $32 r_{k}$ and $s_{k}^{\prime}$ are defined in (30), $\tilde{r}_{k}$ in (64).

[^18]:    ${ }^{33}$ Recall Definition 3.2.
    ${ }^{34} \mathrm{I}_{m}$ denotes the ( $m \times m$ )-identity matrix and recall the notation in (82).

[^19]:    $35 \vartheta$ is defined in (40); $\overline{\mathrm{G}}_{k}$ is the reference potential in (86). Notice that, by (83), $\chi_{k} \leqslant 1$ for all $k$.
    ${ }^{36}$ Recall that, by (30), (64), $\tilde{r}_{k}<r_{k}^{\prime}=r_{k} / 2$. Recall also the definitions of $\vartheta_{\mathrm{o}}$ and $\vartheta$ in (33) and (40).

[^20]:    $\overline{37 u \text { and } v}$, in the r.h.s. of the first inequality, are evaluated at $\left(\mathrm{Q}_{1}, \hat{\mathrm{P}}\right)$.

[^21]:    38 To simplify notation, we drop, here, from the notation the explicit dependence on $\hat{P}$ and $Q_{1}$ of $G$.
    39 Recall that $\left\langle\mathrm{G}^{(1)}(\mathrm{Y}, \cdot)\right\rangle=0$ as stated in Lemma 3.1.
    $40 \pi+\check{s}$ is an estimate of the length of the integration path in (101), as the real part of $Q_{1}$ can be taken in $[-\pi, \pi)$.
    41 Here, $\mathfrak{p}_{\mathrm{o}}=\mathfrak{p}_{\mathrm{o}}(\hat{\mathrm{P}})$.

