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Summary

This thesis deals with steepness, a property of continuously di�erentiable
functions de�ned in open sets in Rn. The steepness property, which is a local
property, in a certain way, evaluate the slope of a function at a point. We de-
cided to study this property since it is the key hypothesis of Nekhoroshev's
theorem, which deals with Hamiltonian dynamical systems under small per-
turbations.

In the �rst chapter we review the general mathematical framework where
the steepness property was observed and studied. The chapter does not explain
what the steepness property is, but it presents the scenario where it is used.
Our aim is to show that such property is particularly important if it holds for
an Hamiltonian function.
In the second chapter we give the main de�nitions. We de�ne both steepness
and a weaker property (arc-steepness), a property de�ned through continuous
curves rather than analytically.
In the same chapter, we also de�ne quasi-convex and three-jet non degenerate
functions. We prove that quasi-convex and three-jet non degenerate functions
are steep. In particular, this class of steep functions deserve particular atten-
tion since they arise in many physical problems.
The proof for quasi-convex functions is simple, while this is not in the case in
the three-jet non degenerate case; indeed, such a proof seem not to be avail-
able in literature. We provide an original proof of this last statement. Such
proof is divided in two steps: in the �rst step we prove the property on 1-
dimensional subspaces while the second step concerns the k-dimensional spaces
for 1 < k < n. Then, we bring again the problem to the unidimensional case.
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The second part of the thesis deals with the steepness property restricted
to real analytic functions. The real analytic case is relevant since it is an hy-
pothesis on the Hamiltonian in the Nekhoroshev's theorem.
We prove that a real analytic function, de�ned on an open set in Rn, is steep
if and only if its restriction to proper a�ne subspaces has only isolated critical
points.
The proof of this result is quite geometrical, but one important point is that,
in the real analytic context, the de�nitions of steepness and arc-steepness coin-
cide. Indeed, it is possible to obtain estimates for the classical steep condition,
by exploiting the analyticity of the function.

In the last part of the thesis, we give concrete examples and counterexam-
ples of steep functions.
We provide the example of a function which shows the dependence of the steep-
ness property to the dimension of the subspace where the property is veri�ed.
We also give a classical example of a nonsteep function for which Nekhoroshev
theorem does not hold. Finally, we give a counterexample of a Ck but not real
analytic function which does not verify the steepness condition while it veri�es
the arc-steepness condition.

In the appendices we summarize de�nitions and theorems not directly re-
lated to the steepness property, but used in our proofs.
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We also thank Dott. Domenico Monaco for his contribution in the preparation
of the Appendix on the Grassmann manifold.
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Introduction

The steepness property, a property of C1 functions not easy to de�ne (see
De�nition 2.1.1), is of considerable interest in the study of dynamical systems.
Indeed, it is the core hypothesis of a fundamental theorem in Hamiltonian
mechanics, i.e. the Nekhoroshev's theorem. Such theorem concerns with expo-
nential stability of "nearly" integrable Hamiltonian systems and is widely used
in mathematical physics and especially in celestial mechanics.

The Nekhoroshev's theorem is a part of a classical but still current research
topic known as "perturbation theory" which, as the name suggests, is a branch
of Hamiltonian mechanics that studies the behavior of "perturbed" dynamical
systems. Such systems are close, in a certain way, to simpler systems, with
easier to solve equations.

The main goal pursued by many mathematicians of the 20th century was
precisely to develop a valid theory which would account for the motion of per-
turbed systems.
The topic is of considerable interest, even outside the community of mathemati-
cians, to a number of scientists in various �elds, especially physics, astronomy
and biology.
The classical perturbed Hamiltonian system we are interested in is called
"nearly integrable" (See section 1.2 in the �rst chapter) and the main object
of the problem is the Hamiltonian function

H(I, ϕ) = h(I) + εf(I, ϕ) (1)

with its related system of di�erential equations, given initial data and where
ϕ = (ϕ1, .., ϕn) is such that ϕi are angles for every i1.

1I ∈ Rn are called action variables. However, everything will be de�ned in detail in the
next chapter.
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According to Poincaré, the solution of a nearly integrable system with Hamilto-
nian (1) is called the fundamental problem of dynamics2. Nowadays, concerning
(1), there are three types of results that may describe its behavior.
The �rst important results of the last century concerned a way of studying (1)
which is often called "geometric perturbation theory". This approach searches
geometric objects invariant under the �ow of (1) and these �rst results were
achieved after the �ftys thanks to a group of mainly russian investigators of
dynamical systems who set the foundations of modern perturbation theory. In
particular, the most signi�cant advance was represented by the KAM theorem,
stated for the �rst time by A.N. Kolmogorov (1954) and then extended by V.I.
Arnol'd (1962) and J.K. Moser (1961) from which arose the so-called KAM
theory.
The strength of the KAM theorem is that it ensures the stability of most per-
turbed motions for in�nite times if the Hamiltonian (1) that governs the system
satis�es certain assumptions. More precisely, if the hessian of the unperturbed
Hamiltonian is non degenerate, i.e. det h′′ 6= 0 and if 0 < ε << 1 is the mag-
nitude of the perturbation, then the evolution of the perturbed system di�ers
for "most" initial data of an order

√
ε from the unperturbed one. The KAM

theorem is valid only with a speci�c kind of initial data and this restriction
signi�cantly limits its application since it is not valid on any open set of the
phase space.

On the other hand, from 1971, N.N. Nekhoroshev, another russian mathe-
matician and student of Arnol'd, introduced a new theorem �rstly in [19] and
later described in greater depth in [17] and [18] that achieved an old part of the
theory known as "classical perturbation theory" concerning with the stability
of the motion over long (exponential) time intervals. We are interested in the
steepness property which is strictly related to exponential stability.
Before continuing with the discussion on the Nekhoroshev's theorem, we in-
troduce the last main result concerning the study of (1), which is known as
"Arnol'd di�usion". Arnol'd di�usion essentially covers behaviors not dealt
with by classical and geometric perturbation theory like the future behavior of
the trajectories outside the objects discovered by KAM theory or over intervals
of time non covered by classical perturbation theory. The name Arnol'd di�u-
sion is dedicated to V.I. Arnol'd who �rstly provided in [1] a concrete example
of a system with an O(1) order of drift in the action variables I.
However, Nekhoroshev proved that in a perturbed system if the function re-
lated to the unperturbed part of the system, speci�cally named unperturbed

2Poincaré H. Les méthodes nouvelles de la mécanique céleste Gauthier-Villars, Paris,
(1892)

6



Hamiltonian (h(I) in (1)), veri�es the steepness property, then the evolution of
all the initial data of the system are controlled for an exponentially long time
or in astronomical terms, on a cosmologial time scale.

Therefore, Nekhoroshev's theorem can be applied to systems governed by
perturbed Hamiltonians as long as the unperturbed part veri�es the steepness
property.
A �rst de�nition of steepness appeared in [19] so that Nekhoroshev deserves
full credit for the discovery of this class of functions. He de�ned them for the
�rst time and described in a rather di�cult way in [18] and [20]. A �rst purpose
of our work is therefore to provide a more undestandable key to identify which
ones are the steep functions.

The steepness property, as the name suggests, is a property that "evaluate
the slope" of a regular function. The more the function is steep, the more we
can �nd good powers and constants that characterize this property.

The importance of the steepness property in Nekhoroshev's theorem resides
in the fact that the estimates provided by the theorem are given in terms of
numbers that Nekhoroshev called steepness indices and steepness coe�cients
that are essential especially for the time of closeness of the evolutions. Actually,
the theorem asserts that the smaller the indices are (so the more the function
is steep), the more all the estimates are sharp.
We recall in Appendix C the statement of a theorem that provides estimates
on the steepness indices which are in general very di�cult to calculate.

In this thesis we calculate the indices of the class of steep function most
commonly studied in perturbation theory called quasi-convex and three-jet
non-degenerate functions but keep in mind that the total class is much larger.
Furthermore, in our work we will show a general result about real analytic
functions and steepness.
With a more geometric reading of the steepness property, we prove that a real
analytic function is such that on any restriction of its domain it admits only
isolated critical points if and only if is steep. This result is local since it holds
only on compact sets contained in the domain of the function.
Since in Nekhoroshev's theorem the Hamiltonian is supposed to be real ana-
lytic, it happens that many texts that deal with real analytic Hamiltonians,
like [2], use this alternative de�nition of steepness rather than the original one
provided by Nekhoroshev.
The proof of this last result uses the concept of subanalytic functions. This is
a class of functions whose graph is subanalytic in the sense of H. Hironaka, a
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japanese mathematician who introduced, in 1973 ([12]), the term "subanalytic"
to identify a class of sets whose study was previously developed by Lojasiewicz
(1964).
We will not go further into this topic, but we will state the main results that
will be used in our present work. For a complete theory on subanalytic geom-
etry, we refer to [12], [5] and [26].
The proof of this theorem, that leads to this equivalence, is based on the suban-
alyticity and on the continuity of the projection of the Hamiltonian's gradient,
restricted to a compact analytic subset of the domain.
The projection of the gradient is a continuous, real analytic and subanalytic
function. The geometry of the domain leads to prove the existence of a real
analytic curve3 contained in the compact restriction. Such curve contains a
point that veri�es an inequality called, in subanalytic geometry, Lojasiewicz's
Inequality, which is essentially equivalent to steepness.
Compactness of the restriction is a relevant hypothesis. Indeed, we take advan-
tage of the �nite subcover since we use the existence of such analytic curve on
each component of such subcover.
The �nal part concerns with various and elementary examples and counterex-
amples.

3Curve Selection Lemma , [5] and [16].
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Chapter 1

A General Framework

In this �rst chapter we would like to present the mathematical context
where the steepness property was considered for the �rst time and to explain
its importance. In order to be able to proceed, we will assume that are known
the foundamental notions on dynamical systems or Hamiltonian mechanics.
The reason is that the steepness property for a function has been concieved as
a foundamental hypothesis for a very strong theorem used in what is known
as "perturbation theory" which is, as we show in a while, a very important
branch of the theory of hamiltonian integrable systems.
We will recall the basic notions of an hamiltonian integrable system in order
to let the reader understand the framework where the steepness property is
most commonly used. When not necessary and for sake of brevity, we will
omit detailed statements of theorems that would require too many de�nitions,
beyond the purpose of this thesis.
For further information, details or reminders on theorems and main de�nitions
in this chapter we refer to [3] and [2].

1.1 Hamiltonian Systems on Rn × Tn

Given a domainD ⊆ Rn, we de�ne an action-angle Hamiltonian system as a
dynamical system of ordinary di�erential equations of the �rst order de�ned on
Rn×Tn where Tn is an n-dimensional torus. To avoid confusions, in the context
of Hamiltonian systems the n-dimensional torus is de�ned as the quotient space

Tn :=
Rn

2πZn
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de�ned through the equivalent relation that identi�es x, y ∈ Rn in the following
way: x ∼ y if and only if xi − yi = 2πki for every i = 1, ..., n and for some
k ∈ Z.
An action-angle Hamiltonian system has the form{

İ(t) = −∂ϕh (I, ϕ)

ϕ̇(t) = ∂Ih (I, ϕ)
(1.1)

with initial conditions
(I(0), ϕ(0)) = (I0, ϕ0)

where (I, ϕ) ∈ D × Tn are called action-angle variables; the dot denotes the
di�erentiation with respect to the time variable while ∂I is the I-gradient, that
is

∂Ih(I, ϕ) = (∂I1h(I, ϕ), ..., ∂Inh(I, ϕ))

and, in the same way, ∂ϕ is the ϕ-gradient

∂ϕh(I, ϕ) = (∂ϕ1h(I, ϕ), ..., ∂ϕnh(I, ϕ))

and the function
h : D × Tn → R (1.2)

is a smooth and scalar Hamiltonian1 function de�ned on the phase spaceD×Tn
and 2π-periodic in every component ϕi of ϕ.
We consider action-angle systems since in this coordinates the solution of (1.1)
can be found analytically and this property is provided by a theorem often
known as Liouville-Arnol'd's theorem.
Liouville-Arnol'd's theorem states that if a Hamiltonian system with n degrees
of freedom has also n �rst integrals2 that are independent from each other in a
certain way, then the system is integrable by quadratures, that is, the solution
is an explicit integral of a known function.
Action-angle variables are essential in perturbation theory, where by the term
perturbation theory we mean the collection of methods for studying solutions
of perturbed problems which are closed to completely solvable non-perturbed
problems.
With completely solvable non-perturbed problems we mean an integrable Hamil-
tonian system such that the Hamiltonian can be written in the form

h(I, ϕ) = h(I)

1We will focus our attention on real analytic Hamiltonians.
2A �rst integral for a system of ordinary di�erential equations of �rst order is a non-

constant continuously di�erentiable function F such that is is locally constant on any solution
of the system.
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that is, it depens only on the action variables and then Hamilton's equations
of motion (1.1) assume the simpli�ed form{

İ(t) = 0

ϕ̇(t) = ∂Ih(I)
(1.3)

with initial conditions
(I (0) , ϕ(0)) = (I0, ϕ0)

It is clear that all the motions are linear and the actions do not move for all the
times. Then the motion lies permanently on an n-dimensional manifold known
as invariant torus.
To be precise, the solution of the system (1.3) is{

I(t) = I0

ϕ(t) = ϕ0 + ωt
(1.4)

where

ω := ω (I0) =
∂h

∂I
(I0)

is called the frequency vector of the solution and the solution curve is a straight
line which, due to the identi�cation of the angular coordinates modulus 2π, is
called a winding on the invariant torus T = {I0} × Tn.

However, the collection of integrable problems in the form (1.1) is not very
large. We are interested in the study of those known as nearly integrable hamil-
tonian systems or hamiltonian systems close to integrable.

1.2 Nearly-Integrable Hamiltonian Systems

With the term nearly integrable hamiltonian systems we mean a system
governed by a hamiltonian in the form

H(I, ϕ, ε) = h(I) + εf(I, ϕ, ε) (1.5)

where (I, ϕ) ∈ D × Tn are the usual action-angle variables. ε << 1 is a real
positive number and it is called the magnitude of the perturbation. We will
assume that the hamiltonian H is real analytic in all the components, that is,
both the unperturbed Halimiltonian h and the perturbation f are real analytic
functions. We also assume that f is 2π-periodic in every component ϕi of ϕ.
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For ε = 0 the system (1.5) returns to be integrable and the space is foliated
into invariant tori T .
We recall that the frequency vector ω is said to be rationally indipendent if for
every k 6= 0 ∈ Zn it is ω · k 6= 0. The tori where the frequencies are rationally
indipendent are called non resonant and this means that the trajectory �lls
the non-resonant torus everywhere densely.

The integrable system is said to be non degenerate if

det

(
∂ω

∂I

)
= det

(
∂2h

∂I2

)
6= 0

Now with this notations, we state an important theorem �rst introduced in
1954 by Andrey Kolmogorov and then extended by V. Arnol'd and J. Moser in
1962 and in 1961 respectively. The theorem is known as the KAM theorem3.
The original theorem was stated for real analytic unperturbed Hamiltonians
but it is valid also for Ck functions, for k > 2n.

Theorem 1.2.1 (KAM). [2] If the unperturbed Hamiltonian system is non-
degenerate or Iso-Energetically Non-degenerate4 then under su�ciently small
perturbations most of the non-resonant invariant tori do not disappear but are
only slightly deformed, so that in the phase space of the perturbed system there
also exist invariant tori �lled everywhere densely with phase curves winding
around them quasi periodically with the number of frequencies equal to the num-
ber of degrees of freedom. These invariant tori form a majority in the sense that
the measure of the complement of their union is small together with the per-
turbation. In the case of isoenergetic non-degeneracy the invariant tori form a
majority on each energy level manifold.

The theorem states that the motion of a perturbed system with non-
degenerate Hamiltonian is preserved almost always. The word "almost" means
that the set outside invariant tori has small measure and KAM theorem asserts
that this happens with a small probability.
In particular, the invariant tori constructed in this theorem are called Kol-
mogorov's tori and then their union form the Kolmogorov's set. The measure
of the complementof the Kolmogorov's set does not exceed a quantity of order√
ε and the deviation of the perturbed torus depends on the arithmetic prop-

erties of the frequencies.
The scenary changes when the motion outside the invariant tori is studied. One
has to distinguish the cases with two or higher degrees of freedom.

3For the complete statement we refer to [22].
4This property is de�ned in 2.1.8 in the next chapter.
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Remark 1.2.1. We remind that in a isoenergetically nondegenerate systems
with two degrees of freedom (n = 2) the existence of a large number of invariant
tori implies the absence of actions for all the initial conditions and not just
for most. That is, in such systems, for all initial conditions the action variables
remain forever near their initial values (See [2] or [19]). This happens because
if n = 2, the tori separate the three-dimensional (2n − 1) energy surface into
two components, and thus no trajectory can pass from one side of the torus to
the other. Since the torus is de�ned by setting each action to a �xed constant
(the initial condition I0), then it is clear that the variation of each action stays
bounded for all time.

But when the degrees of freedom are greater or equal to three, then the n-
dimensional tori do not divide the (2n− 1)-dimensional energy level manifold:
there is then no a priori reason for stability, that is, there might be trajectories
along which the action variables go away from the initial conditions.

1.2.1 Nekhoroshev's Theorem

We now introduce the Nekhoroshev's theorem as a complement of the
KAM's theorem. We said that KAM theorem does not hold with a small
probability while, on the other hand, Nekhoroshev's theorem asserts that if
the perturbed action drifts away from the initial condition, then it happens
extremely slowly. The hypotesis of this theorem is the topic of our thesis: if
the unperturbed Hamiltonian is a real analytic steep function, then the action
dritfs away slowly. As we saw, the theorem is intresting when the system has
at least three degrees of freedom.
A �rst de�nition of steepness can be given as follows

Steepness A continously di�erentiable function h : U ⊆ Rn → R is said

to be steep in U with positive steepness coe�cients ξ̃, C1, ..., Cn−1 and
steepness indices δ1, ..., δn−1 real numbers greater or equal to 1 if

inf
I∈U
‖∂Ih(I)‖ > 0

and if for any I ∈ U and any k-dimensional linear subspace V ⊆ Rn

orthogonal to ∂Ih(I) with k ∈ {1, ..., n− 1}, it is

max
0≤η≤ξ

min
‖u‖=η
u∈V

‖PV ∂Ih(I + u)‖ ≥ Ckξ
δk

We will return with more details on this de�nition in the next chapter.

We set U − r :=
{
I ∈ U such that Br(I) ⊆ U

}
.
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However, we introduced all the elements that lead Nekhoroshev to state the
main result in classical perturbation theory and then, following [9] and the
de�nition of steepness provided above, we state

Theorem 1.2.2 (Nekhoroshev). Let H be a real analytic perturbed Hamilto-
nian as in (1.5) and let the unperturbed Hamiltonian h be a steep function with
steepness indices δ1, ..., δn−1 and let

p1 :=
n−2∏
k=1

δk , a :=
1

2np1

, b :=
a

δn−1

(1.6)

Then, there exist positive constants ε0, R0, T, c > 0 such that for any 0 ≤ ε < ε0

the solution (I(t), ϕ(t)) of the Hamilton equations for H(I, ϕ) with initial data
(I0, ϕ0) with

I0 ∈ U − 2R0ε
b

that have the form (1.3), satis�es

‖I(t)− I0‖ ≤ R0ε
b (1.7)

for any time t such that

|t| ≤ T√
ε

exp
( c
εa

)
(1.8)

It can be seen from the statement that, since δk ≥ 1, then the maximum
value for the exponent a and b, that leads to the maximal estimate on the time
of stability, is p1 = 1, that is, all the steepness indices are equal to 1.
This is a particular case where the unperturbed Hamiltonian is quasi convex.
Quasi-convexity is the class of "steepest" functions, as we will prove in the
next chapter. However, what we wish to highlight is that the quasi-convex
unperturbed Hamiltonian is the best situation which can happen in terms of
prediction of stability.
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Chapter 2

General properties of steep

functions

2.1 De�nitions

We start our work by giving a list of notations and de�nitions of the ele-
ments that we will be using.

Let h be a Ck real valued function (with k ≥ 1 or k = +∞) de�ned in an
open domain G contained in Rn and assume that h is regular on G, that is,
∇h(I) 6= 0 for every I ∈ G.
We denote by ‖·‖ the usual Euclidean norm and by∇h(I)⊥ the (n−1)−dimensional
subspace of Rn orthogonal to the gradient of h, that is

∇h(I)⊥ = {x ∈ Rn : ∇h(I) · x = 0}

where the dot denotes the scalar product. By h′′(I) := Hh(I) we denote the
hessian matrix of h at the point I and, for every x ∈ Rn, we will denote by
h(k)[·, x, ..., x](I) the vector with j1th component de�ned by1

∑
j2,..jk

∂kh

∂Ij1 ...∂Ijk
(I)xj2 ...xjk (2.1)

For every k ∈ {1, ..., n− 1} we denote by V k := V k(I) both the a�ne subspace

1See Appendix A.
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contained in ∇h(I)⊥ such that dimV k = k and passing through the point I
and the corrisponding k-dimensional vector subspace.
Even when not speci�ed, we will assume that the function h has these features.
We also denote with ū a versor in V k, i.e., a vector with unit norm.

The main de�nitions of this thesis are the followings

De�nition 2.1.1. Fix k ∈ {1, ..., n − 1}. A C1 function h : G ⊆ Rn → R is
said to be steep at a point I ∈ G on a k-dimensional vector space V k if exist
positive constants ξ̃k, Ck, δk such that the inequality

max
0<η≤ξ

min
ū∈V k∩G
‖ū‖=1

‖PV k∇h(I + ηū)‖ ≥ Ckξ
δk (2.2)

holds for every 0 < ξ ≤ ξ̃k and where PV k is the orthogonal projection on V k.

The numbers ξ̃k and Ck are called steepness coe�cients while δk are called
steepness indices.

De�nition 2.1.2. A C1 function h : G ⊆ Rn → R is said to be steep at a
point I if the following conditions hold:

1. ∇h(I) 6= 0, that is, I is regular for h.

2. ∀ k ∈ {1, ..., n − 1} there exist positive constants ξk, Ck, δk such that h
veri�es condition (2.2) at I on every a�ne subspace V k ⊆ ∇h(I)⊥.

De�nition 2.1.3. A C1 function h is said to be steep over an open domain
G ⊆ Rn with positive coe�cients C1, ..., Cn−1, ξ1, .., ξn−1 and indices δ1, .., δn−1

if there are no critical points in G and if h is steep at every point I ∈ G with
uniform coe�cients and indices.

In the essence we de�ned a steep function as a regular function such that
the norm of the projection of the gradient ‖PV k∇h(·)‖ vanishes in I, but then,
moving from I inside V k, ‖PV k∇h(·)‖ grows at least as a power of the distance
from I.
Later on, when we talk about steep functions, we will refer to De�nition 2.1.3,
unless otherwise speci�ed.

De�nition 2.1.4. Consider an open set G ⊆ Rn. A C1 function h : G→ R is
said to be arc-steep at a point I ∈ G along an a�ne subspace V which con-
tains I if exist constants C > 0, ξ̃ > 0 and δ > 0 such that along any continous
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curve γ : I ⊆ R→ G that connects I to a point at a distance ξ ≤ ξ̃, the norm
of the projection of the gradient ∇h(I) on the direction of V is greater than

Cξ̃δ at some point γ(t∗), that is, ∇h(I) does not vanish identically along any
continous curve contained in V .
(C, ξ̃) and δ are respectively called the steepness coe�cients and the steep-
ness index.
With the same assumptions, a C1 function h is said to be arc-steep at a point
I ∈ G if I is not a critical point for h and if, for every k ∈ {1, ..., n− 1}, there
exist positive constants Ck, ξ̃k and δk such that h is arc-steep at I along any
a�ne subspace of dimension k containing I and h is arc-steep uniformly with
respect to the coe�cients (Ck, ξ̃k) and the index δk.
Finally, a C1 function h is arc-steep over a domain G ⊆ Rn if h has no critical
points in G and if there exists steepness coe�cients (C1, ..., Cn−1, ξ1, ..., ξn−1)
and the steepness indices (δ1, ..., δn−1) such that h is arc-steep at any point
I ∈ G along any k-dimensional subspace V for every k uniformly with respect
to these coe�cients and indices.

Remark 2.1.1. In general, de�nitions 2.1.1 and 2.1.4 are not equivalent. See
section 2.1.1.

We now de�ne a class of functions known as the class of "steepest" functions;
steepest implies that their steepness index, as we will see, is minimum.

De�nition 2.1.5. A C2 function h : G ⊆ Rn → R with G open is said to be
convex at the point I ∈ G if the only real solutions of the equation

n∑
i,j=1

∂2h

∂Ii∂Ij
(I)xixj = 0 (2.3)

is x = (x1, ..., xn) = 0.

De�nition 2.1.6. A C2 function h : G ⊆ Rn → R with G open is said to be
quasi-convex at the point I ∈ G if the following properties are satis�ed:

i) ∇h(I) 6= 0

ii) The system 

n∑
i=1

∂h

∂Ii
(I)xi = 0

n∑
i,j=1

∂2h

∂Ii∂Ij
(I)xixj = 0

(2.4)

has only the trivial solution x = (x1, ..., xn) = 0.
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A function is quasi-convex (respectively convex) on G if it is quasi-convex
(respectively convex) at every I ∈ G.

The class of quasiconvex functions is extensively used in the study of per-
turbed dynamical systems and the �rst results on exponential stability involved
mainly this kind of unperturbed Hamiltonians (See [15] or [23]).

The following de�nition concerns another class of steep functions that gen-
eralizes the class of quasi-convex functions. Such generalization is not trivial
as we will see in Section 2.3.

De�nition 2.1.7. A C3 function h : G ⊆ Rn → R is said to be three-jet
non-degenerate at a point I ∈ G if ∇h(I) 6= 0 and if the only solution
x = (x1, ..., xn) of the system

n∑
i=1

∂h

∂Ii
(I)xi = 0

n∑
i,j=1

∂2h

∂Ii∂Ij
(I)xixj = 0

n∑
i,j,k=1

∂3h

∂Ii∂Ij∂Ik
(I)xixjxk = 0

(2.5)

is x = (x1, ..., xn) = 0.

The following is one of the hypothesis of theorem 1.2.1 stated in the �rst
chapter.

De�nition 2.1.8. A funcion h : G ⊆ Rn ⇒ R is called iso-energetically

non-degenerate at a point I ∈ G if, called

Ĥ :=

(
h′′(I) ∇h(I)T

∇h(I) 0

)
(2.6)

it is:
det Ĥ 6= 0 (2.7)

Finally, we have the following

De�nition 2.1.9. Let G be an open domain in Rn. A C1 function h : G→ R
is said to be NNI-non-degenerate2 on G if it is regular on G (i.e. ∇h(I) 6= 0
for every I ∈ G) and if its restriction to any subset Gk where Gk = D ∩ V k

and V k is a k-dimensional subspace of Rn, admits only isolated critical points.

2NNI stands for Nekhoroshev-Neishtadt-Il'yashenko.
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We will have to talk about the importance of this de�nition again it the
next section.

2.1.1 Comments and remarks

i) We see that the de�nition 2.1.1 implies that the function

f(I, η, ū) := ‖PV k∇h(I + ηū)‖

de�ned onG×[0, ξ]×V k reaches both its minimum and then its maximum
on the sets V k and [0, ξ] respectively. One may ask if these points are
always reached or if it could happen that one of them is not: the answer
is that they are both always reached. The minimum is clearly reached
since f(I, η, ū) is continous in ū on the compact set

K =
{
V k such that ‖ū‖ = 1

}
so we can apply the Weierstrass's theorem. Once we know that the func-
tion

µ(η) := min
‖ū‖=1
ū∈V k

f(I, η, ū) (2.8)

is well de�ned, we investigate if the maximum is reached on [0, ξ].
We prove in Appendix B that (2.8) is an upper semi-continous function
and since they reach their maximum on a compact set, then the de�nition
is well-stated.

ii) In de�nitions 2.1.2 and 2.1.3 we expand the concept of steep function to
all the subspaces contained in ∇h(I)⊥. We then can talk about steepness
of a function at a point indipendently from the dimension of the subspace
where the function veri�es the de�nition.
We are interested in functions that verify the de�nition on all the sub-
spaces of dimension k, for all k.

iii) With the aim of giving a geometrical meaning or an intuitive description
of the steepness property, we consider a (at least) C1 function h de�ned on
Rn steep at I on a plane V k ⊆ Rn with coe�cients and indices Ck, ξk, δk.
Then, we consider a curve γ joining the point I with another point I ′ at
a distance ξ such that 0 < ξ ≤ ξk. Then on this curve a point exists such
that the lenght of ∇h|

V k
at this point is greater than Ckξ

δk
k .

We also want to remark that our de�nitions consider only planes orthog-
onal to ∇h(I), while the de�nition can also be given with respect to a
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generic subspace of dimension k < n containing the point I, as it can be
seen in many papers.
We prefer this last de�nition since if V k is not orthogonal to ∇h(I) and
if h is not constant, then ‖PV k∇h(I)‖ 6= 0 and steepness coe�cients and
indices can always be found. This point is shown in the next section.
This last case of planes, not orthogonal to ∇h(I), is not interesting since
we focus on functions that are uniformly steep in the sense of de�nition
2.1.3, that is, we look for uniform indices and coe�cients for all the k-
dimensional subspaces.
On the other hand, if V k is orthogonal to ∇h(I), then ‖PV k∇h(I)‖ = 0
and h could be nonsteep along some subspaces. This is the reason why
for us the only interesting situation is the case V k⊥∇h(I).

iv) As outlined in the previous section, when a subspace V k is not orthogo-
nal to the gradient ∇h(I) then the function always veri�es the steepness
condition at that point on that plane, since it can always be found a
point close to I where the projection is not null. Here in this section we
recall just few general properties of the orthogonal projection to explain
this trivial case.

1. Let h : G ⊆ Rn → R.
Then for each V k vector subspace and ∀ x̄ ∈ V k \ {0} it is

‖PV k∇h(I + x̄)‖ ≥ ‖∇h(I + x̄) · x̄‖
‖x̄‖

(2.9)

Proof. It is

‖∇h(I + x̄) · x̄‖ = ‖∇h(I + x̄) · PV k x̄‖ =

= ‖PV k∇h(I + x̄) · x̄‖ ≤ ‖PV k∇h(I + x̄)‖ · ‖x̄‖

The result follows also from the characterization of PV in fact

PV u = w ⇐⇒ w ∈ V is such that ‖w‖ = max
v∈V
‖v‖=1

u · v

2. Let now V be the straight line

V := {tv such that v · ∇h(I) 6= 0 and ‖v‖ = 1; t ∈ R}
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Let �x 0 < α < ‖v · ∇h(I)‖. Then for every x̄ ∈ V small enought,
it is

‖PV∇h(I + x̄)‖ ≥ α

Proof. Let x̄ ∈ V \ {0} then x̄ = tv. It follows from the previous
property and by the continuity of the gradient that

‖PV∇h(I + x̄)‖ ≥
∥∥∥∥∇h(I + x̄) · x̄

‖x̄‖

∥∥∥∥ = ‖∇h(I + x̄) · v‖ ≥ α

Remark 2.1.2. If V is a linear vector space such that ∇h(I) · x̄ 6= 0 for
every x̄ ∈ V \ {0}, then dimV = 1.
Indeed, if by contradiction it is dimV = k ≥ 2, then V = span[u1, ..., uk]
for some vectors ui linearly indipendent such that ui ·∇h(I) 6= 0 for every
i, but we �nd that

−u2 · ∇h(I)

u1 · ∇h(I)
u1 + u2 ∈ ∇h(I)⊥ \ {0}

which is a contradiction.

v) We introduced the notions of quasi-convex and three-jet non-degenerate
functions following the same de�nition provided in [17]. We highlight
that if a function h is steep at a point I on a space V k, then the index is
δk ≥ 1, and it can not be smaller because of the regularity of h.
We will prove that the quasi-convex functions are the class of "steepest"
functions, that is, their steepnes index is equal to 1 and they are immedi-
ately followed by the three-jet non-degenerate ones that have index 1 or
2, depending on the dimension of V k. The proofs and the computation
of the indices are postponed to the next section.

vi) We introduced NNI-non-degenerate functions in De�nition 2.1.9. This
class of functions is very important for our work.
Indeed, we prove that a real analytic function is NNI-non-degenerate
over a compact subset of the domain of the function if and only if the
function is steep on that subset. The label "NNI" stays for Nekhoroshev-
Neishtadt-Il'yashenko. They were the �rst mathematicians who guessed
the connection between the steepness property and the numer of critical
points of the restriction.
Actually, A.I. Neishtadt was the �rst who thought about this connection,
since he presented it as a conjecture, while Nekhoroshev in 1979 found
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an alternative proof for the steepness condition, stated and proved in
[18] and [20]3. Finally in 1984, Yu.S. Il'yashenko, for the �rst time in
[13], provided a proof of Neishtadt's conjecture and proved that a NNI-
non-degenerate function is steep with steepness index equal to µ, which
is the number of isolated critical points of the restriction counted with
their multiplicity. The proof uses results for functions of several complex
variables and of Riemann's geometry.
In our work, in the next Chapter, we prove a new theorem showing
that the steepness index can be taken equal to a number called the Lo-
jasiewicz's exponent of two particular functions (See De�nition 3.1.1 be-
low). This result is local.
On the other hand, Nekhoroshev's work was followed by G. Schirinzi
in [25]. In these paper she showed that over a certain order of non-
degeneration (r = 4) Nekhoroshev's conditions become implicit since
an elaborate computation of the clousure of certain sets is required.

2.2 Quasi-convex functions

Let us now we recall some importat results that characterize quasi-convex
functions in order to recognize them easily and to compute their steepness
indices. In particular, we provide a tool to compute in low dimensions (n = 2, 3)
one of which is the quasi-convexity region of a function.
The de�nition 2.1.6 implies that the restriction of the second order term of the
Taylor expansion of h to the surface {x ∈ Rn : ∇h(I) · x = 0}, tangential to
the level surface of h at I, has �xed sign.
This is the reason for the term "quasi" that characterizes these functions.

1. Let V := ∇h(I)⊥ and let PV be the usual orthogonal projection onto V .
Then De�nition 2.1.6 is equivalent to say that the linear map

H|V := PV ◦H : V → V

is strictly positive or negative de�nite. This means that the restriction of
the Hessian matrix of h to the hypersurface V has a �xed sign and then,
as we said, the level surface of h is a convex set.

2. If h is iso-energetically degenerate then Ĥ de�ned in (2.6) has a vanishing
eigenvalue, that is, exist x̄ ∈ Rn \ {0} and λ ∈ R \ {0} such that{

∇h · x̄ = 0

Hx̄ = λ∇h
3See Appendix C
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which, in turn, means that either ∇h = 0 or ∇h 6= 0 and there is a
x̄ ∈ V \ {0} and λ ∈ Rn such that Hx̄ = λ∇h.

3. If h is quasi-convex, then it is iso-energetically non-degenerate.

Proof. We assume that det Ĥ = 0. If ∇h = 0 then h is not quasi-convex.
Now, let ∇h 6= 0. By property 2, exists x̄ ∈ V \{0} such that Hx̄ = λ∇h
for some λ ∈ R not null, so if we take the inner product with x̄ we get
Hx̄ · x̄ = 0, showing that h is not quasi-convex.

4. Let h : G ⊆ R2 → R. Then, h is quasi-convex if and only if detĤ 6= 0,
that is, h is iso-energetically non-degenerate.

Proof. In view of property 3 it is enough to check that if h is not quasi-
convex, then it is iso-energetically degenerate.
If ∇h 6= 0, then h is iso-energetically degenerate. So let now ∇h 6= 0.
Then it exists x̄ ∈ V \ {0} such that Hx̄ · x̄ = 0, that is, Hx̄ ∈ x̄⊥.
But, since n = 2, then x̄⊥ =

{
λ∇h

∣∣∣λ ∈ R
}
, hence, Hη = λ∇h, for some

λ ∈ R then the de�nition of iso-energetically degeneration holds.

5. Let h : G ⊆ R3 → R. Then, h is quasi-convex if and only if det Ĥ < 0.

Proof. By property 1, we shall prove that det Ĥ < 0 if and only if H|V is
strictly de�nite.
Let U ∈ O(3) be such that U∇h = e3 := (0, 0, 1) and observe that H|V
strictly de�nite is equivalent to

UHUT |(U∇h)⊥ = UHUT |R2×{0}

strictly de�nite.

Now Û :=

(
U 0
0 1

)
∈ O(4), so

det Ĥ = det
(
ÛĤÛT

)
= det

(
UHUT U∇h
U∇h 0

)
=

= det

(
UHUT e3

e3 0

)
= −det

(
UHUT

)
3,3

where
(
UHUT

)
3,3

denotes the (2× 2)-matrix obtained by deleting the

third row and the third column from UHUT .
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2.2.1 Steepness indices of quasi-convex functions

The steepness index is a foundamental number in the study of perturbed
Hamiltonian systems with steep unperturbed Hamiltonian.
We saw that Nekhoroshev proved in theorem 1.2.2 that the distance between
the action variable of the perturbed and unperturbed Hamiltonians and their
time of closeness depend both on the steepness indices: the more the function
is steep (so the smaller the indices are), the more the action variables are close
to each other and their time of closeness increases.
The class of "steepest" functions consists of quasi-convex functions that have
index exactly equal to one.
We remind that in perturbed system with quasiconvex unperturbed Hamilto-
nians the numbers a and b de�ned in (1.6) characterizing theorem 1.2.2 assume
the simple form4:

a = b =
1

2n

this means that with such a and b the estimates (1.7) and (1.8) are the best.

We have the following

Proposition 2.2.1. Let h : D ⊆ Rn → R be a regular C2 function. If the
restriction of h′′(I) to any linear space V k orthogonal to ∇h(I) with dimV k = k
is non-degenerate5, then it is δk = 1.

Proof. Since PV k∇h(I) = 0, then there are positive constants c2 > 0 and ξ̃ > 0
such that we can calculate the Taylor Series and obtain

PV k∇h (I + ξu) = ξPV kh
′′(I)u+ h3

where it is that |h3| < c2ξ
2 for every V k, for every u ∈ V k with unit norm and

for every ξ ≤ ξ̃. Now, if the restriction of h′′(I) to any k−dimensional subspace
V k is non-degenerate, then it exists C > 0 such that |PV kh′′(I)u| ≥ C for any
u and for any V k. Then

|PV k∇h(I + ξu)| ≥ ξ |PV kh′′(I)u| − |h3| ≥
C

2
ξ

is veri�ed as soon as ξ ≤ C
2c2

and to let it be true we just have to choose ξ̃ ≤ C
2c2

.
Therefore, it is δk = 1

4See [15] or [23]
5A quadratic form q on the �eld of real numbers and de�ned on a �nite-dimensional

vector space V is said to be non-degenerate if the determinant of the matrix associated to
the form q is nonzero, that is, the restriction of h′′(I) does not have null eigenvalues.
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The following is the result for quasi-convex functions which can be seen as
a trivial consequence of Proposition 2.2.1.

Corollary 2.2.2. Let h : D ⊆ Rn → R be a C2 and almost everywhere regular
function and assume that exists λ2 > 0 such that

λ2 := min
u∈∇h(I)⊥
‖u‖=1

|h′′(I)u · u| > 0

that is, h is quasi-convex. Then h is steep with uniform steepness index equal
to 1.

Proof. Apply Theorem 2.2.1 to h where V k is the (n−1)-dimensional subspace
∇h(I)⊥.

Then the quasi-convex functions are the steepest, that is, their index is
minimal. We could now think that if the function loose regularity then the
steepness index increases. In this context we can state the following

Lemma 2.2.3. Let h : D ⊆ Rn → R be a function di�erentiable α ∈ N>0

times at a point I ∈ A. Let

ĥα+1(ηū) :=
α+1∑
m=0

1

m!
ηmdmh(I)[ū]m (2.10)

where [ū]m = ū · ū... · ū m times, be the Taylor polynomial6 of order α + 1 of
h at the point I. If ĥα+1 is steep, then h is steep with steepness index at most
equal to α.

Proof. We �rstly remark that if h is di�erentiable α + 1 times at I and for
su�ciently small 1 > η > 0, then

h (I + ηū) = ĥα+1 (ηū) + o
(
‖ηū‖α+1

)
We now consider as usual a k-dimensional a�ne plane V k orthogonal to ∇h(I).
We set Cm := PV k

dmh(I)
m!

with m ∈ {1, ..., α + 1}, then we �nd

‖PV k∇h(I + ηū)‖ ≥
∥∥∥PV k∇ĥα+1(ηū)

∥∥∥− o (‖ηū‖α+1
)

=

=

∥∥∥∥∥PV k
α+1∑
m=0

1

m+ 1!
ηmdm+1h(I)[ū]m

∥∥∥∥∥− o (‖ηū‖α+1
)

=

=

∥∥∥∥ηC2ū+
η2

2
C3ū · ū+ ...+ ηαCα+1[ū]α

∥∥∥∥− ∥∥o (‖ηū‖α+1
)∥∥ ≥

≥ ‖ηα(C2ū+ ...+ Cα+1[ū]α)‖ − ηα+1 ≥ Cηα − C̄ηa = C̃ηα

6See Appendix A for details.
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where we called C = ‖C2ū+ ...+ Cα+1[ū]α‖ and for C̄ > 0 small enough and
this is true ∀ ū ∈ V k such that ‖ū‖ = 1 and for all the a�ne planes of dimension
k. Then in particular

max
0<η≤ξ

min
ū∈V k
‖ū‖=1

‖PV k∇h (I + ηū)‖ ≥ C̃ξα

2.3 Three-jet non-degenerate functions

We are now ready to focus our attention on three-jet non-degenerate func-
tions, that is, on functions which verify the de�nition (2.5). Non degeneracy
of the three-jet of h is a sort of natural generalization of quasi-convexity and
moreover it does not procede further, namely the non-degeneracy of the four-
jet does not imply steepness and more conditions are needed, except for the
special case n = 2 (See [25] or [24]).

In this section, following [8] we provide an original proof that if at a point
I ∈ Rn a function is three-jet non-degenerate then it is steep.

The proof is divided into two steps. The �rst step is the proof of the result
in the unidimensional case. In the general theorem we used simple inequalities
while in the second step we bring the problem back to a unidimensional case.
We need the following

Lemma 2.3.1. Let h : D ⊆ Rn → R be a C3 function that satis�es the three-jet
non-degeneracy condition (2.5) at any point I contained in a compact set B ⊂
D. Then there exists β > 0 such that, for any I ∈ B, for any 0 6= V k ⊆ ∇h(I)⊥

k-dimensional subspace orthogonal to ∇h(I) and for any versor ū ∈ V k at least
one of the following inequalities is satis�ed:

‖PV kh′′(I)ū‖ ≥ β
∥∥PV kh(3)[·, ū, ū]

∥∥ ≥ β (2.11)

Proof. The function

M(I, u) := max
{
|h′(I)ū| , |h′′(I)ū · ū| ,

∣∣∣∣∣∑
i,j,k

∂3h

∂Ii∂Ij∂Ik
(I)uiujuk

∣∣∣∣∣ }
is continous and the domain is compact since M is de�ned in

B ×
{
ū ∈ V k such that ‖ū‖ = 1

}
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then it has a minimum β and by the three-jet non-degeneracy condition it is
β > 0 with the same β that appears in equation (2.11). Indeed, for any linear
space V k ⊆ ∇h(I)⊥ and for every ū ∈ V k with unit norm, it is ∇h(I)ū = 0
and

‖PV kh′′(I)ū‖ ≥ ‖PV kh′′(I)ū · ū‖ ≥ ‖h′′(I)ū · ū‖
and ∥∥PV kh(3)[·, ū, ū]

∥∥ ≥ ∥∥PV kh(3)[·, ū, ū] · u
∥∥ ≥ ∥∥h(3)[ū, ū, ū]

∥∥
Now we use the result of Lemma 2.2.3, that is, we prove that the third order

expansion of a three-jet non-degenerate function around a point Ī is steep and
to obtain the following

Theorem 2.3.2. Let h(I1, ..., In) be a function that satis�es the three-jet non-
degenerate condition (2.5) at a point Ī ∈ G ⊆ Rn with G open. Then h is

steep at Ī with steepness indices equal to 2, that is, exists ξ̃ > 0 such that
for any 0 < ξ ≤ ξ̃ and any linear space 0 6= V k ⊆ ∇h(I)⊥ of dimension
k ∈ {1, ..., n− 1} we have

max
0<η≤ξ

min
ū∈V 1

‖ū‖=1

∥∥PV k∇h(Ī + ηū)
∥∥ ≥ κξ2 (2.12)

Proof. By Lemma (2.3.1) we know that for the three-jet non degenerate func-
tion h exists the positive constant

β = min
ū∈V 1

|ū|=1

max

{∥∥h′′(Ī)u · u
∥∥ ,∥∥∥∥∥

n∑
i,j,k=1

∂3h

∂Ii∂Ij∂Ik
(Ī)uiujuk

∥∥∥∥∥
}

Let us denote by h̃(Ī) the third order expansion of h around Ī, that is

h̃(I) = h(Ī) +∇h(Ī)(I − Ī) +
1

2
h′′(Ī)(I − Ī) · (I − Ī)+

+
1

6

n∑
i,j,k=1

∂3h

∂Ii∂Ij∂Ik
(Ī)(I − Ī)i(I − Ī)j(I − Ī)k

we will show that the function h̃ veri�es equation (2.12) and then by Lemma
2.2.3 we have the result.

1. The case k=1
We know that for any linear subspace V k ⊆ ∇h(I)⊥ and for any vector
u it is

PV k h̃
(
Ī + ηu

)
= ηPV kh

′′ (Ī)u+
η2

2
PV kh

(3)
(
Ī
)

[·, u, u]
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then if we consider a subspace of dimension k = 1 and a vector u with
unit norm, let

A (η, u) :=

∥∥∥∥ηPV 1h′′(Ī)u+
η2

2
PV 1h(3)(Ī)[·, u, u]

∥∥∥∥
B (η, u) :=

∥∥∥∥ηPV 1h′′(Ī)u− η2

2
PV 1h(3)(Ī)[·, u, u]

∥∥∥∥
then equation (2.12) can be explicitly written as

max
0<η≤ξ

min {A(η, u), B(η, u)} ≥ κξ2 (2.13)

and the direction of V 1 can give the following results∥∥PV 1h′′(Ī)u
∥∥ ≥ β or 0 ≤

∥∥PV 1h′′(Ī)u
∥∥ < β

We will prove the steepness of h doing estimates for all the possible
directions of the unidimensional subspaces.
First of all we start taking a positive constant M > 0 which will appear
throughout the proof, uniform with respect to u and Ī, such that

M ≥
∥∥h(3)(Ī)[·, u, u]

∥∥
and in particular we can take

M ≥

√√√√ n∑
i,j,k=1

∣∣∣∣ ∂3h

∂iI∂jI∂kI
(Ī)

∣∣∣∣2 ≥ ∥∥h(3)(Ī)[·, u, u]
∥∥

(a) case
∥∥PV 1h′′(Ī)u

∥∥ ≥ β
With these conditions on ū it is

min
ū∈V 1

|ū|=1

∥∥PV 1∇h(Ī + ηu)
∥∥ = min

ū∈V 1

|ū|=1

{A(η, ū), B(η, ū)} ≥

≥η
∥∥PV 1h′′(Ī)u

∥∥− η2

2

∥∥PV 1h(3)(Ī)[·, u, u]
∥∥ ≥ ηβ − η2

2
M

where we took the constant M > 0 introduced before. Then if

η2M

2
≤ ηβ

2

that is if η ≤ β
M
, then we now want that the last inequality is

satis�ed by every η ≤ ξ ≤ ξ̃ so we have to take

ξ̃ ≤ β

M
(2.14)
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and then

min
ū∈V 1

|ū|=1

∥∥PV 1∇h(Ī + ηu)
∥∥ ≥ ηβ

2

and we have ηβ
2
≥ κξ2 as soon as

η ≥ 2κ

β
ξ2

If we �x η = ξ then the last condition becomes ξ ≥ 2κ
β
ξ2, so in

particular we have

ξ̃ ≤ β

2κ
(2.15)

We now can state that if we are in the condition (1a) then equation
(2.12) is satis�ed with

η ∈
(

2κ

β
ξ2, ξ

]
(2.16)

for every

ξ ≤ ξ̃ ≤ β ·min

{
1

M
,

1

2κ

}
(2.17)

and the maximum is reached when ηξ = ξ.

(b) case
∥∥PV 1h′′(Ī)u

∥∥ = 0
We know by Lemma 2.3.1 that in this case and in the following one,
by the three-jet non-degeneracy, it is∥∥PV 1h(3)(Ī)[·, u, u]

∥∥ ≥ ∥∥h(3)(Ī)[·, u, u] · u
∥∥ =

∥∥h(3)(Ī)[u, u, u]
∥∥ ≥ β

Then in this case we have

min
ū∈V 1

|ū|=1

{A(η, u), B(η, u)} ≥ η2

2

∥∥PV 1h(3)(Ī)[·, u, u]
∥∥ ≥ η2

2
β

where as usual

A(η, u) :=

∥∥∥∥ηPV 1h′′(Ī)u+
η2

2
PV 1h(3)(Ī)[·, u, u]

∥∥∥∥
B(η, u) :=

∥∥∥∥ηPV 1h′′(Ī)u− η2

2
PV 1h(3)(Ī)[·, u, u]

∥∥∥∥
that is

min
ū∈V 1

|ū|=1

∥∥PV 1∇h(Ī + ηu)
∥∥ ≥ η2

2
β

29



and we obtain
η2

2
β ≥ κξ2

as soon as

η ≥
√

2κ

β
ξ (2.18)

and this must be satis�ed by every η ≤ ξ then we have to take

κ ≤ β

2
(2.19)

then we can state that in case (1b) we have to take (2.18) and (2.19)
to verify equation (2.12).

(c) case 0 <
∥∥PV 1h′′(Ī)u

∥∥ < β
We have to do the usual estimate and recalling that

A(η, u) =

∥∥∥∥ηPV 1h′′(Ī)u+
η2

2
PV 1h(3)(Ī)[·, u, u]

∥∥∥∥
B(η, u) =

∥∥∥∥ηPV 1h′′(Ī)u− η2

2
PV 1h(3)(Ī)[·, u, u]

∥∥∥∥
in this case we have

min
ū∈V 1

|ū|=1

{A(η, u,B(η, u)}

≥
∣∣∣∣η ∥∥PV 1h′′(Ī)u

∥∥− η2

2

∥∥PV 1h(3)(Ī)[·, u, u]
∥∥∣∣∣∣ ≥ κξ2

and then, named a =
∣∣PV 1h′′(Ī)u

∣∣ and b =
∣∣PV 1h(3)(Ī)[·, u, u]

∣∣, the
previous equation becomes∣∣∣∣ηa− η2

2
b

∣∣∣∣ ≥ κξ2 (2.20)

with 0 < a < β ≤ b ≤ M so we now have to study this parabola
and its coe�cients which will provide us the estimates we need.
The function h is steep if we �nd at least one η smaller than ξ such
that the inequality (2.20) is satis�ed. The proof is divided in two
further subcases because we might have that

κξ2 ≥ a2

2b
or it is κξ2 <

a2

2b

that is, the line κξ2 might be above or below the local maximum

η+ = a2

2b
of the function F (η) :=

∣∣∣ηa− η2

2
b
∣∣∣.
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Figure 2.1: Case A

� Case A κξ2 ≥ a2

2b
[Figure 2.1] In the �rst case, as one can see

from �gure 2.1, the �rst η such that equation (2.20) is satis�ed
is

ηξ := η∗(ξ) =
a+

√
a2 + 2κbξ2

b
=
a

b
+

√(a
b

)2

+ α2ξ2

where we put α =
√

2κ
b
.

So knowing that we are in case A, that is a
b
≤ αξ, we �nd out

ηξ < αξ +
√

2α2ξ2 = αξ
(

1 +
√

2
)
≤ ξ

if and only if α
(
1 +
√

2
)
≤ 1, that is if and only if

κ ≤ b

2
(
1 +
√

2
)2 (2.21)

On the other side we �nd

ηξ ≥ αξ

so in case A, under the assumption (2.21), we �nd the following
estimate for η

αξ < ηξ < α
(

1 +
√

2
)
ξ ≤ ξ (2.22)
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Figure 2.2: Case B

� Case B κξ2 < a2

2b
[Figure 2.2]

In this case we can write

κξ2 <
a2

2b
⇒ a

b
≥
√

2κ

b
ξ = αξ

and equation (2.20) is satis�ed for η− ≤ ηξ ≤ η+ when ηξ ≤ 2a
b

or for ηξ > η∗ when η > 2a
b
and where η∗ is the same as Case A

and where

η± := η±(ξ) =
a±

√
a2 − 2κbξ2

b

We still have to do the last two subcases that are those depend-
ing on the width of ξ.
Indeed, if ξ > a

b
, that is if ξ is larger than the local maximum

of F (η), then we obtain immediately that

αξ ≤ ηξ ≤ ξ

if and only if α ≤ 1 that is κ ≤ b
2
and we know that β ≤ b so

we can �nally choose

κ ≤ β

2

and we �x as ηξ that veri�es the de�nition of steepness the
number

ηξ =
a

b

32



On the other hand if
ξ ≤ a

b
(2.23)

then we can put ηξ := ξ and have to show that ηξ ≥ η−.
Then

η− ≤ ξ2 ⇐⇒ 0 ≤ a− bξ ≤
√(a

b

)2

− α2ξ2

and squaring the last inequality, it is

(1 + α)2 ξ2 ≤ 2a

b
ξ

but because of (2.23), it is

(1 + α)2 ξ2 ≤ (1 + α)2 a

b
ξ ≤ 2a

b
ξ

which provides α2 ≤ 1, so as before we choose

κ ≤ β

2

We veri�ed the steepness condition on unidimensional subspaces of all
directions and therefore we proved the following

Lemma 2.3.3. For any u ∈ ∇h(Ī)⊥ vector with unit norm and for any

0 < ξ ≤ ξ̃ with ξ̃ ≤ β · min
{

1
M
, 1

2κ

}
and with κ depending on β and on

the direction of u, there exists ηξ,u

min

{√
2κ

β
, 1

}
ξ ≤ ηξ,u ≤ ξ

such that ∥∥∥∇h̃(Ī ± ηξ,uu) · u
∥∥∥ ≥ κξ2 (2.24)

2. The case k > 1.
To prove the theorem on subspaces of higher dimension, we want to
show that we are able to bring the high-dimensional problem back to
a unidimensional one and to do this we �rstly have to state a simple
Lemma. It is known that the restriction of the Hessian operator of a
three-jet non-degenerate function to any linear space V k ⊆ ∇h(Ī)⊥ may
be degenerate only on a space of dimension one. Furthermore, k−1 of its
eighenvalues satisfy uniformly in k the estimate provided by the following
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Lemma 2.3.4. Let V k ⊆ ∇h(Ī)⊥ and let {ē1, ..., ēk} be an orthonormal
set of eigenvectors of the restriction of the Hessian operator h′′(Ī) to the
space

PV kh
′′(Ī)PV k : V k → V k

Let also µ1, ..., µk be the respective eigenvalues such that

|µ1| ≤ |µ2| ≤ ... ≤ |µk|

Then, it is
|µ2|, ..., |µk| ≥ β

that is, at most one eigenvalue is smaller than β in modulus.

Proof. Let suppose that there exists two eigenvalues |µ1| ≤ |µ2| such that
they are both smaller than β in modulus.
Then, for any γ ∈ [0, 2π], we see that the vector

ūγ = cos(γ)ē1 + sin(γ)ē2

satis�es ∥∥h′′(Ī)[uγ, uγ]
∥∥ =

∥∥PV kh′′(Ī)PV kuγ · uγ
∥∥ =

=
∣∣cos2(γ)µ1 + sin2(γ)µ2

∣∣ ≤ |µ2| ≤ β

and therefore by Lemma 2.3.1 it is
∥∥h(3)(Ī)[uγ, uγ, uγ]

∥∥ ≥ β for every γ.
But it is a contradiction. In fact h(3)(Ī)[uγ, uγ, uγ] is continous in γ and
if we have

∥∥h(3)(Ī)[uγ, uγ, uγ]
∥∥ > 0 for some γ then it is also true that

h(3)
(
Ī
)

[uγ+π, uγ+π, uγ+π] = h(3)
(
Ī
)

[u−γ, u−γ, u−γ] =

= −h(3)
(
Ī
)

[uγ, uγ, uγ] < 0

and by continuity there exists a point γ∗ such that

h(3)
(
Ī
)

[uγ∗ , uγ∗ , uγ∗ ] = 0

This lemma allows us to state that the direction of ē1 related to the
minimun eigenvalue is the only possible direction of degeneration for
PV kh

′′(Ī)PV k .
Then following the notation of Lemma 2.3.3 we advance the proof setting
for any

0 < ξ < ξ̄ η := ηξ,ē1 ∈ (cξ, ξ]
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with c = min
{√

2κ
β
, 1
}
.

We remark that we are working with the truncated series h̃; for sake of
simplicity of notation we omitted the symbol � so we write h instead of h̃.

For any u =
∑k

j=1 xj ēj ∈ V k and for any j ∈ {1, ..., k}it is

∥∥PV k∇h(Ī + ηu)
∥∥ ≥ ‖∇h(Ī + ηu) · ēj‖ ≥ η|µj||xj| −

η2

2
M (2.25)

as well as ∥∥PV k∇h(Ī + ηu)
∥∥ ≥ η

k

k∑
j=1

|µj||xj| −
η2

2k
M (2.26)

We now �x a positive constant N ≥ M
β

and we �rstly suppose that if

u =
∑k

j=1 xj ēj satis�es
k∑
j=2

x2
j ≥ N2η2

then we have
k∑
j=2

|µj||xj| ≥ βNη

and this last inequality follows from the following(
k∑
j=2

|µj||xj|

)2

≥
k∑
j=2

|µj|2|xj|2 ≥ β2

k∑
j=2

x2
j ≥ β2N2η2

after having computed the square root on both sides.
Then from Equation 2.26 and summing from j = 2 to k we obtain

∥∥PV k∇h(Ī + ηu)
∥∥ ≥ η

k

k∑
j=2

|µj||xj| −
η2

2k
M ≥

(
βN

k
− M

2k

)
η2 ≥ βN

2k
η2

and the last inequality follows from our choice of N . Now we apply this
inequality with η = ηξ.
We now go on with the other case

k∑
j=2

x2
j < N2η2
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which means in particular that

|x2|, ..., |xj| < Nη

(1− |x1|) ≤
N2η2

1 + |x1|
≤ N2η2 (2.27)

where the �rst inequality is an obvious consequence of our choice of the
coe�cients xj while the second one is true because we have

x2
1 = 1−

k∑
j=2

x2
j ≥ 1−N2η2

which provides

(1− x1) (1 + x1) ≤ N2η2 ⇒ (1− |x1|) ≤
N2η2

1 + |x1|
≤ N2η2

Now recalling (2.25) we have in particular∥∥PV k∇h(Ī + ηu)
∥∥ ≥ ∥∥∇h (Ī + ηu

)
· ē1

∥∥
We attempt to �nd an estimate along the degenerate direction ē1.
It is

∇h
(
Ī + ηu

)
· ē1 −∇h

(
Ī + ηx1ē1

)
· ē1 =

= ηh′′
(
Ī
)
u · ē1 +

η2

2
h(3)

(
Ī
)

[ē1, u, u]− ηx1h
′′(Ī)ē1 · ē1 −

η2

2
x2

1h
(3)[, ē1, ē1, ē1] =

= ηx1h
′′(Ī)ē1 · ē1 + η

k∑
j=2

xjh
′′(Ī)ēj · ē1 +

η2

2
h(3)(Ī)[ē1, u, u]

− ηx1h
′′(Ī)ē1 · ē1 −

η2

2
x2

1h
(3)[ē1, ē1, ē1] =

=
η2

2
h(3)(Ī)[ē1, u, u]− η2

2
x2

1h
(3)[ē1, ē1, ē1] =

=
η2

2
x1

k∑
j=2

xjh
(3)(Ī)[ē1, ē1ēj] +

η2

2

k∑
i,j=2

xixjh
(3)(Ī)[ē1, ēi, ēj]

so we have∥∥∇h(Ī + ηu) · ē1 −∇h(Ī + ηx1ē1)
∥∥ ≤ η2

2
kNηM +

η2

2
kN2η2M

≤ η3kNM + η4kN2M ≤ 2η3kNM (2.28)
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as soon as η ≤ 1
N

so we have to take ξ̃ ≤ 1
N

and recalling the choice we
did of N ≥ M

β
we obtain that we must take

ξ̃ ≤ β

M
(2.29)

Let us now consider σ such that σ = 1 if x1 ≥ 0 and σ = −1 if x1 < 0
and knowing (2.27) do the following estimate∥∥∇h (Ī + ηx1ē1

)
· ē1 −∇h

(
Ī + ησē1

)
· ē1

∥∥ ≤
≤ η (1− |x1|)µ1 +

η2

2

(
1− x2

1

)
M

≤ η3N2β + η4N2M ≤ 2η3N2β

where we supposed as before that ξ̃ ≤ β
M

.
Now using (2.28) and N > M

β
we obtain7∥∥PV k∇h (Ī + ηu
)∥∥ ≥ ∥∥∇h (Ī + ηu

)
· ē1

∥∥ ≥
≥
∥∥∇h (Ī + ηx1ē1

)
· ē1

∥∥− 2η3kNM ≥
≥
∥∥∇h (Ī + ησē1

)
· ē1

∥∥− 2η3N(k + 1)M

and for Lemma 2.3.3 when η = ηξ,u it is∥∥PV k∇h (Ī + ηξ,ē1u
)∥∥ ≥ κξ2 − 2ξ3N (k + 1)M ≥ κ

2
ξ2

as soon as
ξ ≤ κ

2N (k + 1)M

which is always satis�ed if we choose

ξ̃ ≤ κ

2N (n+ 1)M
(2.30)

Summarizing the proof in the higher-dimensional case which we bring to
a unidimensional case (direction ē1) we proved that for η = ηξ,ē1 ∈ (cξ, ξ]

and for u ∈ V k ⊆ ∇h(Ī)⊥ such that u =
∑k

j=1 xj ēj with
∑k

j=1 x
2
j = 1,

setting N > M
β
then it may happen that

k∑
j=2

x2
j ≥ N2η2

7We recall that if |x−y| ≤ c with c > 0 then by reverse triangle inequality it is |x| ≥ |y|−c
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and then ∥∥PV k∇h (Ī + ηξ,ē1u
)∥∥ ≥ βN

2k
η2 ≥ βN

2k
c2ξ2 (2.31)

otherwise it may happen that

k∑
j=2

x2
j < N2η2

and then ∥∥PV k∇h (Ī + ηξ,ē1u
)∥∥ ≥ κ

2
ξ2 (2.32)

and the steepness de�nition is veri�ed.
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Chapter 3

Real analytic steep functions

In this chapter we mainly want to enunciate and prove a theorem that joins
regular real analytic functions and the steepness property.
The connection occurs when the restriction of the analytic function to a sub-
space of lower dimension admits only isolated critical points.
The original idea and the �rst proof that provided the connection between this
apparently di�erent properties was Il'yashenko's in [13]. He proved for the �rst
time that the presence of only isolated critical points to the restriction implied
the steepness of a function. He also provided a lower estimate for the steepness
indices depending on the numer of critical points for the restriction counted
with their multiplicity. To be exact, he proved that the index δk related to the
k-dimensional subspace can be taken greater than or equal to the number of
critical points of the restriction to that subspace, counted with multiplicity.

In the subsequent work [21], that we decided to follow, the approach to the
proof is di�erent and it is also improved the estimate on the steepness indices.
This aim is achieved since the steepness index is taken as a number, know as
Lojasiewicz's exponent of two functions (see [5], [6] and [10]). This exponent
is a real number that in some speci�c cases is rational [10] and it is related
to two functions: in our context the �rst will be the projection of the gradient
and the second will be the distance function to the isolated critical point.
We will not calculate these exponents in this thesis and in general their com-
putation is very di�cult. In the real analytic context the computation is a bit
easier since it can be exploit the Taylor series of the function and the exponent
is related to the series.
In [21] a concrete example can be found where the estimates on the indices
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following the two di�erent methods are strictly di�erent. This show that it is
convenient to consider, when computable, the Lojasiewicz's exponent instead
of the number of isolated critical points.

3.1 Main theorem and geometric tools

To prove the main theorem, as we have already observed in the Introduction,
we use properties and results of subanalytic geometry (See [5], [26] and [12] for
details).
We refer to the previous chapter for all the de�nitions.

Remark 3.1.1. De�nition 2.1.3 implies de�nition 2.1.4.

Proof. If de�nition 2.1.3 is veri�ed then it is true at some point ξ̄ ∈ (0, ξ̃k],
so an arbitrary continous curve γ : I ⊆ R → G connecting I to a point at a
distance ξ ≤ ξ̃k crosses a sphere of radius 0 < η ≤ ξ centered at I at time t∗
such that γ(t∗) = I + ξ̄ū and this is equivalent to de�nition 2.1.4.

It is important to emphasize that de�nition 2.1.4 does not imply de�nition
2.1.1 if the real analyticity condition is omitted.
In section 4.3 we provide a concrete example of a C1 but not real analytic
function that is arc-steep in its domain but does not verify the original de�ni-
tion 2.1.1. In this context of real analyticity, we prove that 2.1.3 and 2.1.4 are
equivalent.
We state the main

Theorem 3.1.1. Let D ⊆ Rn be an open subset and let h : D → R be a real
analytic function. Then on any compact subset K ⊂ D, h is steep on K in the
sense of De�nition 2.1.3 if and only if h is NNI non-degenerate in the sense
of De�nition 2.1.9.

We introduce now those geometric tools which will attend in the proof of
Theorem 3.1.1.
The following de�nitons and results are taken from subanalytic geometry so
they are valid in general manifolds. In this context we will always suppose
that the manifolds are real analytic, that is, that the charts and the transition
maps1 are real analytic.

Subanalytic geometry is based on the concept of subanalytic sets which are
a sort of extension of semi-analytic sets (everything will be de�ned in a while).
More precisely the class of subanalytic sets has good properties and it is the

1See Appendix D for the de�nitions of charts and transition maps.
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smallest one that contains all semi-analytic sets that is closed under the op-
eration of taking an image by proper real analytic maps2. This property is
essential since we need to keep real analyticity.

The �rst de�nition is the number that will provide the steepness index

De�nition 3.1.1. Let M be a real analytic manifold and let K be a compact
subset of M and let f, g be two vector-valued functions continous over K. We
set:

EK(f, g) =

{
α ∈ R+ such that ∃C > 0

such that ‖f(u)‖α ≤ C‖g(u)‖,∀u ∈ K
}

αK(f, g) = inf {EK(f, g)}

αK(f, g)3 is called the Lojasiewicz's exponent of f with respect to g over K.

Remark 3.1.2. In this context, we are interested in the case where f is de�ned
on a compact subset K of Rn and admits an isolated zero at a point x̄ ∈ K
then we set:

αx̄(f) = inf

{
α ∈ R+ such that ∃C > 0, r > 0

with ‖f(x)‖ ≥ C‖x− x̄‖α if ‖x− x̄‖ ≤ r

}
that is, αx̄(f) = αK(f, d(·, x̄)) where d(·, x̄) is the distance function from the
point x̄. From now on, when we talk about the Lojasiewicz's exponent of f at
a point x̄4 we will assume it is calculated with respect to the distance function
from the point x̄.

It is natural to presume that the Lojasiewicz's exponent is candidated to
be the steepness index of a steep function. More precisely, we prove that the
Lojasiewicz's exponent for the function f(ηu) = ‖PV k∇h(I + ηu)‖ is the index
δk for the function h.

Let now M be a real analytic manifold and let U be an open subset of M5

2A map f : X → Y between two topological spaces is said to be proper if the preimage
of every compact set in Y is compact in X.

3We set inf {∅} de�ned as +∞
4It is often implied that x̄ = 0
5The de�nitions come from [5].
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De�nition 3.1.2. A subset X ⊆ M is semianalytic if each a ∈ M has a
neighbourhood U such that

X ∩ U =

p⋃
i=1

q⋂
j=1

Xi,j

where each set Xi,j is de�ned by either {fi,j > 0} or {fi,j = 0} for some fi,j, real
analytic functions de�ned on U . It is said that X is described by the functions
{fi,j}.

De�nition 3.1.3. A subset X ⊂ M is said to be subanalytic if each point
of M admits a neighbourhood U such that X ∩U is a projection of a relatively
compact semianalytic set A, i.e., there exists a real analytic manifold N and a
relatively compact semianalytic set A ⊂M ×N such that X ∩ U = Π(A) with
the canonical projection Π from M ×N to N .

Remark 3.1.3. Basically, a subsetX of a real analytic manifoldM is subanalytic
if it is a projection of a relatively compact semianalytic set.
Equivalently, it is the image of the projection of a semianalytic subset A of an
(m+ n)-dimensional manifold to an n-dimensional manifold.

Remark 3.1.4. All such de�nitions are local.

De�nition 3.1.4. Let X ⊂M and let N be a real analytic manifold. A map f :
X → N is subanalytic if its graph G(f) := {(x, f(x))|x ∈ X} is a subanalytic
subset of M ×N .

We now need some properties and results for subanalytic functions.
We refer to [5] and [12] for the proofs.

Proposition 3.1.2. Being subanalytic is closed under the following properties:

1. Finite union.

2. Finite intersection.

3. The di�erence of any two.

4. The image of a relatively compact set by a subanalytic mapping.

Proposition 3.1.3. If A is subanalytic in a real analytic space X, then its
clousure in X is also subanalytic and also every connected component of A.

Theorem 3.1.4. i) (Theorem of the complement) If M is a real analytic
manifold and X is a subanalytic set of M then M \X is subanalytic.
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ii) For a numerical function f continous subanalytic over a real analytic
manifoldM , the set X = {x ∈M | f(x) > 0} is a subanalytic set. Indeed,
X is the projection of the intersection of the graph of f with the subset
{(x, y) ∈M × R | y > 0}.

Remark 3.1.5. Let X be a subanalytic subset of Rn. Then the distance function
d(x,X) = minz∈X̄ |x− z| is continous and subanalytic while it is not analytic
even if the set X is analytic.

We have this result that characterize the clousure of this "set of sets" under
proper analytic maps [26]

Theorem 3.1.5.

i) If A and B are subanalytic subsets of real analytic manifolds M and N
respectively, then A×B is a subanalytic subset of M ×N .

ii) Let g : M → N be an analytic map and let A be a subanalytic subset of
M such that g : A → N is proper. Then g(A) is a subanalytic subset of
N .

Lemma 3.1.6. Let X ⊆M and K ⊂ N be two subanalytic subsets of the real
analytic manifolds M and N with K compact. If f : X×K → R is a continous
subanalytic function then

m(x) := min
u∈K

(f(x, u)) and M(x) := max
u∈K

(f(x, u))

are continous subanalytic.

Proof. From Theorem 3.1.4 ii), the set

A = {(x, u, v) ∈M ×K ×K | f(x, u) > f(x, v)}

is subanalytic since it can be written as

A = {(x, u, v) ∈M ×K ×K | g(x, u, v) > 0}

where g(x, u, v) = f(x, u) − f(x, v) is a continous subanalytic function . Let
Π : M ×K ×K → M ×K be the projection on the �rst two components,i.e.
Π(x, u, v) = (x, u), then according to Theorem 3.1.4 Π(A) is subanalytic with
its complement B = M ×K \ Π(A). B has been de�ned in a way such that if
(x, u) ∈ B then f(x, u) = m(x) and the graph of m is subanalytic since it is
the image of B through the map F (x, u) = (x, f(x, u)) which has subanalytic
components.
The proof that M(x) is subanalytic is analogous.
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We now state two classical results of subanalytic geometry. The �rst Lemma
leads to a part of the proof of Theorem 3.1.1 while the second one ensures the
existance of the Lojasiewicz's exponent for a subanalytic function. We prove
only theorem 3.1.8. For other proofs see [12] or [16].

Lemma 3.1.7. Curve selection Lemma
Let X be a subanalytic set of a real analytic manifold M and let x ∈ X be an
accumulation point (i.e. x ∈ X̄). Then there exists ε > 0 and a non-constant
real analytic map

γ : (−ε, ε)→M

such that γ(0) = x and γ ((0, ε)) ⊂ X.

Theorem 3.1.8. Lojasiewicz's inequality
Let M be a real analytic manifold and let K be a compact subset of M . Let
then f, g : K → R be subanalytic functions. If f−1(0) ⊆ g−1(0) then there exist
constants C, r > 0 such that for every x ∈ K

‖f(x)‖ ≥ C‖g(x)‖r (3.1)

As we have already remarked, if M = Rn and if we set Z = f−1(0) and
g(x) := dist(x, Z) with x ∈ K, then we get

‖f(x)‖ ≥ Cdist(x, Z)r

If we suppose that f has an isolated zero (at the origin for simplicity) we get
g(x) = ‖x‖ and the inequality becomes

‖f(x)‖ ≥ C‖x‖r

Proof. We consider the set

L :=
{

(x1, x2) ∈ R2 | x1 = |g(x)|, x2 = |f(x)| x ∈ K
}

and π1(x1, x2) = x1 the projecion on the �rst component.
We �rst need a Lemma. For the proof see [5].

Lemma 3.1.9. Let M be a real analytic manifold

1. Let L be a subanalytic subset of M . If dimL ≤ 1 then X is semianalytic.
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2. Let L ⊂ M be a one-dimensional semianalytic subset and let a ∈ L̄.
Assume that L \ {a} is locally connected. Then there exist ε > 0 and a
real analytic map γ : (−ε, ε) → M such that γ(0) = a and γ((0, ε)) is a
neighbourhood of a in L \ {a}.

By this Lemma the set L that we de�ned above is a semianalytic subset of
R2. We can assume that 0 ∈ π1(L) and that 0 is not isolated in π1(L). Then
by the second point Lemma 3.1.9, exist ε > 0 and a parametrized real analytic
curve γ(s) = (x1(s), x2(s)) with s ∈ (−ε, ε) such that x1(0) = 0 and x1(s) > 0
for s > 0 and such that L∗ := L ∩ {[0, x1(ε))× R} is bounded by γ([0, ε)).
By a change of parameter we can assume that x1(s) = sk for some k > 0.
Then, by hypothesis, x2(s) > 0 for every s ∈ (0, ε) since for every x1 ∈ (0, εk)
the set {x ∈ K : |g(x)| = x1} is compact and |f(x)| does not vanish on it. In
particular, v(s) has a nonzero minimum.
Now, since L∗ is bounded below by γ, then |f(x)| ≥ v(s) and sk = |g(x)| for
some x ∈ K and then |f(x)| ≥ v

(
|g(x)|

1
k

)
> 0.

Thank to the analitycity of v, we verify that exist C, r > 0 such that |f(x)| ≥
C|g(x)|r, whenever 0 < |g(x)| ≤ εk.

3.2 Steepness and subanaytic functions

Now that we have a general idea of subanalytic sets, we have to give esti-
mates on the growth of a subanalytic function that has an isolated zero. We
consider a positive subanalytic function for which we prove an important lower
estimate that leads to the proof of Theorem 3.1.1. The main idea is to obtain
general estimates and apply them to the function ‖PV k∇h(I + ηu)‖.

For ξ̃ > 0 let us consider a compact analytic manifold K, the closed ball
Bξ̃(0) ⊂ Rn and a continous subanalytic function Φ : Bξ(0) × K → R+ such
that, for every �xed y ∈ K and set

Φy := Φ(·, y) (3.2)

then either Φy(0) = 0 and this zero is isolated6 or Φy(0) > 0. For this kind of
functions we want to �nd constants C > 0 and δ > 0 such that Φy(x) ≥ C‖x‖δ
for every x ∈ Bξ̃(0) and for a �xed parameter y ∈ K.

6a is said to be an isolated zero for f if f(a) = 0 and if there exists an open neighbourhood
U for a such that f(x) 6= 0 for every x ∈ U \ {a}.
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Proposition 3.2.1. The functions

m(ξ, y) = min
‖x‖=ξ

(Φ(x, y)) (3.3)

and
M(ξ, y) = max

0≤η≤ξ
(m(η, y)) (3.4)

are continous subanalytic on the set [0, ξ̃]×K.

Proof. Let us consider the function7 ϕ : [0, ξ̃] × K × Sn−1 → R+ such that
ϕ(ξ, y, θ) = Φ(ξθ, y). Then

m(ξ, y) := min
θ∈Sn−1

(ϕ(ξ, y, θ))

is continous and subanalytic by Lemma 3.1.6.
Then we set

f(ξ, y, t) : [0, ξ̃]×K × [0, 1]→ R+

such that f(ξ, y, t) = m(tξ, y) and then always by Lemma 3.1.6 is continous
subanalytic the function

M(ξ, y) := max
t∈[0,1]

(f(ξ, t, y)) = max
η∈[0,ξ]

(m(η, y))

We are now ready to state and prove a key theorem that allows a clear
understanding of the main Theorem 3.1.1.

Theorem 3.2.2. Let K ⊆M be a compact subset of a real analytic manifold
M and let Φ : Bξ ×K → R+ be a continuous subanalytic function. Then the
following conditions are equivalent:

i) For any �xed y ∈ K, the function (3.2) is such that either Φy(0) > 0 or

0 ∈ Bξ̃(0) is an isolated zero.

ii) There exist constants C, δ > 0 such that for every (ξ, y) ∈ [0, ξ̃]×K the
following inequality is satis�ed

max
η∈[0,ξ]

(
min
‖x‖=η

Φ (x, y)

)
≥ Cξδ (3.5)

7We denote by Sn−1 the unit sphere in Rn, i.e. Sn−1 = {x ∈ Rn : ‖x‖ = 1}
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iii) There exist constants C, δ > 0 such that for every �xed y ∈ K and for any
continuous curve γ : I ⊂ R → Bξ̃(0) that connects the origin to a point

at a distance d ≤ ξ̃ there exists a point t∗ ∈ I such that Φy (γ(t∗)) ≥ Cdδ.

Proof.

i)⇒ii) We observe that the term on the left in equation (3.5) is equivalent to (3.4)
which is continuous subanalytic for Proposition 3.2.1 and if we denote
with M−1(0) the set of zeros of M then it is that M−1(0) ⊆ {0} × K.
Furthermore, M(·, y) is clearly nondecreasing with respect to ξ and if
M(0, y) > 0 then M(ξ, y) > 0 for every ξ ∈ [0, ξ̃] and then ii) is veri�ed.
But if M(0, y) = 0 then Φ(0, y) = 0 and since the origin is an isolated
zero for Φ then there exists a neighbourhood U ⊆ Bξ̃(0) of the origin
such that Φ(x, y) > 0 for every x ∈ U \{0} and since M is nondecreasing
it is also that M(ξ, y) > 0 for every ξ ∈ (0, ξ̃]. Let then consider the
continous subanalytic function π1(ξ, y) = ξ which is such that

M−1(0) ⊆ π−1
1 (0) = {0} ×K

and then since Bξ̃ × K is compact we can apply Theorem 3.1.8 that
ensures the existance of constants C > 0 and δ > 0 such that

M(ξ, y) ≥ Cξδ

for every (ξ, y) ∈ [0, ξ̃]×K.

ii) ⇒ iii) See Remark 3.1.1.

iii) ⇒ i) Let suppose by contradiction that for a certain y ∈ K there exists an
accumulation of zeros at the origin and then for point 4) of Proposition
3.1.2 we have that

Zy :=
{
x ∈ Bξ̃(0) such that Φy(x) = 0

}
is a subanalytic set so we can apply Lemma 3.1.7 to �nd ε > 0 and a
nonconstant analytic curve γ : (−ε, ε) → Bξ̃(0) such that γ(0) = 0 and
γ(0, ε) ⊂ Zy which is a contradiction since we supposed iii).
Hence iii) ⇒ i) and the theorem is proved.
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3.3 Proof of the main theorem

We are now ready to prove Theorem 3.1.1.
Let consider a real analytic function h : D ⊆ Rn → R de�ned on an open
domain D and for every k ∈ {1, ..., k} we denote by Gk (Rn) the k-dimensional
Grassmannian manifold8, that is, the set of all the k-dimensional vector sub-
spaces of Rn. We denote by V k an element9 in Gk (Rn).
We set

Hk : Rn ×D ×Gk (Rn)→ R+

Hk(x, x0, V
k) := ‖PV k∇h(x0 + x)‖ (3.6)

where x ∈ V k and x0 + x ∈ D. We introduce this notation since that if an
isolated critical point for the restriction of h on the a�ne subspace x0 + V k

coincides with an isolated zero for Hk, then we apply Theorem 3.2.2 to Hk to
obtain the thesis.
By hypothesis, the restriction of h to any a�ne subspace has only isolated
critical points. Then following our new notations, if x0 ∈ D is a critical point
for the restriction of h to the a�ne subspace x0 + V k, it follows that Hk has
an isolated zero at the point (0, x0, V

k).
Let now consider a compact subset K ⊂ D such that x0 ∈ K. Then Hk is
de�ned also on the restriction{(

x, x0, V
k
)
∈ B ξ̃ ∩ V

k ×K ×Gk (Rn)
}

(3.7)

where B ξ̃ is the closed ball centered at the origin of Rn and ξ̃ = dist(K,Rn\D)

is its radius. We highlight that this choice of ξ̃ ensure us that x + x0 ∈ D for
every x ∈ B ξ̃

We know (See Appendix D) that the Grassmannian is a compact smooth man-
ifold and that a �ber over any element V k ∈ Gk (Rn) is given by all the k-tuples
of linearly indipendent orthonormal vectors in Rn, that is, by10 the open set in
Rnk denoted by V 0

k (Rn). Then, since Gk (Rn) is compact, there exists for every
V k ∈ Gk (Rn) a compact neighbourhood Ωk ⊆ Gk (Rn) and a real analytic map
T : Ωk → Rnk such that

T
(
V k
)

:=
(
T1

(
V k
)
, ..., Tk

(
V k
))

(3.8)

8Gk (Rn) is a smooth manifold of dimension k(n− k). See Appendix D for all the details.
9Do not confuse the element V k ∈ Gk (Rn) with Vk(Rn) the set of all linearly indipendent

k-tuples in Rn.
10See D.2
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is an orthonormal basis for every V k ∈ Gk (Rn), that is, from now on we sup-
pose that V k has an orthonormal basis11.

Then x ∈ B ξ̃ ∩ V k can be written as

x =
k∑
j=1

xjTj(V k) for some xj ∈ R

and then

Hk(x, x0, V
k) = Hk

(
k∑
j=1

xjTj(V k), x0, V
k

)
and then, recalling how we de�ned Hk in (3.6), we can write12

Hk(x, x0, V
k) = ‖PV k∇h(x+ x0)‖ =

=

∥∥∥∥∥∇h
(
x0 +

k∑
j=1

xjTj(V k)

)
· T1(V k), ...,∇h

(
x0 +

k∑
j=1

xjTj(V k)

)
· Tk(V k)

∥∥∥∥∥ =

=

 k∑
i=1

〈
∇h

(
x0 +

k∑
j=1

xjTj
(
V k
)) ∣∣∣∣Ti (V k

)〉2
 1

2

For Theorem 3.1.5, we have that Hk is continous and subanalytic (See
De�nitions 3.1.3 and 3.1.4) since now the function is de�ned on the compact
set B ξ̃ ×K × Ωk as we reported in (3.7)13.

Now since Gk (Rn) is compact and the union of all the neighbourhoods Ωk,
depending on the element V k ∈ Gk (Rn), covers the whole space Gk (Rn), then

we can consider a �nite subcover
{

Ω
(i)

k

}
i
such that

nk⋃
i=1

Ω
(i)

k = Gk (Rn)

for some nk > 0. Then every element Ω
(i)

k of the cover has its corresponding

section on V 0
k (Rn) that we can de�ne, following (3.8), as T (i) : Ω

(i)

k → Rnk.

11We highlight that Tj(V
k) is an unit vector in Rn.

12We denote by < ·|· > the standard scalar product in Rn.
13See [21].
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We want to apply Theorem 3.2.2 to the function

H(i)
k

(
x, x0, V

k
)

= Hk

(
k∑
j=1

xjT (i)
j

(
V k
)
, x0, V

k

)
(3.9)

for every (x0, V
k) contained in the compact setK×Ω

(i)

k , for every i ∈ {1, ..., nk}.
Following our construction, the restriction of h admits only isolated critical

points if and only if, �xed (x0, V
k) ∈ K × Ω

(i)

k , H(i)
k veri�es the �rst condition

of theorem 3.2.2.
If H(i)

k (0, x0, V
k) > 0, there is nothing to prove since it means that x0 is regular

for every restriction of h and then the function is clearly steep. Conversely, if
H(i)
k (0, x0, V

k) = 0, then it means that x0 is a critical point for h|
x0+V k

and by
hypothesis it is isolated.
Then, for every k ∈ {1, ..., n − 1} and for every i ∈ {1, ..., nk}, for Theorem
3.2.2 there exist C(i)

k > 0 and δ(i)
k > 0 such that, along any continous curve

γ : I := (−a, a) ⊆ R→ V k ∩B ξ̃ such that γ(0) = x0 a > 0 (3.10)

that joins x0 to a point at a distance ξ ≤ ξ̃, there exists a point t∗ ∈ I such
that

H(i)
k

(
γ(t∗), x0, V

k
)
≥ C

(i)
k ξ

δ
(i)
k

We recall that, as we showed in the proof of Theorem 3.2.2, δ(i)
k is the Lo-

jasiewicz's exponent of H(i)
k with respect to the distance function (See De�ni-

tion 3.1.1 and Theorem 3.1.8). We now set

Ck = min
i∈{1,...,nk}

C
(i)
k (3.11)

δk = max
i∈{1,...,nk}

δ
(i)
k (3.12)

and with this notation it is clear that for every curve γ de�ned as in (3.10)
there exists a point t∗ such that these coe�cients and indices are such that

‖PV k∇h(x0 + γ(t∗))‖ ≥ Ckξ
δk

Now for every k ∈ {1, ..., n − 1} and for every i ∈ {1, ..., nk} the couple

(x0, V
k) ∈ K × Ω

(i)

k describes all the subspaces that intersect K then we can
state that h is steep on K with steepness coe�cients (C1, ..., Cn−1) and steep-
ness indices (δ1, ..., δn−1) for curves of length ξ̃ = dist(K,Rn \D).
The original De�nition 2.1.1 of steep function is satis�ed since we apply ii) of
Theorem 3.2.2 to every H(i)

k for every i and every k and take coe�cients and
indices as in (3.11) and (3.12).
The proof is completed.
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Chapter 4

Examples and counterexamples

We dedicate this chapter to various kinds of examples and counterexamples.
For instance, we compute explicitly, for easy functions, the steepness indices.
We will do it in di�erent cases, focusing the attention on functions that are
steep only on subspaces of a certain dimension k, that is, not uniformly.
This means that, in general, the de�nition can not be extended to all the sub-
spaces. If we want to verity the steepness condition with the original de�nition
2.1.1, then we have to consider all the k ∈ {1, ..., , n− 1}, see Section 4.2.
Another important question upon which we wish to draw attention is that a
function can change its nature and its behavior in di�erent parts of the domain
and it obviously in�uences the steepness coe�cients and the indices. For ex-
ample, this situation happens when we consider a function that is quasiconvex
only in a part of its domain while is only three-jet nondegenerate in another
part or it is neither, as we show in Section 4.1.
We show that a non-steep unperurbed Hamiltonian has perturbed actions that
drift away fastly, that is, linearly with time.
We �nally prove with a counterexample that real analyticity is a necessary
condition for the equivalence between De�nitions 2.1.1 and 2.1.4. Indeed, the
equivalence fails if the function in only Ck.

4.1 Quasiconvex and three-jet non degenerate

functions

For a review, in Chapter 2, Sections 2.2 and 2.3, can be found the properties
and the results on quasi-convex and three-jet non-degenerate functions.
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1. Let us consider a parameter m ∈ R and a function h : R3 → R de�ned
as

h(x, y, z) =
x2

2
− y2

2
+m

y3

3
+ z (4.1)

We study the steepness property for h when the parameter m changes.

(a) For m = 0 the function is not steep. We �rstly observe that it is
neither quasi-convex nor three-jet non-degenerate. Indeed, we im-
mediately see that det Ĥ = 4 > 0 and then by property 5 of Section
2.2 the function it is not quasi-convex.
In addition, the function is three-jet degenerate since the three-
tensor h′′′(x, y, z) of third order derivatives is the null three-tensor,
then the system (2.5) has in�nitely many solutions.
However, as we will see, these conditions are su�cient for steepness,
but not necessary.
In this speci�c the de�nition of steepness is veri�ed only on the vec-
tor subspace of dimension k = 2, that is, on the entire tangent plane
∇h(x, y, z)⊥ but not on all the subspaces of dimension k = 1 (see
the next section 4.2).
We consider a general point x̄ = (x0, y0, z0) so we can write

∇h(x̄) = (x0,−y0, 1)

For sake of simplicity and in order to avoid too many parameters,
we take x̄ on the z axis, that is in the form

x̄ = (0, 0, z0)

We obtain ∇h(x̄) = (0, 0, 1) and then

∇h(x̄)⊥ = {z = 0} ⊂ R3

To sum up, for k = 2 we have

V 2 = ∇h(x̄)⊥ = {z = 0}

and if ū is a unit vector in V 2, then in polar coordinates, for η, t ∈ R,
it is

ηū = (η cos t, η sin t, 0) ∈ V 2

so ∥∥PV 2∇h (x̄+ ηū)
∥∥ =

∥∥ (2η cos t,−2η sin t, 0)
∥∥ = 2η
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then when k = 2 the steepnes property is veri�ed at x̄ with steepness
index equal to 1.

For k = 1, we consider the versor ū =
(

1√
2
, 1√

2
, 0
)
, the subspace

V 1 = span

(
1√
2
,

1√
2
, 0

)
⊂ ∇h(x̄)⊥

and the vector x̄+ ηū =
(
η 1√

2
, η 1√

2
, z0

)
. This time we obtain

‖PV 1∇h (x̄+ ηū)‖ =

=

(
η

1√
2
,−η 1√

2
, 1

)
·
(

1√
2
,

1√
2
, 0

)
=
η

2
− η

2
= 0

then on this line the property is not veri�ed, that is, h is not steep
if we consider subspaces of dimension k = 1. Then the function is
not steep when m = 0.

(b) For m 6= 0 (without loss of generality m > 0), the function is steep
since it is quasi-convex in a part of its domain and is three-jet non-
degenerate in its complementary.
We have

∇h(x̄) =
(
x0,−y0 +my2

0, 1
)

and

h′′(x̄) =

1 0 0
0 −1 + 2my0 0
0 0 0


We use Proposition 2.2.1 to compute the steepness indices and then
we look for the quasiconvexity regions.
It is

det Ĥ = det


1 0 0 x
0 −1 + 2my0 0 −y0 +my2

0

0 0 0 1
x −y0 +my2

0 1 0

 = 1− 2my0

then

det Ĥ < 0 ⇐⇒ y0 >
1

2m

and by property 5 in Section 2.2, we have that h is quasi-convex if
and only if y0 >

1
2m

.
It follows from Proposition 2.2.1 that the steepness index is δk = 1
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for every k ∈ {1, 2} whenever y0 >
1

2m
.

Now the funcion is also three-jet non degenerate. When y0 = 1
2m

system (2.5) with unknown (x1, x2, x3) is
x1x0 −

x2

4
+ x3 = 0

x2
1 = 0

2x3
2 = 0

which has only the trivial solution (x1, x2, x3) = (0, 0, 0).
Similarly, for y0 <

1
2m

we obtain
x1x0 − y0(1−my0)x2 + x3 = 0

x2
1 − (1− 2my0)x2

2 = 0

2x3
2 = 0

which also has only the trivial solution (x1, x2, x3) = (0, 0, 0).
In this case the space orthogonal to ∇h(x̄) = ∇h(x0, y0, z0) is the
plane

∇h (x̄)⊥ =
{

(x, y, z) ∈ R3
∣∣ x0x+

(
my2

0 − y0

)
y + z = 0

}
then the restriction of the quadratic form h′′(x̄) to that space has
eigenvalues 1 and −1 + 2my0, that is, the quadratic form h′′(x̄) is
non-degenerate if and only if −1 + 2my0 6= 0.
We use Propositions 2.2.1 and 2.3.2 to state that h is steep on the
orthogonal plane ∇h(x̄)⊥ with index δ2 = 1 when y0 6= 1

2m
, while is

steep with index δ2 = 2 when y0 = 1
2m

.
Finally, on the subspaces of dimension 1 contained in ∇h(x̄)⊥ we
use Proposition 2.3.2 to state that δ1 = 2 in the non quasi-convexity
but three-jet non-degenerate region y0 ≤ 1

2m
.

(c) This example shows that in the inequality (2.9) can be strict and
the second term does not ensure the steepness condition.
Indeed, it is not true that for every �xed y0 ≤ 1

2m
there exist con-

stants C, δ > 0 such that for every ηū ∈ ∇h(x̄)⊥

‖∇h(x̄+ ηū) · ηū‖
‖ηū‖

≥ C‖ηū‖δ (4.2)
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If we set m = 1 we have ∇h (x̄) = (x0, y0(y0 − 1), 1) and the follow-
ings:

∇h(x̄)⊥ =
{

(x, y, z) ∈ R3|x0x+ y0(y0 − 1)y + z = 0
}

=
{

(x, y, z) ∈ R3| z = (1− y0)y0y − x0x
}

∇h(x̄+ ηū) = (x0 + ηu1, (y0 + ηu2) (−1 + y0 + ηu2) , 1)

⇒ ∇h(x̄+ ηū) · ηū = (ηu1)2 − (1− 2y0) (ηu2)2 + (ηu2)3 =

= (ηu1)2 − (ηu2)2 (1− 2y0 − ηu2)

with ū = (u1, u2, u3) ∈ ∇h(x̄)⊥ with unit norm and η ∈ R.

Now we consider the following curve in ∇h(x̄)⊥ that reaches the
orgin at time t = 0 de�ned for t ≥ 0 in the non quasi-convex region
y0 >

1
2
:

ū(t) =
(
t
√

(1− 2y0 + t),−t,−t (1− y0) y0 − t
√

(1− 2y0 + t)x0

)
=

= (u1(t), u2(t), (1− y0)y0u2(t)− u1(t)x0)

We immediately check that

∇h(I + ū) · ū|ū(t)
= t2

(
1− 2y + t)− t2(1− 2y + t)

)
≡ 0 ∀t > 0

However, as we have just proved, the function is steep with steepness
index equal to 1.

2. We show a function that is steep but does not verify the three-jet non-
degeneracy condition (2.5).
We consider the function h : R3 → R

h(x̄) =
x2

1

2
+
x4

2

4
+ x3

in a neighbourhood of (0, 0, x3) for all x3 ∈ R.
We have

∇h(x̄) =
(
x1, x

3
2, 1
)
|(0,0,x3)

= (0, 0, 1)

and then
∇h(x̄)⊥ = {z = 0}

then we consider the canonical basis {e1, e2} as a basis of ∇h(x̄I)⊥.
The function is three-jet degenerate along the x2 axis. We denote, as
usual, with h′′ the Hessian matrix of h at the point x̄.

h′′ :=

1 0 0
0 3x3

2 0
0 0 0

∣∣∣∣∣
(0,0,x3)

=

1 0 0
0 0 0
0 0 0


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and with h′′′ the three-tensor

∂3h

∂xi∂xj∂xk
(x̄) = 0

with i, j, k ∈ {1, 2, 3} which is such that at the point (0, 0, x3) is the null
three-tensor.
Then, for v = (v1, v2, v3) ∈ R3, the system:

∇h · v = v3 = 0

h′′(x̄)v · v = v2
1 = 0

h′′′(x̄)vv · v = 0

has in�nite solutions (0, v2, 0) for every v2 ∈ R.
However the function is steep.
Indeed, if we take v ∈ ∇h(x̄)⊥ then v has the form v = (v1, v2, 0) and we
can verify the steepness condition applying the de�nition. Moreover, we
compute the steep index of h on that plane.
Recalling that the steepness property is local and then vi ≤ 1 ∀ i, named
V := ∇h(I)⊥, we �nd

‖PV∇h(I + v)‖ =
∥∥PV (v1, v

3
2, 1
)∥∥ = ‖(v1, v

3
2, 0)‖ =

=
√
v2

1 + v6
2 ≥

√
v6

1 + v6
2 ≥

1

2
3
2

‖v‖3

In the last inequality we used the general propery such that, for every
v ∈ Rn, the following inequality holds

‖v‖p ≥ ‖v‖∞ ≥
1√
n
‖v‖2

where ‖ · ‖p is the usual Lp norm.

Remark 4.1.1. We chose this function just to avoid too many coe�cients.
We could have chosen also h(x1, x2, x3) = x4

1 +x4
2 +x3 to obtain the same

results.

Remark 4.1.2. In general, we can easily show that around the point
(0, 0, x3) the function

h(x1, x2, x3) :=
xp1 + xp2

p
+ x3
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never veri�es the jet condition of order p− 1 but, however, the function
is steep with index p− 1.
Indeed, with such functions we have∥∥PV (vp−1

1 , vp−1
2 , 1)

∥∥ =
∥∥(vp−1

1 , vp−1
2 , 0)

∥∥ =

√
v

(p−1)2
1 + v

(p−1)2
2 =

= ‖v‖p−1
2(p−1) ≥‖v‖

p−1
∞ ≥

(
1√
n

)p−1

‖v‖p−1
2

4.2 Steepness and k-dimensional subspaces

We show by examples that the de�nition of steepness at a point, in general,
depends on the dimension k of the subspace.
The following examples were suggested by Nekhoroshev itself, who highlighted
the indipendence of the steepness condition for di�erent dimensions of the sub-
space V k.
Here we show two functions of three variables where the �rst satis�es the steep-
ness condition when k = 2 and not for k = 1, while the second one veri�es the
de�nition in the opposite case.
In general it may happen that a function is steep along all the subspaces of
dimension lower or equal to n−2 and it is not steep on a subspace of dimension
equal or greater than n− 1.

1. We consider the function h(x, y, z) = x+ y2− z2 de�ned on R3 and want
to check the steepness conditions. The function h does not verify the
conditions when dimV k = 1 on points in the form I = (x0, y0, y0).
It is

∇h(I) = (1, 2y0,−2y0)

⇒ ∇h(I)⊥ =
{

(x, y, z) ∈ R3
∣∣ x+ 2y0y − 2y0z = 0

}
We consider, as usual, the subspace

V 1 = span ū = span

(
0,

1√
2
,

1√
2

)
⊆ ∇h(I)⊥

and

I + ηū =

(
x0, y0 +

η√
2
, y0 +

η√
2

)
⇒

⇒ ∇h (I + ηū) =

(
1, 2

(
y0 +

η√
2

)
,−2

(
y0 +

η√
2

))
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so

‖PV 1∇h(I + ηū)‖ = ∇h(I + ηū) ·
(

0,
1√
2
,

1√
2

)
≡ 0

which proves that h is not steep when dimV k = 1.
On the other hand, when k = 2, so when V 2 is the entire tangent plane,
if we put for simplicity y0 = 0, then it is I = (x0, 0, 0), so

∇h(I) = (1, 0, 0) ∇h(I)⊥ = {x = 0}

and we can immediately compute the orthogonal projection of the gradi-
ent over the tangent space.
We express a unit vector on the tangent plane in the form ū = (0, cos t, sin t)
with t ∈ R and then we can write

I + ηū = (x0, η cos t, η sin t)⇒ ∇h(I + ηū) = (1, 2η cos t,−2η sin t)

then
‖PV 2∇h(I + ηū)‖ = ‖(0, 2η cos t,−2η sin t)‖ = 2η

which implies that the de�nition of steepness is veri�ed when k = 2.

2. The function h(x, y, z) = (x− y2)2 + z2 satis�es the steepness conditions
on points in the form x = y2 and z 6= 0 when k = 1, but not when k = 2.
Indeed

∇h(x, y, z) =
(
2(x− y2),−4xy(x− y2), 2z

)
and at the point I = (y2

0, y0, z0) it is

∇h(x, y, z) = (0, 0, 2z0)

and ∇h⊥ is simply the plane {z = 0}. We will show the result in the case
y0 = 0, i.e. restricted to the z axis, but the result is true for all y0 ∈ R.
We can now write, following the usual notation:

ū = (cos t, sin t, 0) ū ∈ ∇h(I)⊥ ‖ū‖ = 1

I + ηū = (0, 0, z0) + η (cos t, sin t, 0) = (η cos t, η sin t, z0)

then

∇h (I + ηū) =
(
2(η cos t− η2 sin2 t),−4η2 cos t sin t(η cos t− η2 sin2 t), 2z0

)
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so when k = 2 it is

‖PV 2∇h(I + ηū)‖ =

=
∥∥(2 (η cos t− η2 sin2 t

)
,−4η2 cos t sin t

(
η cos t− η2 sin2 t

)
, 0
)∥∥ =

=
[
4η2
(
cos t− η sin2 t

)2
+ 16η6 cos2 t sin2 t

(
cos t− η sin2 t

)2
] 1

2
=

= 2η
∣∣cos t− η sin2 t

∣∣ [1 + 4η4 cos2 t sin2 t
] 1

2 =

= 2η
∣∣cos t− η + η cos2 t

∣∣ [1 + 4η4 cos2 t sin2 t
] 1

2

which shows that ‖PV 2∇h(I + ηū)‖ = 0 if

η cos2 t+ cos t− η = 0

and the last equation is satis�ed for small η > 0 if and only if

cos t =
1−

√
1 + 4η2

2η
⇒ t = arccos

1−
√

1 + 4η2

2η
=: t(η)

This shows that the function is not steep when k = 2. Indeed we found
a curve γ ⊂ V 2 along which the projection of the gradient vanishes, in
particular we found that

min
ū∈V 2
‖PV k∇h(I + ηū)‖ =: µI(η) = 0

when ū = (cos t(η), sin t(η), 0).
On the other hand, when k = 1, V 1 is generated by the versor ū =
(cos t̄, sin t̄, 0) with �xed t̄ ∈ [0, 2π] so to verify the de�nition we just
have to compute the lenght of the projection of the gradient along this
versor.
We have

‖PV 1∇h(I + ηū)‖ = ∇h(I + ηū) · ū
that is (

η cos t̄− η2 sin2 t̄
) [

2 cos t̄
(
1− 2η2 sin2 t̄

)]
4.3 Two counterexamples

4.3.1 A non-steep function

We saw in Section 4.1 that, when m = 0, the function (4.1) loose steepness.
We now show a classical example of a non steep function to which the Nekhoro-
shev theorem can not be applied. The function is a unperturbed Hamiltonian
h : R2 → R such that

h(I1, I2) = I2
1 − I2

2 (4.3)
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We see that it looses steepness on the line I1 = I2.
Indeed, if I = (I1, I1), it is

∇h(I) = 2(I1,−I1)⇒ ∇h(I)⊥ = {(I1, I1)}

then, if ū = (u1, u1) is such that ‖ū‖ = 1, it is

∇h(I + ηū) = 2 (I1 + ηu1,−I1 − ηu1)

and ∥∥P∇h(I)⊥∇h(I + ηū)
∥∥ = 2 (I1 + ηu1,−I1 − ηu1) · ηū = 0

Now, recalling Section 1.2, if (4.3) is a unperturbed hamiltonian de�ned on a
2n = 4 dimensional phase space and (I1, I2) ∈ R2 are the action variables, then
if the perturbed Hamiltonian has the form

H(I1, I2, ϕ1, ϕ2) = h(I1, I2) + εf(I1, I2, ϕ1, ϕ2)

where f(I1, I2, ϕ1, ϕ2) = f(ϕ1, ϕ2) = sin(ϕ1 +ϕ2) and ε is the small parameter,
then, with initial condition in the origin, the solution is

I(t) = (εt, εt) and ϕ(t) =
(
−εt2, εt2

)
that is

‖I(t)− I(0)‖ =
√

2εt

then Nekhoroshev theorem 1.2.2 clearly fails since perturbed actions drift away
linearly with the time t.

4.3.2 Arcsteepness versus steepness

In the second chapter, we stated that the original de�nition 2.1.1 of steep-
ness is stronger than de�nition 2.1.4 if the function is only C1 without being
analytic in its domain, while Teorem 3.1.1 ensures that in the real analytic case
the two de�nitions are equivalent. Here in this section, we want to construct
an explicit example of a C1 and not real analytic function that is arc-steep at a
point in the sense of de�nition 2.1.4 but does not verify the steepness condition
2.1.1.

First of all, let consider in R2 a number ξ̄ > 0 and the closed ball Bξ̄(0) of
radius ξ̄ centered at the origin and we take sets Rj such that for j ≥ 0 they
are expressed in polar coordinates by

Rj =

{
(ρ, θ)

∣∣ ρ ∈ [ ξ̄

2j+1
,
ξ̄

2j

]
, θ ∈

[
−π

3
+ jπ,

π

3
+ jπ

]}
(4.4)
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Figure 4.1: The set R =
⋃+∞
j=1 Rj

and we set

R =
+∞⋃
j=0

Rj

We observe that the last union is disjoint and afterwards we consider
"thicker" sets R̃j such that

Rj =

{
(ρ, θ)

∣∣ ρ ∈ [ ξ̄

2j+1
− εj,

ξ̄

2j
+ εj

]
, θ ∈

[
−π

3
+ jπ,

π

3
+ jπ

]}
where

εj =
1

3

(
ξ̄

2j+1
− ξ̄

2j+2

)
=

ξ̄

2j+23

and where the quantity in brackets is the range of the length of the radius in
the set Rj+1. We highlight that if the interval where ρ is contained has length

hj =
ξ̄

2j
− ξ̄

2j+1

then εj =
hj+1

3
. This choice of εj allow us to avoid overlap situations, that is,

R̃j ∩ R̃j+2 = ∅ for every j.
Now we set

B̃ := Bξ̄(0) \

(⋃
j≥0

R̃j

)
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and consider a bump function1 ψ : R2 → R such that

ψ(x1, x2) =

{
1 if (x1, x2) ∈ R
0 if (x1, x2) ∈

(⋃
j≥0 R̃

)c
If x̄ = (x1, x2) we de�ne

h(x1, x2) = x2 + (1− ψ(x1, x2))
|x̄|2

2

It is immediate that h ∈ C∞(Bξ̄(0) \ {0}) ∩C1(R2) without being analytic
in the origin.
We state that this function does not verify the steepness condition 2.1.1 in the
origin, although it is arc-steep. It should be noticed that

h|R(x1, x2) = x2

h|
B̃

= x2 + |x̄|2
2

Computing the gradient of h we verify that in the regions we are interested
in we obtain

∇h(x1, x2) =

{
(0, 1) if (x1, x2) ∈ R
(x1, 1 + x2) if (x1, x2) ∈ B̃

and in particular

∇h(0, 0) = (0, 1) ⇒ V 1 := ∇h(0, 0)⊥ = R× {0}

that is, the projection onto the orthogonal space to the gradient computed
at the origin is just the projection on the �rst component.
Now, following de�nition 2.1.1, we consider a vector u ∈ V 1 such that ‖u‖ = 1
and a positive number 0 < η ≤ ξ̄ so that the vector ηu is just ηu = (±η, 0)
and the sign depends on the orientation of u.
We project onto the space V 1, obtaining

‖PV 1∇h(ηu)‖ = ‖∂x1h(ηu)‖ =

{
0 if ηu ∈ R
η if ηu ∈ B̃

The interesting element is that if

1A bump function is a function f : Rn → R which is both smooth and compactly sup-
ported. The bump function is a sort of smoothing of the characteristic function and can be
obtained by taking a convolution product with a molli�er. We remark that bump functions
cannot be analytic unless they vanish identically.
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‖PV 1∇h(η, 0)‖ = 0 then ‖PV 1(−η, 0)‖ = η

and vice versa. That is the minimum u is such that the projection of the
gradient vanishes and from this result it is clear that the de�nition of steepness
is not veri�es.
Actually we just proved that

∀ 0 < η ≤ ξ̄ there exists u ∈ V 1 such that ‖PV 1∇h(ηu)‖ = 0

On the other hand, the function is arc-steep. In fact on every continous
curve

γ : I → V 1 ∩Bξ̄(0)

joining the origin to a point x̄ at a distance d ≤ ξ̄, there can always be found a
point γ(t∗) such that ‖PV 1∇h(γ(t∗))‖ is greater than Cξδ for some ξ ≤ ξ̄ and in
particular it is that γ(t∗) ∈ B̃∩V 1. Then de�nition 2.1.4 with f ∈ C1 is veri�ed,
so we conclude that the C1 condition is not su�cient to make de�nition 2.1.1
and 2.1.4 equivalent.
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Appendix A

The Taylor's Formula in Several

Variables

In this �rst Appendix we provide a review of the Taylor's Theorem in sev-
eral variables. We consider only scalar-valued functions.

De�nition A.0.1. A multi-index α is an n-tuple of natural numbers, that is

α = (α1, α2, ..., αn) αi ∈ N ∀i

If α is a multi-index, called x̄ = (x1, x2, ..., xn) ∈ Rn, we can de�ne

|α| = α1 + α2 + ...+ αn α! = α1!α2!...αn!

x̄α = xα1
1 x

α2
2 ...x

αn
n

∂αf = ∂α1
x1
∂α2
x2
...∂αnxn f =

∂|α|f

∂x1
α1∂x2

α2 ...∂xαnn

It is known that if f is a function of class Ck, then the order of di�erentiation
up to order k in a partial derivative is immaterial. Then, we can write the k-th
order partial derivative of f simply as ∂αf with |α| = k.

Theorem A.0.1 (Multinomial Theorem). For any x̄ = (x1, ..., xn) ∈ Rn and
any positive integer k, it is

(x1 + x2 + ...+ xn)k =
∑
|α|=k

k!

α!
x̄α
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Proof. We proceed by induction on n. The case n = 2 is just the binomial
formula

(x1 + x2)k =
k∑
j=0

k!

j!(k − j)!
xi1x

k−j
2 =

∑
α1+α2=k

k!

α1!α2!
xα1

1 x
α2
2 =

∑
|α|=k

k!

α!
x̄α

where we have set α1 = j, α2 = k − j and α = (α1, α2). We suppose then that
the result is true for N − 1 = n then, taken x̄ = (x1, ..., xN) and using the
inductive hypothesis, we obtain

(x1 + ...+ xN)k =
∑
i+j=k

k!

i!j!
(x1 + ...+ xN−1)i xjN =

∑
i+j=k

k!

i!j!

∑
|β|=i

i!

β!
x̃βxjN

where β = (β1, ..., βN−1) and x̃ = (x1, ..., xN−1).
If we now set α = (β1, ..., bN−1), it is β!j! = α! and x̃βxjN = x̄α we obtain the
result ∑

|α|=k

k!

α!
x̄α

We can extend the result to the product rule for higher-order partial deriva-
tives

∂α (fg) =
∑

β+γ=α

α!

β!γ!

(
∂βf

)
(∂γg)

and the proof is by induction on the number n of variables.

Suppose now to have f : S ⊆ Rn → R of class Ck de�ned on an open set
S, with S convex. Then the Taylor expansion for f(x̄) about a point a ∈ S is

f (a+ h) =
k∑
j=0

(h · ∇)j f(a)

j!
+Ra,k(h) (A.1)

where we set h = x̄− a, where (h · ∇)j f is the directional derivative

h · ∇ = h1
∂

∂x1

+ h2
∂

∂x2

+ ...+ hn
∂

∂xn

applied j times to f and where Ra,k(h) is the reminder.
We now apply the multinomial theorem A.0.1 to the last expression to obtain

(h · ∇)j =
∑
|α|=j

j!

α!
hα∂α

and if we substitute this expression in equation (A.1), we obtain the following:
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Theorem A.0.2 (Taylor's Theorem in Several Variables). Suppose f : Rn → R
is of class Ck+1 on an open convex set S. If a ∈ S and a+ h ∈ S, then

f (a+ h) =
∑
|α|≤k

∂αf(a)

α!
hα +Ra,k(h) (A.2)

where the reminder is given in Lagrange's form by

Ra,k (h) =
∑
|α|=k+1

∂αf(a+ ch)
hα

α!
(A.3)

for some c ∈ (0, 1) and in integral form by

Ra,k(h) = (k + 1)
∑
|α|=k+1

hα

α!

∫ 1

0

(1− t)k∂αf(a+ th)dt (A.4)

As in one variable, the following estimates for the reminder term follows
from the Lagrange or integral formulas for it:

Corollary A.0.3. If f is of class Ck+1 on S and |∂αf(x)| ≤M for x̄ ∈ S and
|α| = k + 1, then

|Ra,k(h)| ≤ M

(k + 1)!
‖h‖k+1

where
‖h‖ = |h1|+ |h2|+ ...+ |hn|

Proof. It follows from either (A.3) or (A.4) that

|Ra,k(h)| ≤M
∑
|α|=k+1

|h|α

α!

and the result follows from Theorem A.0.1
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Appendix B

Upper semi-continous functions

In the de�nitions of steepness that we have provided (2.1.1, 2.1.2 and 2.1.3)
it is implied that the function

µ(ξ) := min
‖ū‖=1
ū∈V k

‖PV k∇h(I + ξū)‖ (B.1)

reaches its maximum value over the compact set [0, ξ̃]. This property is always
veri�ed, as it is shown in this appendix, since the function (B.1) is upper semi-
continous and these kinds of functions always reaches their maximum on a
compact set.
It follows that, in de�nitions 2.1.1, 2.1.2 and 2.1.3, it is correct to use the notion
of maximum of a function instead of the notion of supremum1.
We prove that (B.1) is upper semi-continous and then that the maximum value
is reached on a compact set.

De�nition B.0.2. A real valued function f de�ned on a metric space X is
said to be upper semi-continous at a point x̄ ∈ X if for every ε > 0 there exists
a neighbourhood U of x̄ such that ∀x ∈ U ∩X

f(x) < f(x̄) + ε

1The usage of the minimum instead of the inf in de�nition 2.1.1 obviously follows from
the Weierstrass's Theorem, since ∇h(I + ξu) is continous over the compact set

K = {u ∈ Vk ∩G, ‖ū‖ = 1}
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A function is upper semi-continous on a space X if it is upper semi-continous
at all the points of X.

It is well known that if x̄ is an accumulation point for X then f is upper
semi-continous at x̄ if and only if

lim sup
x→x̄

f(x) ≤ f(x̄)

We have

Theorem B.0.4. If X is a compact set of R and if f is upper semi-continous
on X then

sup
X
f ∈ f(X)

that is, f is bounded above and reaches its max on X.

Proof. Let L = sup
X
f . L is in R and in particular L ∈ f(X), then there exists

a sequence {yn}n∈N with yn ∈ f(X) such that

lim
n→∞

yn = L

Let {xn}n∈N be a sequence in X such that f(xn) = yn for every n ∈ N. X
is compact then we can extract a subsequence {xnk}k∈N which converges to a
point x0 ∈ X and, on the other hand, f (xnk) is a subsequence extracted from
{yn} then

lim
k→∞

f (xnk) = L

Now f is upper semi-continous in x0 then, �xed ε > 0, there exists a neigh-
bourhood U of x0 such that

f(x) < f(x0) + ε ∀x ∈ U ∩X

and for su�ciently big k̄ > 0 we have that xnk belongs to U for every k > k̄
then for these k we have

f(xnk) < f(x0) + ε

then �nally it is
f(x0) ≤ L ≤ f(x0) + ε

and the statement follows from the arbitrariness of ε

We show that (B.1) is upper semi-continous.
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Proposition B.0.5. Let f ∈ C(Rn,R) and, for ξ ≥ 0, let

µ(ξ) := min
ū∈∂Bξ

f(ū)2

Then µ(ξ) is upper semi-continous.

Proof. By contradiction, we suppose that µ is not upper semi-continous at a
point ξ0 > 0. Then there exist ε > 0 and a sequence ξn → ξ0 such that

µ(ξn) ≥ µ(ξ0) + ε

for every n ∈ N.
Let now {un}n∈N ⊆ ∂Bξ be a sequence such that

f(un) = µ(ξn)

then we can extract a subsequence {unk}k∈N such that

lim
k→∞

unk = ū ‖ū‖ = ξ0

and f is continous, then f(unk)→ f(ū) when k →∞.
So

µ(ξ0) + ε ≤ µ(ξnk) = f(unk)

and passing to the limit, we obtain

µ(ξ0) + ε ≤ f(ū) ≤ µ(ξ0)

which is a contradiction then f has to be upper semi-continous at ξ0.

2∂Bξ denotes the usual sphere in Rn centered at the origin and of radius ξ.
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Appendix C

A theorem on steepness by

Nekhoroshev

We have premised in our work that we would have stated an general theo-
rem on steep functions formulated by Nekhoroshev in [18]. The result is very
general and basically it is not related to dynamical systems.
Indeed, steepness is a property of a general C1 function which is not necessary
a unperturbed Hamiltonian.
Roughly speaking, the author stated that a function f(x) de�ned on a domain
G ⊆ Rn is steep in a neighbourhood of a point x ∈ G if ∇f(x) is nonzero and if
the coe�cients of the Taylor's expansion of f up to a order r > 0, namely the
r-jets of f(x), at the point x do not solve any of a certain number of equations
and inequalities, together with other auxiliary parameters. It is also provided
an estimate for the steepness indices.
The theorem asserts that a steep function lies outside a certain semialgebraic
set1 which is contained in the set of r-jets of smooth functions. However, it is
not provided an explicit construction of such sets.
There is a recent paper [24] where is provided an explicit formulation of such
sets for speci�c orders of di�erentiation (r = 2, 3) and dimension n ≥ 2.
Let now review this classical result [18].

We start with the following

De�nition C.0.3. Let f : G ⊆ Rn → R, we say that the r-jet of f at a point
x ∈ G is a vector F̄ consisting of the coe�cients fµ of the Taylor polynomial of

1See [7] for a complete de�nition of semialgebraic set.
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order r ≥ 2 of the function f at the point x with the exception of the constant
term. We denote it by

F̄ = {fµ, 1 ≤ |µ| ≤ r}

where µ = µ1, ..., µn is a multi-index2, µi ≥ 0 are integers for every i and
|µ| =

∑n
i=1 µi and where

fµ =
1

µ!

∂|µ|f(x)

∂xµ

Furthermore, we denote by Jr(n) the space of the r-jets of all the smooth func-
tions of n variables at the point x.

Now with this de�nitions there are sets denoted by σr(n) contained in Jr(n).
Such sets are determined through a collection of systems of polynomial equal-
ities and inequalities, depending the gradient ∇f and on other "parameters",
that is numbers depending on the dimension n of the space G, on the order r
and also on the dimension m of the subspaces contained in the space othogonal
to the gradient of f . A r-jet of a function belongs to this set σr(n) if and only
if it is the solution of at least one of the inequalities.
The �nal result will be that the closure of these sets, denoted by Σr(n), con-
tains the r-jets of all the non-steep functions.
The construction of the sets σr(n) is beyond the scope of this thesis. The com-
plete construction can be found in [20] and [18]3.
To summarize, σ := σr(n) is a subset of Jr(n) and an r-jet F̄ belongs to σ if
and only if it veri�es at least one of those inequalities.
The closure of σr(n) in Jr(n) is denoted by Σr(n) and Nekhoroshev asserts
that it coincides4 with the closure σr(n) in J2r−2(n) and this equality leads to
the �nal proof.

Recalling the de�nition of steepness (see De�nition 2.1.1), we highlight that
the result implies that the function is steep at a point, that is, it is steep on
all subspaces of dimension m ∈ {1, ..., n− 1}.
Indeed, as one can see below, we also have estimates for the steepness indices
for all the m-dimensional subspaces.
The original theorem provides also an estimate for the codimension of Σr(n)
in Jr(n).

We now can state the original

2See Appendix A for details.
3Sections 5.2.B, 5.2.C and 5.2.D.
4Lemma 5.3.B [18].
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Theorem C.0.6. For any r ≥ 2 and n ≥ 2 the semialgebraic set Σr(n) con-
tained in Jr(n) has the following properties:

1. Let h be an arbitrary function of class C2r−1 in a neighbourhood of a point
Ī where ∇h(Ī) 6= 0. If the r-jet of the function h lie outside of the set
Σr(n) then h is steep in a neighbourhood of Ī.

2. For every m ∈ {1, ..., n− 1}, the steepness index αm of the function h in
this neighbourhood is not greater than ᾱm where

ᾱm =

max
[
1, 2r − 3− n(n−2)

2
+ 2m(n−m− 1)

]
if n is even

max
[
1, 2r − 3− (n−1)2

2
+ 2m(n−m− 1)

]
if n is odd

The di�culty of the theorem is determine the set Σr(n). We know an explicit
construction for r = 2, 3 but no explicit conditions are known5 for r ≥ 4.

5See [24].
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Appendix D

The smooth Grassmann manifold

D.1 Introduction

In this appendix, we provide the main steps of the proof that a smooth struc-
ture can be given to the Grassmann manifold or Grassmannian. We essentially
follow [14] and we take the opportunity to thank Dr. Domenico Monaco for his
helpful suggestions on this geometric argument. In these proofs we use elemen-
tary tools easy to understand, but some of them may be pretty boring for the
advanced reader. If the reader is familiar with the Lie groups, we suggest to
see Example 7.22 in Chapter 7 in [14] where it is proved more concisely that
the Grassmannian has a smooth structure.

From now on, it is always supposed that the space Rn is endowed with the
euclidean topology.

De�nition D.1.1. For any integer k ∈ {1, ..., n} the Grassmannian Gk(Rn)
is the set of all k-dimensional linear vector subspaces contained in Rn.

We de�ne some well known tools that are used to assign a good topology
to Gk(Rn).

De�nition D.1.2. Let (X, T ) be a topological Hausdor� space. A coordinate
chart on X is the couple (U,ϕ) where U ∈ T is an open subset of X and
ϕ : X → Rn is a map such that:

1. ϕ(U) is an open set in Rn

2. ϕ is a homeomorphism on ϕ(U).
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If we consider two charts (U,ϕU) and (V, ϕV ) such that U ∩ V 6= ∅ then we
de�ne the transition map from ϕU to ϕV as the map de�ned by

ϕV ◦ ϕ−1
U : ϕU(U ∩ V )→ ϕV (U ∩ V ) (D.1)

We remind that in our case the coordinate charts are smooth maps, that
is, they are di�eomorphisms. Two charts (U,ϕU) and (V, ϕV ) are called C∞

compatible or smoothly compatible1 if U ∩ V = ∅ or if the transition map is of
class C∞, that is, it is a di�eomorphism.

De�nition D.1.3. A C∞ atlas or a smooth atlas A is a collection of coordinate
charts {Uλ, ϕl : Uλ → Rn} such that:

1.
⋃
λ Uλ = X

2. Any two coordinate charts in A are smoothly compatible with each other.

Two atlases are equivalent if their intersection is still an atlas.

We remind that if the transition maps are real analytic, then the manifold
is real analytic and essentially prove

Theorem D.1.1. Gk(Rn) is a connected compact smooth2 manifold of dimen-
sion k(n− k).

D.2 Topology of the Grassmannian

To prove Theorem D.1.1 we must provide a topology to Gk(Rn) and to do
it we consider the set Vk(Rn) of all the k-tuples of linearly independent vectors
in Rn.

Lemma D.2.1. Vk(Rn) is an open set in Rnk

Proof. A k-tuple of linearly independent vectors {v1, ..., vk} ⊆ Rnk is uniquely
determined by a matrix M ∈ Mn,k(R) 3 and this matrix has maximum rank
k, that is, there exists a not null minor from a k × k submatrix of M . We call
this submatrix M ′ and consider the following diagram of continous functions:

Vk(R)
α−→Mn,k(R)

minor−−−→Mk,k(R)
det−→ R

1We have to de�nte compatible functions because smoothness (and in general di�erentia-
bility) is not invariant under homeomorphisms, this is why we need smooth charts

2With smooth we mean C∞
3WithMn,k(R) we mean the space of n× k matrices with coe�cients in R
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such that
{v1, ..., vk}

α−→M
minor−−−→M ′ det−→ detM ′

then Vk(Rn) is the preimage of the composition of continous functions of the
open set R \ {0}, which means that it is an open set in Rnk.

We now consider the surjection4

q : Vk(R)→ Gk(Rn)

{v1, ..., vk} → span (v1, ..., vk)

and endow the grassmanian Gk(Rn) with the quotient topology T , setting

A ⊆ Gk(Rn) is open in T ⇐⇒ q−1(A) ⊆ Vk(Rn) is open in Rnk

However, if we consider the set V 0
k (Rn)5 of k-tuples of orthonormal vectors in

Rn and the surjection q0 = q|
V 0
k

(Rn)
, we likewise endow Gk(Rn) with the quotient

topology T0, that is

A ⊆ Gk(Rn) is open in T0 ⇐⇒ q−1
0 (A) ⊆ V 0

k (Rn) is open in Rnk

We state omitting the proof the following

Lemma D.2.2. The topological spaces (Gk(Rn), T ) and (Gk(Rn), T0) are home-
omorphic and an homeomorphism is given by the identitymap, that is, T = T0

Lemma D.2.3. The maps q : Vk(Rn) → Gk(Rn) and q0 : V 0
k (Rn) → Gk(Rn)

are open.

Now we can prove that the Grassmannian is a Hausdor� space and satis�es
the second axiom of countability, that is, the topology of the Grassmannian
has a countable base.

Lemma D.2.4. Let (X, T̃ ) be a topological space. If for every x 6= y such that
x, y ∈ X there exists a continous map f : X → R such that f(x) 6= f(y) then
X is an Hausdor� space.

Proof. Let ε := |f(x)− f(y)| > 0. If we set

U =
(
f(x)− ε

3
, f(x) +

ε

3

)
and V =

(
f(y)− ε

3
, f(y) +

ε

3

)
then it is clear that U and V are disjoint. Furthermore, f is continous then
f−1(U) is an open neighbourhood of x and f−1(V ) is an open neighbourhood

4By span(v1, ..., vk) we mean the space spanned by the vectors v1, ..., vk
5These structures are called Stiefel's manifolds
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of y and they are disjoint, that is we found two disjoint open neighbourhoods
of y. We found two disjoint open neighbourhoods for every pair x, y ∈ X then
X is an Hausdor� space.

With this Lemma we can immediately prove

Lemma D.2.5. Gk(Rn) is a topological Hausdor� space.

Proof. Let �x two subspaces X, Y ∈ Gk(Rn) such that X 6= Y and choose
x ∈ X \ Y . We de�ne

ρw(X) : Gk(Rn)→ R such that ρw(T ) := dist(w, T )

then it is ρw(X) = 0 and ρw(Y ) 6= 0. Let consider the diagram

V 0
k (Rn)

q0 //

ρ̃w

%%

Gk(Rn)

ρw

��
R

where

ρ̃w : V 0
k (Rn)→ R is such that ρ̃w(v1, ..., vk) :=

∥∥∥∥∥w −
k∑
i=1

< w, vi > ·vi

∥∥∥∥∥
The map ρ̃w is continous and makes the previous diagram commute. By Lemma
D.2.3 and by the commutativity of the diagram above, it is

A ⊆ R open =⇒ ρ̃w
−1(A) open in V 0

k (Rn)

=⇒ q0

(
ρ̃w
−1 (A)

)
open in Gk(Rn) =⇒ ρ̃w

−1(A) is open in Gk(Rn)

that is, ρw is continous and then by Lemma D.2.4 the proof is completed.

Now, to prove that Gk(Rn) satis�es the second axiom of countability we
start with

Lemma D.2.6. Let X and Y be two topological spaces such that X has a
countable base and let f : X → Y be a continous surjective open map. Under
these conditions Y has a countable base.
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Proof. Let B be a countable base of open sets of X. We now de�ne B′ :=
{f(A) : A ∈ B} and show that this is a countable base for Y . Firstly, f(A) is
open in Y for every A ∈ B since f is an open map. Furthermore, if B is open
in Y then by the continuity of f it is that f−1(B) is open in X and for the
second axiom of countability there exist countably open sets {Ai}i∈I such that

f−1(B) =
⋃
i∈I

Ai

and then recalling that f is surjective, we have

B = f
(
f−1(B)

)
= f

(⋃
i∈I

Ai

)
=
⋃
i∈I

f (Ai)

where the lasts are elements of B′ and then B′ is a countable base for Y .

Corollary D.2.7. Gk(Rn) is a topological space that satis�es the second axiom
of countability.

Proof. We use Lemma D.2.6 setting X = Vk(Rn) which has a countable base
since it is a subspace of Rnk, Y = Gk(Rn) and the map q : Vk(Rn)→ Gk(Rn).

D.2.1 Compactness and connectedness of Gk(Rn)

i) Compactness

Lemma D.2.8. V 0
k (Rn) is compact in Rnk.

Proof. An element of V 0
k (Rn) is a k-tuple of orthonormal vectors denoted

as usual as {v1, ..., vk}, that is, it can be represented as a matrix M ∈
Mn,k(R) with vi as column. These vectors are orthonormal so they have
unit norm, that is, V 0

k (Rn) is a bounded set.
Let now f : Mn,k(R) → Mk,k(R) be the continous function such that
f(A) = tAA − 1 where 1 is the k × k identity matrix. Since {v1, ..., vk}
are orthonormal then vi · vj = 0 if i 6= j and then, following the previous
notation, it is tMM = 1 which means that if 0k is the k× k null matrix,
then V 0

k (Rn) = f−1(0k), that is, V k
0 (Rn) is a closed set.

Corollary D.2.9. Gk(Rn) is a topological compact space.
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Proof. Gk(Rn) is a continous image of a compact set through the surjec-
tion q0 : V 0

k (Rn)→ Gk(Rn).

ii) Connectedness

Lemma D.2.10. Vk(Rn) is path-connected.

Proof. Let consider two elements in Vk(Rn). They are two k-tuples of
linearly indipendent vectors {v1, ..., vk} and {w1, ..., wk} that can be ex-
tended to two basis of Rn respectively V̄ = {v1, ..., vk, vk+1, ..., vn} and
W̄ = {w1, ..., wk, wk+1, ..., wn}. Let M be the matrix that has the vectors
of V̄ a s columns and let N be the matrix with the vectors of W̄ as
columns. Without loss of generality we can assume that

M,N ∈ GLn(R)+ := {A ∈Mn,n(R) such that det A > 0}

and such a space is path-connected. It follows that there exists a continous
path γ such that

γ : [0, 1]→ GLn(R)+ such that γ(0) = M and γ(1) = N

If we now consider the projection π : GLn(R)→ Vk(Rn) that selects the
�rst k columns of the matrix A, we have that π is clearly continous and
then it is continous also the composition π ◦ γ : [0, 1] → Vk(Rn). This is
a continous path that joins the two elements of Vk(Rn), in fact for every
t ∈ [0, 1] we have that γ(t) is an invertible matrix, that is,its columns are
linearly indipendent.

Corollary D.2.11. Gk(Rn) is a connected topological space.

Proof. Gk(Rn) is the continous image of the path-connected space Vk(Rn)
through the map q.

To conclude, in this section we proved

Theorem D.2.12. (Gk(Rn), T ) ' (Gk(Rn), T0) is a compact, connected and
Hausdor� topological space with countable basis.
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D.3 Construction of smooth charts and a smooth

atlas

We now give to the Grassmannian the structure of smooth manifold.

i) Construction of smooth coordinate charts

Let X ∈ Gk(Rn) be a k-dimensional subspace of Rn. We look for an
open neighbourhood of X homeomorphic to an open set in Rk(n−k) and
a coordinate chart between them. We de�ne

U = UX :=
{
Y ∈ Gk(Rn) : Y ∩X⊥ = 0

}
where X⊥ = {y ∈ Rn such that x · y = 0,∀ x ∈ X}.

Lemma D.3.1. U is open in (Gk(Rn), T ).

Proof. T is the quotient topology and then

U is open in T ⇐⇒ q−1(U) is open in Vk(Rn)

Let �x an orthonormal basis {x1, ..., xn−k} of X⊥ and it is

q−1(U) =
{
{v1, ..., vk} ∈ Vk(Rn) : span(v1, ..., vk) ∩X⊥ = 0

}{
{v1, ..., vk} ∈ Vk(Rn) : {v1, ..., vk, x1, ..., xn−k} are linearly indipendent

}
We de�ne the map f : Vk(Rn)→ R such that to an element {v1, ..., vk} ∈
Vk(Rn) associates the determinant of an n× n matrix that has

v1, ..., vk, x1, ..., xn−k

as columns. Such a function is continous and then q−1(U) = f−1(R\{0})
is an open set in Vk(Rn) and the proof is completed.

Let denote by π : Rn → X and by π⊥ : Rn → X⊥ the orthogonal
projections on X and X⊥ respectively, that is

π(x) =

{
x if x ∈ X
0 if x ∈ X⊥

π⊥(x) =

{
x if x ∈ X⊥

0 if x ∈ (X⊥)⊥ = X

We have the following

Lemma D.3.2. π|Y : Y → X is an isomorphism of vector spaces, for
every Y ∈ U .
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Proof. The projection is a linear map and both Y and X have the same
dimension, then we only have to prove that π|Y is injective. Let y ∈ Y be
such that π|Y (y) = 0; then in particular π(y) = 0, that is, y ∈ X⊥ but
U is a set such that Y ∩X = 0 for every Y ∈ U then it is y = 0 which
means that ker(π|Y ) is trivial so the function is injective.

With this Lemma we know that π|Y is an invertible functio, then we
de�ne6

S : U → Hom(X,X⊥)

Y → π⊥|Y ◦ (π|Y )−1

that is, S is a map that provides another linear map that "reads" the
vector y ∈ Y in terms of elements of the direct sum X ⊕ X⊥. We �x a
basis V = {v1, ..., vk} for X and another basis U = {u1, ..., un−k} for X⊥,
then we can de�ne an isomorphism of vector spaces

ΦUV : Hom(X,X⊥)→Mn−k,k(R) ' Rk(n−k)

where Φ sends a linear map φ : X → X⊥ to itstransformation matrix
MU ,V(φ) that is to the matrix that represents φ.
We consider the composition

T = T UV := ΦUV ◦ S

This map is candidated to be chosen as coordinate chart.

Lemma D.3.3. The map T : U → Rk(n−k) is continous.

Proof. We look for a map T̃ : q−1 → Rk(n−k) such that the following
diagram commutes.

q−1(U) ⊆ Vk(Rn)
q //

T̃

))

U ⊆ Gk(Rn)

T
��

Rk(n−k)

that is, T ◦ q = T̃ .

6With Hom(X,X⊥) we mean the set of linear maps from X to X⊥.
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Let consider Y ∈ U and let �x an orthonormal basis Y = {y1, ..., yk}
for Y 7. Such a basis is an element of q−1(U) and since every yj is an
element in Rn = X ⊕ X⊥ then there exists unique coe�cients λi,j with
i, j ∈ {1, ..., k} and µi,j with j ∈ {1, ..., k} and i ∈ {1, ..., n−k} such that

yj =
k∑
i=1

λi,jvi +
n−k∑
i=1

µi,jui for every j = {1, ..., k}

Since the projection is a liner map, it is

π|Y (yj) = π|Y

(
k∑
i=1

λi,jvi +
n−k∑
i=1

µi,jui

)
=

=
k∑
i=1

λijπ|Y (vi) +
n−k∑
i=1

µi,jπ|Y (ui) =
k∑
i=1

λi,jvi

We observe that the transformation matrix for πY is

Λ = ΛV,Y(π|Y ) = (λi,j)i,j=1,...,k (D.2)

and by the previous Lemma that matrix is invertible. On the other hand
we have

π⊥|Y (yj) = π⊥|Y

(
k∑
i=1

λi,jvi +
n−k∑
i=1

µi,jui

)
=

=
k∑
i=1

λijπ⊥|Y (vi) +
n−k∑
i=1

µi,jπ⊥|Y (ui) =
k∑
i=1

µi,jui

and in this case the transformation matrix for the map π⊥|Y is

M =MU ,V(π⊥|Y ) = (µi,j) i=1,...,n−k
j=1,...,k

(D.3)

Now, once we �x the basis Y for Y , we have that the choice of the
coe�cients λi,j and µi,j is unique then we can de�ne a map

T̃ : q−1(U)→ Rk(n−k) such that Y = {y1, ..., yk} →MΛ−1 (D.4)

that is, MΛ−1 is the transformation matrix of

π⊥|Y ◦
(
π|Y
)−1 ∈ Hom(X,X⊥)

so T̃ is continous. The thesis follows as the last part of the proof of Lemma
D.2.4.

7We recall that the choice of the basis is not restrictive, since the change-of-basis matrix
is invertible and the multiplication by an invertible matrix is an endomorphism on q−1(U)
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Lemma D.3.4. The map T is invertible and the inverse is continous.

Proof. Recalling that T : ΦUV ◦ S we �rstly have to prove that ΦUV and S
are bijective. We immediately see that ΦUV is invertible and its inverse(

ΦUV
)−1

:Mn−k,k(R)→ Hom(X,X⊥)

is such that associates to a matrix the linear map that it represents.
Indeed we know that ΦUV is an isomorphism between the space of linear
maps from X to X⊥ and the matrix spaceMn−k,k(R).
Now we need an inverse for S. Let �x a basis X = {x1, ..., xk} for X and
then we de�ne

S−1 : Hom(X,X⊥)→ U such that S−1(ϕ) = span(X + ϕ(X ))

where
span(X + ϕ(X )) = span(x1 + ϕ(x1), ..., xk + ϕ(xk))

Now �xing ϕ : X → X⊥, we set

Y := S−1(ϕ) = span(X + ϕ(X ))

and in particular we observe that Y ∈ U because every vector yj =
xj + ϕ(xj) has a non-zero component xj since X is a basis and then
Y ∩X⊥ = 0. It is

S ◦ S−1(ϕ) = π⊥|Y ◦
(
π|Y
)−1

but π|Y and π⊥|Y act on the vectors in the form xj+ϕ(xj) in the following
way8

π|Y (xj + ϕ(xj)) = xj since ϕ(xj) ∈ X⊥ (D.5)

π⊥|Y (xj + ϕ(xj)) = ϕ(xj) since xj ∈ X (D.6)

so we deduce that the map described by equation D.5 acts like the identity
map on the set X, that is, if

B = {x1 + ϕ(x1), ..., xk + ϕ(xk), y1, ..., yn−k}

is a basis for Rn (we completed the basis Y) then the transformation
matrix of π, that is, MX ,B(π) contains as submatrix the k × k identity

8These vectors are a basis for Y
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matrix.
On the other hand we have

π⊥|Y (xj + ϕ(xj)) = ϕ(xj) since xj ∈ X

then π⊥|Y coincides with ϕ on X so we can conclude that

π⊥|Y ◦
(
π|Y
)−1

= ϕ ◦ 1X = ϕ⇒ S ◦ S−1 = ϕ

that is, S−1 is a right inverse for S. To show that it is also a left inverse
we prove that S−1 ◦ S : U → U is the identity map on U .
Let then consider Y ∈ U . We already know by Lemma D.3.2 that π|Y is
an isomorphism between the vector spaces Y and X then

∀ y ∈ Y ∃! x ∈ X : y = x+ π⊥|Y ◦
(
π|Y
)−1

(x)

and in that way we obtain a basis for Y given by

yj = xj + π⊥|Y ◦
(
π|Y
)−1

(xj) for every j = 1, ..., k (D.7)

But then we have

S−1 ◦ S(Y ) = S−1
(
π⊥|Y ◦

(
π|Y
)−1
)

=

= span
(
x1 + π⊥|Y ◦

(
π|Y
)−1

(x1) , ..., xk + π⊥|Y ◦
(
π|Y
)−1

(xk)
)

= span (y1, ..., yk) = Y

that is, S−1 is a left inverse for S.
We can choose T−1 : Rk(n−k) → U where T−1 := S−1 ◦

(
ΦUV
)−1

as an
inverse for T and then the �rst part of the Lemma is proved.

Now, to show that T−1 is continous we prove the equivalent condition
that T̃ de�ned in D.4 is an open map. Indeed, if T̃ is open then we can
choose an open set A ⊆ U and then q−1(A) is open in Vk(Rn) since q is
continous and T̃ (q−1(A)) = T (A) is open inMn−k,k(R) since T̃ is open
and if T is open then T−1 is continous. Following the usual notation we
set for every j ∈ {1, ..., k}

yj =
k∑
i=1

λi,jvi +
n−k∑
i=1

µi,jui Y = span(y1, ..., yk) ∈ U
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If we take {V ,U} as a basis for Rn then the matrix that represents the
vectors yj is

N =



λ1,1 · · · λ1,k
...

. . .
...

κk,1 · · · λk,k
µ1,1 · · · µ1,k
...

. . .
...

µn−k,1 · · · µn−k,k


(D.8)

and following the notation used in the previous Lemma recalling (D.2)
and (D.3) we write

N =

(
Λ
M

)
and for D.4 it is

T̃ (N) = M · Λ−1

We now consider the projections9

p1 :Mn,k(R)→Mn−k,k(R) such that p1(N) = p1

(
Λ
M

)
= M

p2 :Mn,k(R)→ GLk(R) such that p2(N) = p2

(
Λ
M

)
= Λ

Let now consider the right action of the group GLk(R)

g :Mn−k,k(R)×GLk(R)→Mn−k,k(R) such that g(M,A) = M · A−1

this action is open.
If N ∈ q−1(U) is the matrix (D.8) then

T̃ (N) = g (p1(N), p2(N))

that is, it is a composition of open maps and then it is open.

From this Lemma it follows that every k−dimensional subspace X of Rn

has a neighbourhood U homeomorphic to an open set in Rk(n−k) and the
homeomorphism is given by the map T , that is, (U, T ) is a coordinate
chart for Gk(R). We proved

9We could identify the matrix space Mn,k(R) as the product Mn−k,k(R)×Mk(R) so the
following are the projections othe �rst and on the second componen, respectively.
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Theorem D.3.5. Gk(Rn) is a compact and connected k(n−k)−dimensional
topological manifold.

ii) Construction of an atlas

WE want to provide to Gk(Rn) an atlas as in De�nition D.1.3 so we
have to prove that two coordinate charts are smoothly compatible, that
is, taht the transition map is smooth. we �rstly remind that if UX is
an open neighbourhood of X ∈ Gk(Rn) and V = {v1, ..., vk} is a basis
for X then given a coordinate chart T : UX → Rk(n−k) and a matrix
A ∈Mn−k,k(R) ' Rk(n−k) then the inverse map T−1 is de�ned as

T−1(A) = span(V + AV) (D.9)

where A is a matrix that represents the linear map LA ∈ Hom(X.X⊥).
Recalling (D.7) we know that there exists a unique basis Y = {y1, ..., yk}
of Y ∈ UX such that π(yj) = vj for every j ∈ {1, ..., k} and that holds
the identity

yj = vj + S (Y ) (vj)

where S(Y ) = π⊥|Y ◦
(
π|Y
)−1

.

Now let X0 and X1 be two elements of Gk(Rn) and let U0 and U1 be
two open neighbourhoods of X0 and X1 respectively with non-empty
intersection, i.e.:

U0 =
{
Y ∈ Gk(Rn) : Y ∩X⊥0 = {0}

}
U1 =

{
Y ∈ Gk(Rn) : Y ∩X⊥1 = {0}

}
U0 ∩ U1 6= ∅

Let us now �x an element Y ∈ U0∩U1 and choose bases V0 = {v0
1, ..., v

0
k}

and U0 =
{
u0

1, ..., u
0
n−k
}
for X0 and for X⊥0 respectively10. We now denote

by v1
j the projection on X1 of the vector v0

j + S (Y ) (v0
j ). We state that

V1 =
{
v1

1, ..., v
1
k

}
10It is important to highlight that the choice of the bases does not change the result of our

proof, that is, if two coordinate charts are smoothly compatible with two �xed bases V and
V ′ then if A is the transformation matrix for some map ϕ : X → X⊥, i.e. A = MV,U (ϕ),
then the transformation matrix B = MV ′,U ′(ϕ) is simply B = PAQ−1 where P is the matrix
that changes basis from U to U ′ and Q changes basis from V to V ′. Such a map is clearly
smooth.
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is a basis for X1. Actually suppose that there exist coe�cients cj ∈ R
such that

k∑
j=1

cjv
1
j = 0

Let denote by π1 the projection onto X1 then it is

0 =
k∑
j=1

cjv
1
j =

k∑
j=1

cjπ1

(
v0
j + S (Y ) (v0

j )
)

= π1

(
cj

k∑
j=1

[v0
j + S (Y ) (v0

j )]

)

which means that

cj

k∑
j=1

[v0
j + S (Y ) (v0

j )] ∈ X⊥1

but X⊥1 has trivial intersection with U1 that contains Y so in particular
vj ∈ U1 for every j and then it follows that

cj

k∑
j=1

[v0
j + S (Y ) (v0

j )] = 0

If there exists one cj0 6= 0 then

v0
j0

= −S(Y )
(
v0
j0

)
which is a contradiction. Indeed, since vj0 ∈ X0 and S(Y )

(
v0
j0

)
∈ X⊥0 ,

this implies that v0
j0

= 0 but this is impossible since v0
j is an element of

the basis of X0 so we conclude that cj = 0 for every j, that is, v1
j are

linearly indipendent.
It is well de�ned the isomorphism

ψ := π1
|Y ◦

(
π0
|Y

)−1

since the maps π0 and π1 (the orthogonal projections on X0 and X1

respectively) are isomorphisms from Lemma D.3.2.
We set V1 = {v1

1, ..., v
1
k} as a basis for X1 and U1 =

{
u1

1, ..., u
1
n−k
}
is an

arbitrary orthonormal basis for X⊥1 . We are now ready to prove the last

Theorem D.3.6. The coordinate charts (U0, T0) and (U1, T1) are smoothly
compatible.
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Proof. We consider two open sets T0(U0 ∩ U1) and T1(U0 ∩ U1) of
Rk(n−k) 'Mn−k,k(R) and prove that the transition map

T1 ◦ T−1
0 : T0(U0 ∩ U1)→ T1(U0 ∩ U1) (D.10)

A → T1(T−1
0 (A))

is smooth. The map (D.10) sends the matrix A to another matrix B that
represents the linear map

LB = π1
⊥|span(V0+AV0)

◦
(
π1
|span(V0+AV0)

)−1

In fact, since A ∈ T0(U0 ∩ U1) ⊆ Mn−k,k(R) then there exists a unique
Y ∈ U0 ∩ U1 such that A = T (Y ) and recalling (D.9) we have that
Y = span(V0 + AV0) and a basis for Y is given by

Y =
{
yj = V 0

j + Av0
j

}k
j=1

but since for Lemma D.3.2 we know that π1 is an isomorphism between
Y and X1 it follows that for every j

yj = v1
j + π1

⊥|Y
◦
(
π1
|Y

)−1 (
v1
j

)
where we recall that LA = π0

⊥|Y
◦
(
π0
|Y

)−1

and where we de�ned

v1
j = ψ(v0

j ) = π0
⊥|Y
◦
(
π1
|Y

)−1
(v0
j )

It follows that

yj = v0
j + Av0

j = ψ(v0
j ) + π1

⊥|Y
◦
(
π1
|Y

)−1 (
ψ(v0

j )
)

that is
ψ−1

(
v1
j

)
+ Aψ−1(v1

j ) = v1
j + S1 (Y ) (v1

j )

⇒ S1 (Y ) (v1
j ) = ψ−1(v1

j ) + Aψ−1(V 1
J )− v1

j

and the last means that the map S1 is the map

S1 = ψ−1 + LA ◦ ψ−1 − idX

If now we associate to these maps the di�eomorphism

ΦV
′

U ′ : Hom(X1, X
⊥
1 )→Mn−k,k(R)

it is clear that the transition map A → T1

(
T−1

0 (A)
)

= T1(Y ) acts in a
smooth way on the coe�cients of A since it is a composition of di�eo-
morphic maps.

88



We found the atlas

A =
{(
UX , T

U
V : UX → Rk(n−k)

)
, X ∈ GLk(Rn)

}
(D.11)

where X = span(V) and X⊥ = span(U).
We proved

Theorem D.3.7. (Gk(Rn), [A]) is a smooth connected and compact man-
ifold of dimension k(n− k).
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