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Abstract

KAM theory predicts that a completely integrable Hamiltonian, under perturbation of
sufficiently small magnitude, preserves almost all invariant tori except for a small set
estimated by the square root of the perturbation size.

Such estimate is not entirely accurate because there are no effective techniques to take
into account the tori formed by the presence of the perturbation, which we refer to
as "secondary." For nearly a decade, L. Biasco and L. Chierchia have been addressing
this problem —the total measure of invariant tori— motivated by the unresolved 1985
conjecture by Arnol’d, Kozlov, and Neishtadst.

The conjecture anticipated that the measure would be controlled by the size of the
perturbation without the square root. To analyze and solve this problem, it was neces-
sary to develop innovative and brilliant techniques, which have been described in the
"Singular KAM Theory" published in 2023.

Thanks to this theory, it is possible to estimate the measure of these invariant tori
accurately and meticulously as it has never done before, and the final result aligns
with the conjecture, namely, that the measure is proportional to the perturbation size
up to corrections.

However, this work has only been carried out for quasi-integrable Elamiltonians that

we call "Natural" or "Mechanical" (i.e., Hamiltonians of the form % + f(z)).

The goal of this thesis is to extend the result to more general Hamiltonians, particularly
in the first part we present the generalization for those system with a generic integrable
and convex part h(y) but always with a perturbation depending only on positions f(x),
while in the second part for those Hamiltonian with a radius of analyticity on the angles,
i.e. on the z, that is different for each component (for Biasco and Chierchia was one
value for each component).

The final part of the thesis intends to head towards the application of Singular KAM
theory to some models of physical interest. To get into specifics, we consider the re-
stricted, circular and planar three-body problem and we study the Fourier coefficients
of the Hamiltonian that describes the system. We provide a new expansion of these
coefficients that significantly improves numerical and analytical work, and, because of
this, we study crucial properties like the presence of zeros and their analyticity.
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Introduction

Quasi-periodic motions in Hamiltonian systems

Perturbation theory is one of the most relevant technique used in all the branches of
physics: from classical to non-relativistic quantum mechanics, as well as in nuclear and
atomic physics, but also in fluid dynamics and up to quantum field theory. Therefore,
developing a perturbation theory in a rigorous and formal way has always been one of
the crucial ambitions for mathematicians.

It’s crucial to understand the primordial motivations that led us to use this kind of
perturbative approach. Precisely for that reason, we have to notice that maybe the
first relevant application of this theory coincides with one of the earliest problems in
nature that has amazed and intrigued man since the most ancient historical times: the
motion of celestial bodies.

This planetarian problem comes from basics observation of “regularity” in mechanisms
such as the rising and the setting of the sun or monthly change of moon phases or
the seasons. So astronomy began to grow and develop more sophisticated methods:
calculation started to predict future positions and regularity of the motions of other
planets. In this way, due to an increased knowledge of earth’s non centrality in the vast
solar system, men began to think about catastrophic question, and research started
focus on these more natural questions:

Will we continue orbiting around the sun preserving our stability?
Which kind of fate awaits our planet?
Is there a risk that in a small period of time we will find ourselves far from solar
system?

The richness of these doubts led mathematicians to develop techniques and notions
that nowadays underlie the theory of “dynamical system”.

In order to make our model, the solar system can be viewed as a 10 bodies system
attracting each other with gravitational force: Sun has the biggest mass M, while the



other planets has myq, ..., mg masses. If we want to make a perturbative approach, we
firstly have to consider our toy model.

For this reason we can start neglecting the attraction exerted by the other planet and
consider only the interaction between the Sun and a single planet, that we can call
Earth. This problem is very easy and studied from first years of high school; it leads
us to simple differential equation that one can solve obtaining the famous Kepler’s
laws: Earth orbits around Sun with following a trajectory represented by an ellipse of
which one of the foci is occupied by the Sun. This motion is eternally periodic and so
completely stable for all time.

Now we want to extend this result to the motion of 10 bodies. In a first
approximation, we notice that M » m; for all i = 1,...,9 (in fact the heaviest planet
is Jupiter with m; ~ 1,90 x 10*"kg, but a1l x 1073) and so we can initially
neglect interaction between planets, thinking solar system as the sum of 10 "single
planet"-problem. In this way we have obtained a completely solvable system where
each single planet will describe his elliptic trajectory indipendently from the others
bodies. If we traduce this motion from a mathematical view, indicating w; the
revolution frequency of planet with mass m;, the motion during the time is
quasi-periodic, namely is represented by a trigonometric series like

> et (0.0.1)

J=01,--,Jo)€Z°

where w - j = jiwy + Jowa + ... + Jowy.

When the solutions to the Newtonian equations of motion are only quasi-periodic, we
say that the system is integrable, and its Hamiltonian (i.e. its energy) can be always
write as a function that depends only on momenta, namely if we indicate with ¢ the
positions and with p the momenta such that (p,q) € M < R®*", one has

H(p,q) = h(p).

Having this kind of motions means completely stability for all time, so it is clear that
the question we should pay attention to is whether such quasi-periodic motions will
persist if we consider mutual gravitational attraction between planets.

This problem has occupied the minds of the world’s greatest mathematicians during
XVII and XIX century, without positive results, until they came to the truth: this
problem cannot be completely solved. Although they did not achieve great results,
the researchers of the time developed revolutionary approaches and techniques that
have survived to our days.



One of these new approaches developed in those years was precisely to consider the
problem as a perturbation of the planetary system without interaction. This method
is based on the study of the Hamiltonian function defined by

H(p,q) =h(p) + f(p,q)

where f describes the presence of interaction and is small w.r.t. the integrable part.
In order to take into account this smallness, given a suitable norm || - || on space of
the real analytic functions, we can say that

l1f(p,q)|| = ¢, forafixed ) <e «1

or equivalently to consider

H(p,q) = h(p) +<f(p;q)

with [[f(p, g)|| = 1.
This opened the way to the perturbation theory.

A lot of brilliant mathematicians like Lagrange, Weierstrass and Poincaré (that can
be considered the father of modern theory) have worked during their life to develop a
rigorous perturbation theory, but they have failed due to the presence of the famous
small divisors: integer linear combination of unperturbed frequencies w;, that appear
at denominator when we consider the influence between planets, and lead to
divergent series.

In fact, if one were looking for solutions to the perturbed problem like [0.0.1, in the
expression of coefficient ¢; one would find at denominator the expression

w-jJ

and if there were exists an integer vector j € Z° such that w-j =0orw-j <e « 1,
the coefficient would be devergent.

In general when w - j = 0, we say that they are in resonance. These resonances can
occur in various systems, such as mechanical, electrical, or acoustic systems. When
these effects happen, the system absorbs energy from the external force and starts
vibrating with a larger amplitude, and disasters such as the collapse of bridges or
buildings may be associated with resonances.

For planetary motion we can see that resonances are not a fake complication made by
mathematician, but real problems. In fact if we consider the orbits of Pluto and
Neptune [[]

Tn ~ 60223 days ~ 5,2033 x 10%s = wy ~ 1,2075 x 1077 Hz

LAll the planets data are taken from https://nssdc.gsfc.nasa.gov/



Tp ~ 90560 days ~ 7,8244 x 10°s = wp ~ 8,0302 x 10" Hz

we notice that
2wy — 3wp ~ 5,94 x 1072 Hz = 0,00000000000594 Hz ~ 0 Hz

and in the same way also, for example, Jupiter’s moons Io and Europa are in a
resonance with each other:

wro ~ 4,109x10°Hz wpyr ~ 2,047x10°Hz = wio—2wpyr ~ 1,5x107" Hz~ 0

and many others.

This problem due to the presence of small divisors in the pertubation theory has
remaind unsolved until 1954. In that year, the great russian mathematician
Kolmogorov published his famous paper "On the Conservation of Conditionally
Periodic Motions under Small Perturbation of the Hamiltonian”, in which he stated
the well-known:

KAM theorem H, 1954. if the pertubation s sufficiently small, most of the
quasi-periodic motions of the unperturbed system with "non—resonant” frequencies are
preserved (if the unperturbed system satisfies a non—degeneracy condition).

We do not want to focus our attention on the history that is related to this paper,
even though it is very interesting and fascinating. For a complete historical and
mathematical view one can see [24].

The approach on which the proof of the Kolomogorov theorem is based is rather
innovative: it is a construction of an iterative algorithm that converges very fast
(inspired by Newton’s method of tangents) and in some way "kills" the pertubation
by conjugating the Hamiltonian to an unperturbed system. This is possible because is
made in several steps: in the first step one conjugates the Hamiltonian to a system in
which the perturbation is quadratically smaller, and then keeps making it smaller and
smaller until it disappears (doing "infinite" steps). The rate at which this scheme
converges is crucial: it causes the numerators to decrease so as to absorb the
divergences of the small denominators. This method was a huge breakthrough in the
world of dynamical systems and opened a new way of approaching serious problems
like celestial mechanics, billiards, and in recent years PDEs, etc.

2In addition to Kolmogorov’s work, the name is due to the contributions made to this theory by
Arnol’d (1963 - [11]) and Moser (1967 - [37]).

3The non—degeneracy condition is that the unperturbed frequency map must be a diffeomorphism.
The original proof made by Kolmogorov to his theorem in his 1954 work is incomplete, for full demon-
stration one can see for example [23)].



Reading to the statement, the first question that appear is what does most of the
quasi-pertodic motions mean in this context. To be more precise, we might ask: given
a generic phase space M < R?", which is the measure of the quasi-periodic motions
that are preserved by the perturbation?

Roughly speaking, the answer is quite easy: KAM theorem ensures that the
quasi—periodic motions that are preserved are the ones that correspond to
Diopanthine frequencies. These unperturbed frequencies satisfy

w(y) - k| = % for all k € Z"\{0}
for v, 7 > 0, i.e. are "quite far" from resonance. One can easily verify that set of
Diophantine frequencies, that we call €2, -, has

meas (€2,.r) < O(7)

and, since the optimal condition to apply KAM theorem is that € y~2 < 1 where € is
the size of the perturbation, the right choice of 7 is O(4/¢) such that

meas (€2, ) < O(y/e).

Using the fact that the frequency map is a diffeomorphism, the measure of
frequencies for which quasi-periodic motions are preserved corresponds to the
measure of actions for which the same holds. So if we call Q. the quasi-periodic
trajectories of the perturbed system, one can conclude that

meas (M \ Q.) < O(1/z).

We usually call the set M\ Q. as "non-torus” region.

This result can be readily understood by looking at a crucial 1-dimensional example:
the pendulum case.

Consider a point particle that moving moves under the effect of a small cosinuisodal
potential (a small harmonic oscillator) with kinetic energy %pQ on a 1-dimensional
ring (or, for the more advanced reader, on the 1-dimensional torus), i.e. consider

1
H(q,p) = 5]02 +ecosq, (p,q) € (BcR") x[0,27) mod 2.

As we know from the basic courses of mechanics, the phase space (i.e. the space of
positions and momenta) can be approximately drawn as

“4In this heuristic introduction we leave the details for which it is necessary to impose this condition.
We notice that with the Kolmogorov’s 1954 proof one can only has ye~% < 1, this optimality of £~2
was obtained by Arnold with his new proof of KAM theorem in 1963 (|11]).



+ & cosq

1 1
H(p.q)=§p2 H(p.q)=§p2+scosq

Looking at the perturbed phase space, the blue trajectories are the deformation of
the unperturbed motions (that are blue straight lines), so are the effective
"preserved" trajectories that are expected by KAM theorem, and are usually called
"primary tori". Furthermore, inside these blue line, one can find the red line that
describes the outline of two eyes that is called "separatriz".

In this case, however, we can directly compute the area that enclosed by separatrix,
and so we can calculate the measure of the region in which one cannot find the
primary KAM tori, i.e. the quasi-periodic motion expected by KAM theorem. Indeed,
the separatrix in the phase space is expressed by the relation

1
f%”(q,p)=§]?2+€cosq=8 = p(q) = +24/e(1 — cosq)

so if one wants to compute the area enclosed by the separatrix in [0, 27) one finds

Area = 4 ) ’ Ve(l — cosq)dg = 8m/e = O(+1/2)

as we have found in the above argument. So we have checked that in this case
meas (M \ Q.) < O(y/e) where Q. represents the quasi-periodic trajectories preserved
by the perturbation that were present in the € = 0 case.

The most important remark that we notice from this example is that the separatrix
encloses some new quasi—periodic motions that did not appear in the unperturbed
case, so they were formed by the presence of the perturbation. They are called
"secondary tori".



These secondary tori are also present directly in nature, and we can find them, for
example, in some particular systems in celestial mechanics, like in the motion of two
moons of Saturn.

Saturn is surrounded by a crowded family of rings and moons, and two of those
moons — Epimetheus and Janus — orbit Saturn so close together that it seems as
though their different orbital speeds should make them crash into each other. But due
to the complex interplay of their mutual gravitational attraction and their very
slightly different distances from Saturn, they never get closer than about 15,000
kilometers from each other. Instead of crashing, they exchange orbital positions in a
gravitational do-si-do once every four years, in a dance that takes 100 days to play
out.

Here is how the dance works. Epimetheus and Janus are small, irregularly-shaped
moons with diameters of about 120 and 180 kilometers, respectively. Both are on
slightly eccentric orbits around Saturn. Their orbits around Saturn differ in size by
only 50 kilometers. In 2004, Epimetheus was the inner of the two satellites. Because it
was closer to Saturn, Epimetheus traveled at a faster angular rate than Janus, so
inner Epimetheus slowly, inexorably caught up to outer Janus. As the two
approached each other in their orbits, Epimetheus tugged on Janus from behind as
Janus tugged on Epimetheus with equal and opposite force.

Epimetheus

Figure 1: Foto taken from https://francis.naukas.com

The mutual tugging caused them to exchange angular momentum. Epimetheus
gained momentum and rose in orbit as Janus lost an equivalent amount of
momentum and fell. Because Janus is four times more massive than Epimetheus, it
fell four times less than Epimetheus rose. The switch of orbital altitudes made Janus

10



— still ahead of Epimetheus in its orbit — the faster of the two. As a result, Janus
crept ahead, and will continue to do so until catching up with Epimetheus again in
2010. The figure 1.1 below explains the behavior schematically. The closeness of the
two moons is exaggerated — Epimetheus and Janus never approach closer than about
15,000 kilometers from each other, roughly 100 times their diameters.

This periodic motion of Janus and Ephimetheus would not exist if there was no
perturbation (the attraction between the moons) and therefore represent what we call
a secondary torus.

So, since KAM theorem is only about primary tori, a question that appears naturally
is

Which is the total measure of quasi periodic motions in a small-perturbed system?
(including primary and secondary tori)

Arnol’d, Kozlov and Neishtad in [9] 1985 conjectured an answer to this fundamental
question.

Conjecture. (ref. [9], Remark 6.8, p.285) It is natural to expect that in a generic
system with three or more degrees of freedom the measure of the ‘non-torus’ set has
order e (...).

So the presence of secondary tori causes the change of the estimate on the measure of
"non-torus" zones, i.e., the complementary of quasi-periodic trajectories, from O(4/¢)
to O(e).

One can find an upper bound on the measure of the "non—torus” set in agreement
with this conjecture for a generic class of Hamiltonian systems in the brilliant
"Singular KAM theory" (see [4]) developed by Luca Biasco and Luigi Chierchia
between 2015 and 2023.

Let us briefly review the strategy developed by Biasco and Chierchia in order to
achieve this result:

e Analogously to what is done in Nekhoroshev theory (compare [25], [41]), fixed a
maximal size of resonances K to be considered, one covers the action space
intro three regions:

1. Non Resonant set R°, (in which |w - k| > o V k € Z"\{0}) after high order
averaging, classical KAM theory yields the existence of primary maximal
KAM tori up to a set of measure O(y/ze(=¢K)),

2. A Neighborhood of double and higher resonances R? (in which w is in
resonance with two or more indipendent vectors of Z") of measure ¢ K¢,

11



where no perturbative analysis is possible because the dynamic is
equivalent to a e-free dynamic, so this is completely included in non torus

set

3. a y/eK°mneighborhood R' of simple resonances, in which w is in resonance
with one vector k € Z", but |w - ¢| > « for all £ with no component in the
direction of k.

So we notice that main game has to be played on the simple-resonance
neighborhood, in order to consider secondary tori and improving estimates (in
classic KAM we don’t consider secondary tori so that non torus set includes
completely also R' and this set is order 1/e.)

e In neighborhoods of single resonance k € Z™ one can perform high-order
averaging theory developed in [1] such that the Hamiltonian is conjugated to

HY(y,2) = H*(y,21) + ef*(y, 2); £ ~ e By, 21) = B*(y) + eg*(y, 21).

e Then the following step is to conjugate the infinitely-many 1-degree Hamiltonian
H* in action-angles variables, but this would be very difficult because one must
have uniform control in all parameters as this transformation must be done for
all k. In order to do this, following [2], we show that one can conjugate all H*
to a specific class of Hamiltonian call “Standard form” Hamiltonian,

Haa(p, 1) = (L + v(p,q1))pi + G(p, q).

For high values of k this standard form has essentially the portrait of a
pendulum (i.e. is essentially p? + cos(q)) so it is easy to study. For low values of
k this form is quite more complicate because is only a system with
finitely-many and non degenerate critical points.

In this way the problem is moved to study action-angles variables for generic
standard form systems, and that’s the main point of 3]. In this work
action-angle transformation is fully described for this class of Hamiltonians, and
the analytic proprieties of this variables are discussed. In particular in [3] Biasco
and Chierchia have studied the behavior of actions function in the limit as the
energy approaches the critical values that will play a main role in our intent:

Ii(Egi +02) = a(z) + b(2) z log(z);  a,b analytic.

This result will be crucial for our result.

5One of the most difficult open problem in dynamics is to rigorously prove that in a e-free system
the "non torus" set has O(1) measure.

12



e Now, we apply the action-angle transformation that we call ¢ to the original
system near simple resonance

Hk = Hk © ¢k(y7x> = hk(I) + gfk([790>7f~k ~ e(icK)'

e The last problem we have to tackle in order to apply classical KAM theory to
this Hamiltonian above, is checking the non degenerate condition on the new
integrable part. Obviously this problem is not trivial only near critical points,
namely with the standard form Hamiltonian in his action-angles variables.
That’s a very delicate question, and it becomes more serious when the distance
in energy from the separatrices goes to zero, where problem becomes a singular
perturbation problem with dramatic singularities. This problem is taken into
account in the outstanding "Twist Theorem” proved in [4].

e At this point, choosing carefully the various free parameters of the game, a
suitable KAM Theorem yields the existence of maximal primary and secondary
KAM tori, which fill the complementary phase set of R? x T" up to a set of
measure exponentially small with K.

Choosing K ~ |logel, it follows the result up to logarithm correction.

The main goal of this thesis is to extend Singular KAM theory to a broader class of
Hamiltonian systems and to start a possible application of this theory to some
relevant physical models in order to obtain some interesting new estimates on the
total measure of the invariant tori for these nearly-integrable systems.

Description of the thesis

The work is divided into three chapters, each of which presents a different result.
Here we will not present the rigorous results but we will do only an heuristic
discussion. The formal results will be written in each chapter.

In the first section we generalize Singular KAM theory to spatial perturbation of
convex Hamiltonian systems. To be more precise, the result of Biasco and Chierchia
is done for natural systems described by

H(p,q) =%p2+5f(x), (p,q) e (B R") xT"

where T" = R™\(27Z") and with f that satisfy a precise but generic condition that we
will see later in this work. In the first chapter we present the generalization of the
result to systems characterized by

HA(p,q) = h(p) +ef(z)  (pg) e BeR" xT"

13



where h is a completely generic integrable and conver Hamiltonian (and with the
same class of potential f).

The main difference of this part w.r.t. to original result is the conjugation to standard
form Hamiltonian near critical points. In particular, in the convex case, the surface in
which the critical points lie is completely generic. Therefore, the conjugation becomes
a local discourse and must be accomplished in small neighborhood of each critical
point. This causes great technical difficulties because it will be necessary to cover the
phase space in neighborhoods in which such conjugation is done, and all parameters
have to be simultaneously uniform in £ and in the choice of the critical point around
which we are conjugating the system.

The second chapter generalize the result to a wider class of Hamiltonian by extending
their domain of analyticity. To be more precise, in [4], the authors consider a
Hamiltonian that is real analytic on a complex neighborhood of the phase space that
is

B, x T} := U{z eC":|z—y| <r}x{rxeC":|Imz| <s}\(2rZ").

yeB

Here we generalize the result for Hamiltonians that are real analytic of a complex
neighborhood of the torus that has different complex widths for each direction,
namely for a positive components vector s € (0, +00) x ... x (0,+00) < R” we have
considered

B, x T? := U{z eC":|z—y|<r}x{zeC":|lmux <s}\(27Z") Vi=1,..,n.
yeB

This choice is quite more natural, especially in view of potential applications, e.g., to
celestial mechanics, where typical physical potentials do have this asymmetry.

For this part the main difference w.r.t. the Biasco and Chierchia’s work is about
averaging, normal forms and the uniform behaviour of large Fourier modes of the
potential. In particular, every argument must be made component by component, but
one must be careful because every condition one wants to impose must be one for all
directions.

In this way we have extended the result to a class of functions that is much more
general in the integrable part (moving from the kinetic case to the convex case) and
that also has a more general class of potentials (with different strips of analyticity for
each direction of the angles).

In the third and last chapter we focus on a possible application of Singular KAM
theory to celestial mechanics, in particular, we consider the Restricted, planar,
circular three-body problem which is usually called RCP3BP.

14



Roughly speaking this model describe the bounded planar motion of a "zero mass”
body subject to the gravitational field generated by two primary bodies revolving on
circular Keplerian orbits (which are assumed to be not influenced by the small body).

When the mass ratio of the two primary bodies is small the RCP3BP is described by
a nearly-integrable Hamiltonian system with two degrees of freedom; in a region of
phase space corresponding to nearly elliptical motions with non small eccentricities,
the system is well described by Delaunay variables.

In order to apply this new theory our main goal is to check the condition that Biasco
and Chierchia impose on the generic potential, to the disturbing function of RCP3BP.

For this reason we focus on the Fourier coefficients of the perturbation. We develop a
new expansion of them in terms of Hansen coefficients that makes the numerical work
much simpler and allows us to find the asymptotic for small values of eccentricity and
major axis. Furthermore, we study two main proprieties of the coefficients that will
be important to control the Singular KAM condition: the presence of zeros for high
Fourier modes, and their domain of analyticity.

15



Chapter 1

Singular KAM Theory for spatial
pertubations of convex Hamiltonian
systems

1.1 Set up and some standard definitions

Let n > 2, we consider analytic Hamiltonian systems composed of the sum of an
integrable part (in the sense of Arnold-Liouville) and a small perturbation. Namely,
indicating the flat n-dimensional torus by T" := R™\(27Z"), and making use of stan-
dard action-angle coordinates (y,z) € B < R™ x T" where B is is the closure of a
bounded connected open non empty set R", associated to the symplectic two-form
Q:=>7"  dx; A dy;, we are interested in those systems described by

H(y,r) = H.(y,v) = h(y) +<f(y,z) (1.1.1)

where ¢ is a small parameter measuring the size of the analytic perturbation €f w.r.t.
the analytic integrable part h.

Let ,s > 0 and | - | be the standard Euclidean norm, we define

B.:=| J{zeC": |z =yl <1},

yeB
T2 .= {x e C": |Im x| < s}\(27Z").

Assume that H, in [1.1.1 admits an holomorphic extension for some r,s > 0 on the
complex domain B, x T" < C*.

16



We call the Hamiltonian flow associated to H. at time ¢t ®% (yo,x0) =: (y(t),z(1)),
representing the solution to the standard Hamiltonian equations

y=—0.H.(y,x) y(0) = yo B
{j: = 0yH.(y, ) {x(O) . — Xy, )= J(VH.)!

where J is the standard symplectic matrix.

Remark 1.1.1. For € = 0, system [1.1.1 is integrable in the sense of Arnol’d-Liouville,
and its phase space is foliated by primary invariant tori carrying quasi-periodic motions.

Now we have to recall some standard definitions.

Definition 1.1.1 (MAXIMAL KAM TORI). A set T < M = B x R" is called a mazimal
KAM torus for a real analytic Hamiltonian H : M —— R if there exist a real analytic
embedding ¢ : T" — M and a Diophantine frequency vector w € R™ such that T =
&(T"), and for each z € T , @4 (2) = ¢(x + wt), where v = ¢~ 1(2).

Definition 1.1.2 (GENERATORS OF 1D MAXIMAL LATTICES). Let Z be the set of
integer vectors k # 0 in Z"™ such that the first non—null component is positive:

Z}:={keZ":k+#0 and k; > 0 where j = min{i : k; # 0}}

g™ denotes the set of generators of 1d maximal lattices in Z", namely, the set of vectors
k € Z7 such that the greater common divisor (ged) of their components is 1:

G":={keZ]: gcdky,..k, =1} (1.1.2)

for K =1, we set:
Gr:=G"n{lk < K} (1.1.3)

Definition 1.1.3 (1D FOURIER PROJECTORS). Given a zero—average real analytic pe-
riodic function

fraeT — flx)= > fue®* (1.1.4)

Zm\{0}

and fized a vector k € Z"\{0}, we denote by wzf the (real analytic) periodic function
of one variable 0 € T given by

0eT— mzf(0) = > fire’’ (1.1.5)

jeZ
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We will also refer to the projection on the Fourier modes of the resonant mazximal
sublattice Zk as

pzif(z) = ijkeijm- (1.1.6)

jeZ

Notice the relation between these two functions

mzef (k- ) = pzif(x) (L.1.7)

and that one has the following (unique) decomposition:

f@)= > mzef(k-x) = ) pzf(x). (1.1.8)

kegn kegm

Definition 1.1.4 (RESONANCES). Given k € G", a resonance Ry with respect to the
Hamiltonian h(y) is the set {y € R" : w(y) - k = 0} where w : y € R* — w(y); =
Oy l(y). We call Rip a double resonance if Ry = Ry Ry with k and € in G" linearly

indipendent; the order of a double resonance is given by max{|k|i,|¢|1}.

Definition 1.1.5 (MORSE FUNCTIONS WITH DISTINCT CRITICAL VALUES). A C?2-
function of one variable 6 — F(0) is a Morse function if its critical points are non-
degenerate, i.e., F'(6)) = 0 = F"(0y) # 0; "distint critical values" means that if
0, # 0y are distinct critical points, then F(6,) # F(6s).

Definition 1.1.6 (3-MORSE FUNCTIONS). A C*(T,R) Morse function F with distinct
critical values is called a B-Morse function, with § > 0, if

win((F(O)] +|F'0))) > 5, mwin|F(6) — F(6,)] > (1.1.9)

where 0; € T are the critical points of F.

Definition 1.1.7 (BANACH SPACES OF REAL ANALYTIC PERIODIC FUNCTIONS AND
NORMS). For s > 0 and n € N, consider the Banach space of zero-average real analytic
periodic functions on T™ with finite norm

|fls = sup | filell, (1.1.10)
keZm
and denote by B? its closed unit ball. Besides the norm | - |s, we shall also use the
following two (non equivalent) norms
fls=suplfl. 1= 5 [fulel. (1.1.11)
T kezZn
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Note that in general | f|s < |f]s <|fl.-
For functions (not necessarily holomorphic in y) f : B, x T? — C we will also use
the norms

flars =fls = sup Ifl, 1flpps =1F1. = sup 2 Lfe)lel
X T

YEBr pezn
| ks (1.1.12)

Byrs = Hf“rs ‘= Sup |fk(y)|€
B xTn

For a function depending only on y € B, we use |f|p, = |f|, = supp_|f].

Remark 1.1.2. Those three norms are obviously not equivalent. Indeed, for any ¢ > 0,
one has

If

n, O 2n\"
e < s <UL < (0t(G) = 1)1flsso < () Wlowr (113

Definition 1.1.8 (COSINE-LIKE FUNCTION). Let0 < g < }l. We say that a real analytic
function G : Ty — C s g-cosine-like if, for some n > 0 and 6, € R one has

|G(0) — ncos (0 + 0p)|1 :=sup |G(0) —ncos (0 + by)| < ng (1.1.14)
T

Notice that this notion is invariant by rescalings: G is g-cosine-like if and only if \G
1s g-cosine-like for any A > 0.

At this point we are ready to point out our two assumptions on the Hamiltonian in
@ (one for the integrable part and one for the perturbation) and state our main
result. For the issue that we are proving, we have to take the pertubation in a special
class of function defined in the following

Definition 1.1.9 (THE CLASS OF POTENTIAL G?). We denote by G2 the subset of
functions f € BY such that the following two proprietis hold:

liminf | flel®® |k > 0, (1.1.15)

keGm:|k|1 —o0
VkeG", mzf is a Morse Function with distinct critical values. (1.1.16)

Remark 1.1.3. As it’s proved in [2], this class of function is generic in B?, in the sense
that G contains an open and dense set in BY.
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Assumptions 1.1.1. For the rest of the work we will assume two proprieties on our
Hamiltonian in [1.1.1 that characterize the spatial pertubation of convex Hamiltonian
systems:

i) The integrable part h(y) is a y-convex function of the action variable, i.e. for all
£ e R and y € B the following holds:

n

@niy) e.6 = Y (ayiyjh@))@sj > el (1.1.17)

ij=1
Convex maps are in part particular KAM Non-degenerate function, i.e. the map

ye B, > w(y) = 0yh(y) € Q:=w(B,) < B(0,M)<R", where M :=sup|w(y)

(1.1.18)
is a global diffeomorphism of B into ), where we have denoted with B(yy,r) = {y €
C": |y — yo| < r}. Namely we are imposing that

2
det (a—h) #0 (1.1.19)

and as consequence, h has a finite number of non degenerate critical points. Moreover,
we define the Lipschitz constants of w as

L7y — ol < [0yh(y) = dyh(yo)| < Lly = %ol, ¥ 9,90 € B (1.1.20)
it) The perturbation f e GZ.

For all details concerning this new class of pertubation see 2], now we briefly discuss
only the most important proprieties without proves.

As we will see in the other part of this work, our strategy depends in a crucial way
on the size of the vector k € Z"\{0} generating the resonance. In particular, we will
distinguish between a finite number of "low Fourier modes" of f and an infinite number
of "high Fourier modes" of the same function. In order to be able to distinguish between
these two classes, we need to introduce the "cut-off" function:

Definition 1.1.10 (FOURIER CUT-OFF FUNCTION). Given § € (0,1] and n,s > 0
define the following "Fourier cut-off function”:
Cy, 2n

} where cn = 2M(Z)"

1
N = N(J; =2 1, -1
(5:5,m) := 2max{1, ~log :
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Remark 1.1.4. Note that this choice of cut-off function satisfies
1
N > 2c,, where c,:=max{l,-}. (1.1.21)
S

We will refer to "high Fourier modes" for |k|; > N, while the lower ones are for |k|; < N.

For low modes we can only note that since[1.1.16/holds, for all &k € G" such that |k|; <N
there exists § > 0 such that
7zif is 5-Morse. (1.1.22)

For the high modes, instead, we have to study the

Uniform behaviour for high Fourier modes.

If f satisfies[1.1.15]it follows immediatily from basic analysis that one can find 0 < § < 1
such that
\fi| = de Fhs|klim >0,  VYkeG", |kl =N (1.1.23)

With this simple propriety and the above choice of N one can show that, for |k|; > N,
wzif is very close to a shifted rescaled cosine function:

Proposition 1.1.1. Let 6 > 0 and f € G*. Then, for any k € G" such that |k|; = N,
nzif is 2740-cosine-like in the sense of the above Definition.

Proof. As in [2], we shall prove something slightly stronger that will be useful for our
intent, namely, that there exists 0 € [0, 27) such that

WZkf(0> = 2’fk‘ (COS (0 + Hk) + Ff(@)), * . 2|f | Z f]ke (1124)

with F¥(0) € B and
[ <|FV <27 (1.1.25)

Indeed, by definition of 7, f,

Z fire?? = Z fire? + Z fine??,

jeZ\ {0} lil=1 712

and, defining 6, € [0, 27) so that % = f;./| fi|, one has

Te o i(0+6
fke IE Gi0) — Reell@t0k) — cos(f + O) ,
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which yields (1.1.24). Now, since f € B" it is |fi| < e *h* and, by (1.1.23)), |fx| =

8|k| ™ e~Iklis. Therefore, for |k|, > N, one has

[C123) [k[elthe e‘
|EY], == ,f‘ D, fawle! < Z | file!
l71=2 l31=2
L S IR
< Ty et
l71=2
- 22| k" s _ 2”“626_Ik\718 (|k|1s>"€_kl21s
) ) 2
2n\" 2e?
< —) ez <27, 1.1.26
(es) P ( )
where the geometric series converges since |k|,s = Ns > 2 (by (1.1.21))) and last in-
equality follows by definition of N in ({1.1.10]). [

Proposition 1.1.2. Let 6 > 0 and f € G*. Then, for any k € G" such that |k|; = N,
nzif is | fx]-Morse.

Proof. As we did in the above proposition, we get
T f
2f

which implies that the function F := =, f/(2f;) is C*—close to a (shifted) cosine:
Indeed, by Cauchy estimates | - [|c2 < 2| - |1, so that

€D,

cos(9+9k) €239 PR, < ||\ka1 (1.1.27)

)
|F — cos(0 + 0)| 2 = Omaxgmax\@j( —cos(0 + %) < 2|FF, < 27%.

U<
By Lemma[2.2.1 we see that F'is (1 —273%)-Morse, and the claim follows by rescaling.

O

Main Results

As we said before, with our system we could use classical KAM Theory that ensures
the existence of a set of relative Lebesgue measure 1 — O(4/¢) of primary invariant tori
carrying quasi-periodic motions. In particular, for fixed v > 0,7 = n — 1, the invariant
tori of the integrable system whose associated frequencies w(y) satisfy the Diophantine
condition

k-wy)l = o V ke Z{0}

I/fh
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persist under any sufficiently small perturbation. One can obtain this kind of result
seeing only at primary tori, that, apart from a set of order /¢ up to correction, one
expects to find where there is no resonance. The aim of this work is, according to
what Biasco and Chierchia have done, taking in count also tori that appears thanks to
perturbation (just think to the case of the standard pendulum inside the separatrices)
that we in general call secondary tori.

In general, region near double or higher order resonances is not expected to contain
a large set of invariant tori, as its dynamics is essentially non perturbative. In fact
in this domain, after the partial averaging taking into account the resonances under
consideration, normalizing the deviations of the “actions” from the resonant values by
the quantity €, normalizing time, and discarding the terms of higher order, we obtain
a Hamiltonian of the form h(y) + f(x), which does not involve a small parameter.
Returning to the original variables we obtain a “non—torus” set of measure ¢.

So it remains to find and expect secondary tori to appear in region with singular
resonance, as we will see in the following pages. For this reason the main result of this
work is the following

Theorem 1.1.1. Let n > 2, s > 0, B a compact set of R*, b := 1ln + 7, f € GI
with ||f||s =1 and h a convex and integrable hamiltonian. Then, there exist a constant
¢ > 1, such that for all K and € > 0 satisfying

K>c, ek <1, (1.1.28)
the following holds. There exist three sets R*> < B, A < BxT", T < R" x T" such that:
i) BxT"S (R*xTYVUAUT;

(i) R? is a neighborhood of double resonances of order smaller than K satisfying the
measure estimate
meas R? < ¢, €K’

where ¢, 1s a suitable constant depending only on n;

(iii) A is exponentially small with respect to K:

meas A < e ¥/

(iv) T is union of mazimal KAM tori for the Hamiltonian H(y,z;€) := h(y) +f(x).

Choosing K := c|loge]| it follows that
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Corollary 1.1.1. Under the assumptions of the theorem above, there exists 0 < g9 < 1
such that for e < g9, all points in B x T™ lie on a mazximal KAM torus for H, in|1.1.1,
except for a subset whose measure in bounded by ¢ e|loge|” where ¢ = 1 + (27)"c,c7.

The two degrees of freedom is special: in this case the only double resonance is the
origin and one can take as R? a disk of measure €% with any 0 < a < 1 getting a set of
KAM tori of exponential density in the complementary of R? x T2

Corollary 1.1.2. Let the assumptions of Theorem [1.1.1 hold and let n = 2. Then,
there exists 0 < ¢, < 1, such that for ¢ < ¢, and 0 < a < 1, all points in the set
{y e B: |yl > c¥?} x T? lie on a mazimal KAM torus for H in @, except for an
exponentially small set of measure bounded by e~/ ?<")  with & := (1 — a)/24.

1.2 Averaging, covering and normal forms

In this section, we discuss the high order normal forms of generic natural systems
[I.1.1, especially in neighbourhoods of simple resonances. On one hand, apart from a
finite (although arbitrarily large) number of simple resonances of order less than N, the
secular (averaged) Hamiltonians have a uniform normal form with a potential close to
a shifted cosine. On the other hand, the secular Hamiltonians at simple resonances of
order less or equal than N admit a simple normal form.

Normal form lemma. The first technical lemma allows to average out non-resonant
Fourier modes of the perturbation f on suitable non-resonant regions, and allows for
"arbitrary small" analyticity loss in the angle variables, a fact which will be crucial in
our applications.

Lemma 1.2.1 (Normal form lemma with "small" analyticity loss.). Let r,s,a > 0,
KeN, K=>2 BcR"” and let A be a lattice of Z". Let

H(y,x) = h(y) + f(y,z)

real-analytic on B, x T® < C* with |f|,s < 0. Assume that B, is (o, K) non-resonant
modulo A and that
9112

ars

0, : | flrs < 1. (1.2.1)

Then, there exists a real-analytic symplectic change of variable

1
VY:(y,2")e B, xT, — (y,x) e B, x T, where r,:= g, S 1= s(1 — E) (1.2.2)
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satisfying
0
/

], <« == < —— 2.
and such that
HoYy=h+g+ fo; where prg=9, pafe=0, (1.2.4)
with 1
lg —pafl. . < g0 fhs il < 2~ 29 11,.,, (1.2.5)

where 5 := min{3, log %}.
For the full demonstration see [1]

First Covering. The covering lemma is slightly different w.r.t. the one in [I]. Indeed,
in order to extend our result to generalized natural system, we shall enlarge the zone
with two or more degree of resonances.

Lemma 1.2.2 (First covering lemma). Let h be KAM non-degenerate and let w denote
its gradient. Fiz K = 6Ky = 12 and o > 0. Then, the domain B can be covered by three
sets R' € B,

B=R’°UR'UR? (1.2.6)

so that the following holds.
a) R° is ($,Ko) completely non-resonant (i.e. non-resonant modulus {0} ), namely,

ye R = |w(y) k| = -, V0 < |kl <K (1.2.7)

| Q

b) R' = Ukeg? RYE, where, for each k € Gy, R"* is a closed neighbourhood of a
Ko ’

simple resonance {y € B : w(y) - k = 0}, which is (3aK"™*/|k|,K) non-resonant modulo
Zk, namely

3aKn+4

ye R = |w(y) -k < a; |w(y) (| > TR

YV leZ" (¢Zk |l); <K (128)

c) R? contains all the resonance of order two or more and has Lebesque measure small
with o: more precisely, there exists a costant ¢ > 0 depending only on n and M such
that

meas(R?) < c(n, M) o*K*"+3 (1.2.9)
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The proof of this proposition is written in the section 5 of [I]. We just want to
remark that the covering {RR'} is the pull back of a covering in frequency space:

R':={yeB:uw(y) e} (1.2.10)
where the Q"s are defined as follow
0 := {we By(0): min |w-k|l> 1. (1.2.11)
keGly, 2

Instead, to define Q! denoting with pi the orthogon al projection on the subspace
perpendicular to k, we use

3aKn+4

QY = {weR": |w-k| < a,|pfw| < M, and |piw - (| > 7

LV LeGrAZK)

RY = {ye B:w(y) e Q")
Q= ) o™
kegﬁKO

(1.2.12)

Finally, the set ©? is just the union of neighbourhoods of exact double resonances: if
we call

Riepi=f{w-k=w-£=0}, keGpy, (eGly, (¢Zk, (1.2.13)
then
30[Kn+4

EB
QQ — U U Qié- (1.2.14)

kegfxo EegﬁK
LEZk

Q2= {lw -kl < a} n {lpkwl < M} o {ptw - £ <

Remark 1.2.1. As we will see in the next part of this section, the right choice of «
. . 9 . . . .
for our aim is a := /eK2""2 where ¢ is the size of the perturbation in|1.1.1, so that

meas(R?) < cu(n, M) eK®, with b:=1ln+7 (1.2.15)

Proof. of|1.2.9. First observe that from the definitions of R?, R"* and R? in (1.2.11)),
(1.2.12) and (1.2.13)), it follows immediately that

R < |J U Ri (1.2.16)

'
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with

RE, ={yeB:|w k|l <a|miw- €] < 30{‘,:'“}, (ke Gy, LeGp\Zk). (1.2.17)

Let us, then, estimate the measure of Rz’f in (|1.3.13)). Denote by v € R" the projection
of w onto the plane generated by k and ¢ (recall that, by hypothesis, k£ and ¢ are not
parallel); then,

3aKn+4

vkl =w- k|l <a, | v €] = |mrw - £] < 7

(1.2.18)
Set

hi=ml="{— g5k, (1.2.19)
Then, v decomposes in a unique way as v = ak + bh for suitable a,b € R. By (|1.2.18)),

3&Kn+4

Lol = |bh-t| <
|7Tk.'U | | | ’k“ )

(1.2.20)

and, since |[(|?|k|* — (¢ - k)? is a positive integer (recall, that k and ¢ are integer vectors
not parallel),
|h . €| |€|2|k|2 — (g'k>2 > 1
|k[? R

Hence, 9
3aK™

K|
Then, write w € Qi,e as w = v + v+ with v in the orthogonal complement of the plane
generated by k and /. Since |v*| < |w| < M and v lies in the plane spanned by k and /

inside a rectangle of sizes of length 2/|k|? and 6aX|k| (compare ((1.2.20]) and (1.2.21))),

we find

b <

(1.2.21)

2 2a n+4 n—2 _ 9 on psn—2 2K keQI?Oa
meas($2; ) < gz (6aK"HE[) (2M)"7% = 32" M" 2 o5 V{ e\ zk.

Thus, since Z |k|~' < ¢k ! for a suitable ¢ = ¢(n), and since K, < K/6, (1.2.15
kegl?o
follows immediately taking

c, = € pmrn
2. 3"
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Averaging. Using normal form lemma and the covering lemma we are able to state
the averaging theorem for non resonant and simply resonant zones.

To perform averaging, we need to introduce a few parameters (Fourier cut—offs, a small
divisor threshold, radii of analyticity) and some notation. Let K, Ky, v and « such that

9
K>0Ky>12, v> g T 2 = 4/eK". (1.2.22)

For a generic k € Gi'y we define

N K" . _To, Y K" Tk Tk
S ke~ Vo 0T 2 TR LIk ~ \@L|k|’ BT 0 TRET opn
1 1 1 1
S 1= s(l—K—O); Sp = so(l—K—O); Sy 1= S(I_E); sl = S*(l_i)
~ I ~
. old 2n S 2n-kp. . /
0:=2"n TS Tt 0:=2 0; s = |kl
(1.2.23)

Theorem 1.2.1 (Averaging theorem). Let H. as in[I.1.1 with ||f|p,s = 1 and let
@@ holds. There exists a costant by = bg(n,s) > 1 such that if Ko = by, the
following holds.

a) There exists a symplectic change of variables

Wo: Ry x Ty — Ry x Ty (1.2.24)
such that
H.oVg:=h(y) +e¢°(y) +f°(y. ), (=0 (1.2.25)

with go and fy real analytic on R%) X T’S’L,0 and satisfies

—~ 2nK0 " —(Kn—3)s
19° = Plrosy <0, 1 oy 4 < 2( : ) e =32, (1.2.26)
b) for any k € Gi'y, there exists a symplectic change of variables
Uyt REE X T — REE X T2 (1.2.27)
k * *

such that
H, = H.oV, = hF(y) + sgk(y, k-xz)+ ef*(y, )

1.2.28
= h(y) +egi(y) +eg"(y, k- 2) + ef*(y.2), pzuf* =0 ( )
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where g§ is real-analytic on R,;", g*(y.-) € By for every y € Ry, f* is real-analytic
on Ri; X T?,*, and
Glrren <0, 16"k 2) = pzef (1, 2) br o < 0.
20K ; (1.2.29)
1 by e < 2<T) k0
c¢) Finally,
To -
||| 7Ty\1/0 - y|||r6756 < 27K07 |||7Ty\11k' - y|||r;€,54 < W (1'2'30)

and, for every fixred y € B, m,Wo(y,-) and 7,V (y,-) are diffeomorphisms on T".

Remark 1.2.2. i) Observe that 1y < r, < 4/eK”/L, and we have to impose the
condition 7, < r (where r is the analyticity radius of the unperturbed Hamiltonian,
which here is a free parameter). So we have to verify the smallness condition

702[}2

K21/

e <

but one can take r = % so that the condition becomes simply ¢ < 1.

ii) In order to apply lemma @, we want to check condition @ with our parameters
in . But since | fl, qq_10 < (25)"[|f]| s, with simple replacing of parameters
and calculation (remember that, for part b we use that |k| < K), the condition [1.2.1

becomes
Le®/?

K2V—n—4 > 213+nnn )
Sn+1

(1.2.31)

Our choice of v and by ensures that K* "% > K® > b8" so that by taking b, large

enough [2.5.15| holds.

iii) if we define
1 _
>0>0 (1.2.32)

- Kon+1 =
and by taking by large enough, the smallness condition [2.5.10| becomes

0o

9%y < b0, 1Sy < e (1.2.33)
while the condition [2.5.13| becomes
|g§|r;9 < Oo; |||glc - meLfk,sfk < bo; Wf’“ “‘T;C,s*/z <e ™8 (1.2.34)
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For the rest of the work we will refer to these simplier smallness conditions.

iv) We remeber that if a set B is («, K) non resonant modulo A for h, then the complex
domain B, is (o« — LrK, K) non resonant modulo A, provided LrK < . In fact, if y € B,
there exists yo € B such that |y — yo| < r and |w(yo) - k| = « for all k € Z"\A, |k|, < K.
Thus, for such k’s one obtains

lw(y) - k| = |lw(yo) - k& — (w(yo) —w(y) - k)| = |w(yo) - k| — LK = a — LrK.

Proof.  In this work we do only a brief overview of the proof, for more details see [I]
a) By the choice of o, the domain RY is (a/4,Ko) completely non-resonant because
R is (a/2,K,) completely non-resonant, so we can apply normal form lemma[l.2.1 to
H, in E with f, B, 7, A, o, K, s replaced respectively by e f, R?, ro,{0}, &, Ko, So. The
estimates on come directly from estimates on [1.2.5.

b) By the definition of ry, the domain RY* is (3aK"**/|k| — aK/|k[,K) non-resonant
modulo Zk, so that it is (aK"**/|k|,K) non-resonant modulo Zk . So we can use again
lemma [1.2.1 with f, B,r, A, o, K, s replaced by ef, RV, i, Zk, aK|Z|+4,K, Sy

Part ¢ comes directly from estimates in (1.2.3. m

For high Fourier modes, a more precise and uniform normal form can be achieved:

Lemma 1.2.3 (Cosine-like Normal Forms). Let H. be as in[1.1.1 with f € G and
let [1.2.22]1.2.23 hold. There exists a constant ¢y = ¢o(n,s,8) = max{N, by} such that
if Ko = ¢o then the following holds. For any k € Gf such that |k[y = N, then the
Hamiltonian Hy in|2.5.12 takes the form:

Hy, = hF(y) + 2| fule[cos (k -z + 0) + FF(k-2) + g¥(y, k- 2) + f¥(y,2)]  (1.2.35)
where 0y, and F¥ are as in proposition|1.1.1 and

1 1
gf = —(gk —WZkf)a ff :

_ - k
2] = (1.2.36)

Moreover g¥(y,-) € Bt (for every y € Riik), iz f¥ =0, and one has

1
lgkl,, <0

= Wl <™ (1.2.37)

Remark 1.2.3. This lemma is essentialy Theorem 2.1 of [I] and it’s proved for the
first time in section 7 of [1], but with some different notation. So in order to avoid any
problems, we’re going the write the proof with our notation.
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Proof.  The hypotesis above implies theorem [2.5.1, so that the results of averaging
theorem [2.5.1 hold. From it follows that ¢* = 7z f — 2| fi|g¥ which togheter with
1.1.24] and the form of Hy in implies [1.2.35] Now we have to prove estimates in
1.2.37] Since |k|; > N, recalling [1.2.23] one have

1 4
sy = |k|is(1 — R)2 > Nsz > 1 (1.2.38)
in this way ¢¥(y, -) is bounded on a ‘large’ angle-domain of size larger than 1 and has

Zero average since g¥(y, ") € B| k,| . Now we have to use an elementary proprety of our
norm: if ' < s, then for any N > 1

r) = > fely)e** . < (1.2.39)
|k|1 =N
So, if we remember that K > 6K, and if we take ¢q large enough we obtain
1ok 1= g - < B
gely 1= o ’|||9 mzef) by 1 < 19" — 7z ),
klpel*le ok |klTedo oIHl7 () (1.2.40)
ST ¢ 19" =72 f) |y < —5— 2%
< ng 2sKo /K < i -0
= 25K6n+1 = Kon -
using also [1.1.23] [2.5.20| and [1.2.23]
With similar argument, possbly increasing ¢, one has
k |k|1€‘kls k |k5|711€‘k‘15 —Ks/3
175 e < T ¥y < e .
< Ko e—Ks( -5y ¢ K" IS e

20 = 266m
[

Second Covering. The averaging symplectic maps Wq, ¥) of theorem [2.5.1 move
boundaries by 1/¢K”, so one cannot use the secular Hamiltonians to describe the dy-
namics all the way up to the boundary of B x T". Such a problem may be overcome
introducing a second covering that, thanks to the differences in the averaging process,
is slightly different from the one in [2]. In fact, regarding single-resonance zone, the
real domains where one applies the map ¥y, are quite smaller w.r.t. to the ones in [2].

Definition 1.2.1.
R’ =Re (R};) R =Re (R, keGy (1.2.42)

Tk
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Lemma 1.2.4 (Second covering lemma).

i) RO x T < (R x T)
i) R x T U (R < T, Vikegy

1.2.43
iii) R :== D\(R°uRY < ] | Ri, ( )
kegfo Legy
¢ Zk
where Rix is the pull back of the following set in frequency space
) N N 3aKn+4
Qio = A{lw- k| <o} n{ppw| < M} o {|pyw-£] < ——}. (1.2.44)

|kl
Remark 1.2.4. (i) Notice that from the definition of of RY* in (2.6.1), one has that

Sk 1,k

R%/Q c er . (1.2.45)
(ii) Relations in (2.6.1) allow to map back the dynamics of the averaged Hamiltonians
in [2.5.1 so as to describe the dynamics also arbitrarily close to the boundary of the
starting phase space.

For the proof of the Covering Lemma we shall use the following immediate consequence
of the Contraction Lemmal'}

Lemma 1.2.5. Fiz yo € R", r > 0 and let ¢ : Dy,.(yo) — C" be a real analytic map
satisfying

N

sup [¢(y) —y| < W (1.2.46)

Doar(yo)
for some 0 < W < r. Then, yo € ¢(B;(yo))-
Proof. Let Vi := B,(0). Solving the equation ¢(y) = yo for some y € B,(yo) is equivalent

to solve the fixed point equation w = ¢o(w) := —th(yo + w) for w € Vo having set

»(y) = ¢(y) —y. By (1.2.46) it follows that 1y : Vy — V4 and by the mean value
theorem and Cauchy estimates we get that, for every w,w’ € Vg,

o) — uw)] = Ri(yo + w) — lyo + w)] < | — ],

showing that v is a contraction on V; (since M/r < 1) and the claim follows by the
standard Contraction Lemma. O

L As usual D denotes the closure of the set D.
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Proof. of Lemma|2.6.1 For i) we start by proving that

V (yo,2) € RO x T, 3! (y,20) € RO x T Wo(y, x) = (yo, xo) - (1.2.47)
Define ,
L To 1.2_.23 o « . o 1.2_.23 7"0
W= K, 2R < Jiogz r< K. 4 (1.2.48)
Fix (yo,z) € R® x T" and let ¢(y) := 7, ¥o(y, x). Then, by (1.2.48),
(1.2.30)
sup |¢(y) —yl < sup |o(y) -yl <[my¥o =yl <
D2y (yo) D,1 (vo)

Thus, by Lemma [1.2.5, since by (1.2.48)) 2r < 7/ /2, by definition of ﬁo, we have that
Yo € 7, o (By(yo) x {z}) < m,Wo(R® x {a}),

which implies that V,(y,x) = (yo,x0) with xg € T™ proving (1.2.47). Now, observe
(1.2.47)

that the map (yo,2) € RO x T" v (y,20) € R® x T" in is nothing else than
the diffeomorphism associated to the near—to-identity generating function yq - x +
Uo(yo, z) of the near—to-identity symplectomorphism W,. Thus, for each yy € R, the
map = € T" — xg = & + 0y, Yo (yo, z) is a diffeomorphism of T" with inverse given by
xg € T" — = = x¢ + x(yo0, To) for a suitable (small) real analytic map x. Therefore,
given (yo, 7o) € R? x T", if we take z = xg + X (Yo, To) in we obtain that there
exist (y, z) € R® x T such that (yo, zo) = Wo(y, ), proving point 7).

For point i) the strategy is the same. We start by proving that

VkeGl, VY (yo,x) e RV x T, 3 (y,20) € R x T Wy(y, ) = (yo, z0) . (1.2.49)
Fix k € G¢ and define

rp ([[2:23) Q - Q . Ty ([T223) o
27L |k| K+l 261 |k Kt 2 4L | k| Kntt

Fix (yo,x) € R" x T, and let ¢(y) := 7,V (y, z). By (1.2.50) and using that 474 < r},

one has

W= 27Kn+1

(1.2.50)

(1.2.30)
sup |9(y) —yl < sup [d(y) =yl < [myWr — ylors. < |V =yl s, < M.
D2y (yo) D2y, (y0)

Thus, by Lemma [1.2.5 we have

Yo € m, Uy, (Br(yo) X {x}) c Wylllk(ﬁl’k x {z}),
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which implies that Wy (y, z) = (yo, zo) for some x4 € T" proving (1.2.49)). Now, observe
that the map (yo, #) € RV x T — (y, 20) € RY* x T™ in (1.2.49) is nothing else than the
diffeomorphism associated to the near—to—identity generating function yo - + W (yo, x)
of the near-to-identity symplectomorphism ¥,. Thus, for each y, € R"*, the map
x e T — zg = =+ 0y, Vi(yo, z) is a diffeomorphism of T with inverse given by
xg € T" — o = x9 + X(y0,20) for a suitable (small) real analytic map y. Therefore,
given (yo, zo) € RY x T if we take x = xg + X (o, 7o) in we obtain that there
exist (y,z) € R x T" such that (yo,z0) = Wy (y, z), proving the second point of the
lemma.

For the last point if y € R? then, since y ¢ R°, there exists k € G such that |w-k| < a,
in which case, since y ¢ R, there exists £ € G\ Zk such that | miw €] < %, hence
y € R, for some k € G and (€ G¢'\ Zk.

O

Normal form Theorem In the normal form around simple resonances the ‘av-
eraged Hamiltonian’ ¢* in depends on angles through the linear combination
k - x, which, since k € G", defines a new well-defined angle x; € T. This fact calls for
a linear symplectic change of variables, that can be possible thanks to the following
conseguence of Bezout’s lemma:

Lemma 1.2.6. Let the hypotheses of theorem [2.5.1 hold.
i) For any k € G" there exists a matriz A € 21X such that

A= (Z) = (klgkn> € SL(n, Z), (1.2.51)

Al < [klos 1Al = kLo, |4 oo < (n=1)"7 [K[3.

ii) Let ®q be the linear, symplectic map on R™ x T™ onto itself befined by

D : (y,%) — (y,2) = (ATy, A 'x). (1.2.52)
Then,
xi=k-x y=yik + ATy (1.2.53)
X; = Zj Ajr; Yi=2,...,n V= (y2,,¥n)
moreover, letting
k ~TH1k T = Cr\kk\ n—1
D" = AR, N R , c1:=5n(n—1)z (1.2.54)
Sk “= R T
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we find
I Rl,’jQ X T g Bo(ZF x T") = RY x T, (1.2.55)
Proof. 1) From Bezout lemma it follows that: given k € Z", k # 0 there exists a
matriz A = (A;j)1<ij<n with integer entries such that Ap; = k; ¥ 1 < j <n, det A =
ng(kl, kl) =1 (/C € g"), and |A|oo = |k7|oo
ii) O is symplectic since it is generated by the generating function y - Az. Fur-
thermore, y € Z¢ if and only if y = yo + 2z with yo € Z* and |z| < 7. Thus,

7"k

|AT 2| < nlk||z| < n|k|F, < £ 5 (1.2.56)
Since yo € 28 — ATy, € R, we have that ATy e R}, ,/2
Regarding the x variable, we notice that, for any 1 < j <n, since x € T
[Tm(A™'x);] = |Zlm Y% < nln — 1) k"5, < % <5 (1.2.57)

Finally we are ready to state the most important theorem of this section that will
allow us to work with Hamiltonian in simpler form (especially near semple risonance).

Theorem 1.2.2 (Normal form Theorem). Let H. be as in[1.1.1 with f € G with the
cutoff function N as in definition [1.1.10, and let [1.2.23, [1.2.22 hold. There exists a
constant ¢ = co(n, s,0) = max{N, by} such that, if Ko = co, k € G¢,, and D*. i, 5k as
in[1.2.54, then there exist real-analytic symplectic maps

Uy R x Ty — R x T UF =0 : I8 x Tt —» RV x T2 (1.2.58)

S0
where Wy, is deﬁned m|2.5.11 and ®g in|1.2.52, having the following proprieties.
i)
Hy(y,x) = H. 0 Uo(y,x) := h(y) +g°(y) + e (y, v), (1.2.59)
with ¢° and f° satisfying|2.5.19 and {f°) = 0.
i1) Hy in|2.5.12, in the symplectic variables (y,x) takes the form

Hi(y, %) i= Hy o Po(y, x) = He(y, x1) + e£(y,%),  (v,%) € Zf, x Tg,

1.2.60

£5(y, %) = FH(ATy, Ax) (1260
where the "secular Hamiltonian"

He(y,x1) := R*(y) + eg"(y.x1),  h*(y) := h(ATy) + egi(y); (1.2.61)
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1s a real-analytic function for y € .@}?k and x| € Ti%’ futhermore g*(y,-) € B;;c and the
following estimates hold:

golr <00 18" —mzef by <0 1k 5 < e (1.2.62)

iii) if |k|1 = N, there exists Oy € [0,27) such that
Hy = h(Ay) + egi(y) + 2| file[cos(xa + 6)) + Fr (x1) + g2 (y, 1) + £4(y,%)] (1.2.63)

where F¥ is as in|1.1.24 and satisfies F¥ € Bl and |FF|; <271, Moreover gt(y, ) € B}

for every y € .@fk, 7z E¥ = 0 and one has

lel, . <0, 150k, 5 <e ™ (1.2.64)

Proof.  First relation in [1.2.58]is [2.5.8, for the second one we only have to remember
that % < s, and the thesis comes from the definition of ¥y and W} in the previous

results.

i) Follows from part a) of theorem [2.5.1.

i1) Equations follow immediately from the definition of the symplectic
map P in the prevoius lemma that acts on[2.5.12] Estimates in comes from

calling . o ) o
gy) =g A%),  g(yx)=g"(A"y,x). (1.2.65)

iii) follows directly by propositionl.1.1 and lemma [1.2.3 with the definition of y
and x and the notation

1 1
k k k k
= (g"—m f), fhi=_— 1.2.66
noting that, w.r.t. lemmal|l.2.3 g*(y, x;) = g*(ATy, x;) and that £¥(y,x) = f*(ATy, A~ x).

Remark 1.2.5. (i) Beware that, while ¥, is a map close to the identity, ¥* is not, as
it is the composition of a linear transformatiorﬂ with a near—to—identity map.

(i) Point (iii) in Theorem [1.2.2 shows that the secular Hamiltonian Hy (obtained dis-
regarding the exponentially small perturbation f¥) has a potential, which is O(1/K")-
perturbation of the ‘cosine-like function’

cos(x; + 0y) + EF(x1), where |FF|, <271,

2Namely, the symplectic transformation, the generating function of which is given by y - Az, and
which maps the resonant combination k - x to the ‘resonant’ angle x;.
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This means that for |k|, = N, the secular Hamiltonians at simple resonances all look the
same, allowing, in particular, for a uniform analysis in terms of action—angle variables
(compare § [1.4] below).

Notice also that the perturbation f¥, which is bounded by e 7%/ has a factor | f;| in front
of it and that such a factor, in turn, may be exponentially small (since |f;| ~ e~ *hs
for large |kl,).

(ili) For later use we observe that]
Ko = N > 2c,, where cs = max{1l,1/s}. (1.2.67)

In this way near non-resonant zone we average out non-resonant Fourier modes of
f, in order to apply KAM theory with exponentially small perturbation. Near simple
resonance, instead, we are now ready to study our secular hamiltonian, in particular we
would like to analyze the action-angles variables of these functions and their analytic
structure.

1.3 Conjugations near simple resonance

We want firstly to analyze integrable part of the secular Hamiltonian that is

h*(y) = h(y) + egg(y)  real analytic on 2% . (1.3.1)
Lemma 1.3.1. h¥ in (1.3.1) satisfies the following twist property
il
12 W5 (y)]] = = 2+ > 0. 1.3.2
yglj’“‘ )]‘ T 2n - ( )

Proof. The proof is based on the fact that h is a convex function and using Cauchy
estimates. Indeed by construction

810 = X (A7) (A7)0 3 0) + AT )es (A7)0 B (133

For the second part we use Cauchy estimates to obtain

Sll@g|Z(AT)i,1 (AT)j1 Opiy 96 (W) < AT 11 yy, 901702 < 1612219517, (
ye

Tk
<
2

g N - (1.3.4)
< |k\3080061L k| < 8 ¢(n)ciL
cK2v cKl1on—1

3If s > 1 then N > 2 > 2/s, while if s < 1 then the logarithm in (1.1.10) is larger than one, so that
N > 2/s also in this case.
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while for the first part we use y—convexity of A and the form of the matrix A in1.2.51
Ik

n

(1.3.5)

yepk ye gk

inf | > Avi Avy Ay h(y)] = inf | Y ki ky Oy, h(y)| = ylk]3 =
i i

where we have used the standard norm equivalence |k|, < y/n|kl2. In this way we have
obtained, with an inverse triangular inequality:

nf, 105,151 = 3 [(AT)ix (AT)j0 yuy,ly) + £(AT)in (AT aying'g(y)‘

,J
> inf| AT (A7)0 )|~ s1p| A (AT 3, 9500)
i3 i,J
2 2712 2
o v[k[* 8 c(n)eiL S 7| k| o
n K15n71 2n

(1.3.6)

8 c(n)nciL?

choosing K sufficiently big such that STREKET S % [ ]

Definition 1.3.1. We call "critical points” of h* the n — 1 dimensional elements of
the following set

Zy = {y 7 Z Alz Oy, h(y) + €A1, 5yigg(y)) = 0}. (1.3.7)
=1

Remark 1.3.1. This set Z; is a closed set because it is the preimage of a closed set
({0}) via a continuous function. Moreover, by definition R"* = B is compact, so also
.@ﬁk is compact, and Z;, < .@fkis a compact set.

Remark 1.3.2. In order to stress the notation that we are going to use for the rest of
the work, in accordance with lemma |1.2.6 we are using

y = ATy, such that y e R = ye 2. (1.3.8)

Furthermore, we are going to use the following convention: given a vector y € R”,
we will denote by § = (ya,...,y,) the vector of the last n — 1 coordinates such that

Yy = (yla g)
Remark 1.3.3. Using the Implicit Function Theorem, for every y € Z;, one can find
two neighborhoods of radii 0 < p1, py < 7,/8 and a function 7 real analytic on |§—1| <
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p2 such that for every |y; — ¢1| < p; one has y; = (7). Moreover, the function
. representing the first component of the surface is unique in this neighborhood.
Quantitative details regarding analyticity radii of the implicit function will be given in
the proof of Proposition [1.3.1.

Lemma 1.3.2. In _@fk there exists a finte number of ny.

Proof. It is a simple application of implicite function theorem. In fact, if we assume
that this cardinality is infinite, one can take a sequence {ni }jen © Wy, that would admit
a convergent subsequence in [—R, R| 3 y; for the topological propriety of compact sets.
This implies a contradiction with respect to implicit function theorem, which state that
the local solution of d;,h* = 0 is unique in a small neighborhood of each point in Zj.
So it is impossible to have accumulation of critical functions. m

Furthermore, h* is convex, so there is only a single critical function 7, that is globally

defined on Z*. For Implicit function Theorem, one can fix a neighborhood where 7,
represent the unique solutions to the equation §y1hk = (. In this way one can associate

A

a critical point § to the couple (n,y).

Instead of considering a critical point, we consider the graph of its associated critical
function:

Definition 1.3.2. We call "critical surface” associated to critical function ny, of h* the
following set:

S, = {y €Zr:y= (m(y),y); i.e the graph ofnk}. (1.3.9)

Remark 1.3.4. In 2* there is obviously only one critical surface S
Now we have to enlarge the non—resonant zone (and restrict the single-resonance re-
gion) introducin a scaling constant C on the bound on small divisors.

Definition 1.3.3. Let h be KAM non—degenerate and let w(y) denote its gradient. For
ke Gy, We denote by

R = {ye B :|wy) -kl >%v 0 < [k|, <Ko.}
K(n+4)
R = {y e B wly) Kl < 5 wly) 0] > MT VleZ", (¢ Zk, [0 <K)
1

R = B\(Ru ] R®Y)
kegﬁo

(1.3.10)
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where C = C(n, L,7y) = @ > 1 is a constant, and consequently we define

T 9gntl

Rk _ Re (mikk% Gk = ATTRLE i (1.3.11)

The choice of C will be clarified in lemma[1.3.4.

Remark 1.3.5. As we have done in the previous section, it is straightforward to see

that
we | R, (1.3.12)
keGy tegy
L¢Zk
with
Ry ={yeB:|lw-k| <& |mw-{ < 30;‘:‘*4} : (keGy, leGg\Zk). (1.3.13)

Remark 1.3.6. Averaging procedure is essentially the same. For the non resonant
region R, it is a/2C completely non-resonant, so the paramaters taken in (1.2.23)) are
the same except

R @ . / ro._ Yo
TS ek 0T RE g
(o}

so that 9‘{20 is a/4C completely non—resonant, and one can apply|l.2.1 with f, B,r, A, a, K, s
replaced respectively by e f, R, v, {0}, 2, Ko, o obtaining

(1.3.14)

) 160
. 0 n 0 mn
Vo : Ry x T — Ry x T such that

Holy. ) = HooWo(y,7) i= h(y) + eg°(y) + f(y,a) ra.on 9 x T, (13.15)

0 0 —Kos/3

Pl <00 1S <
Regarding the single-resonant zone, instead, second covering lemma [2.6.1 and normal
form theorem |1.2.2 holds in the same way with same parameters because they depend
on how the single-resonant zone is non-resonant modulo Zk, and not on how the small

divisors are near zero (that is the term with C that is different from the old one), so
that there exists

UF = U0y P8 x To — REF X T2 with R x T" < Ty (R x T") (1.3.16)

such that, if Hy is the one in (2.5.12)), in the symplectic variables (y,x) it takes the
form

Hi(y, %) := Hy o ®o(y,%) = Be(y,x1) + e£¥(y, %), r.a. on .@fk x Tg,
Hi(y, x1) == h*(y) + eg" (v, %1)
and (1.2.62) equivalently holds with 2F — Z*.

(1.3.17)
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Now the strategy is the following: thanks to the strong proprety of convexity, we can
prove that the set 2% is a tubular neighborhood of the critical surface S*, that is the
content of the following:

Lemma 1.3.3. 2% is contained in a proper tubular neighborhood around Sy, i.e. gk
D% where

n _ ~ 2 Tk _
={yeR":3y€eS;: |yfyl<ﬁ; i — 3l <

6" cy 1 N 3 «

}

Proof. By definition, we know that if y € S3%* thanks to the form of the matrix A in
(11.2.6

Q 3o
0,0 (y) - k] = 105 hn)] < & = |2, B0 < 12 hio)| + <l 6h(0)] < o (1318)
taking K big enough. But thanks to Lagrange theorem and twist of h* (see (1.3.6)) we
also notice that for a generic point y € Sk
814 (3) = O BE )+ HAF) - ya — il for 7 3 € (31,71), such that

) ) (1.3.19)
10, WP () = 103 25 (F) - lyi —3all = wlyr — 71l

so that by (|1.3.18)
3 «

ATy e R «—=35e S |y — 71| < 30 (1.3.20)

In this way we can characterise also our set of interest: if y € i)N‘il’k, or equivalently
y e 9%, for (1.3.11) there exists a point § € RY* such that

PN . ~ _ ~ 1. - Tk 1.2.22) 6" ¢ 1y,
=9l <7 =yl < AT oly=0l < alkl T alkl ™ S =< 2K ||

(1.3.21)

and so, using a triangular inequality we can say that

6" cy 1y
2K |k|

3 «
- . (1.3.22
g (1322)

ye_@vk<:)5|y68k:|y1—}71|<|Y1—§1|+|?1—371|<

For this reason we can define

6" C1 ’I“k 3

2K|k| } such that 2% = 2F. O

(1.3.23)

={yeR":3yeS8;: [-7y| < 16 syl <
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Our goal is to perform the classical action-angles variable transformation in which
h*(y) +egk(y,x1) become integrable. But since we are near critical surface the situation
is quite complicate because the first derivative of h* is near zero. In order to overcome
to this problem, one can conjugate the hamiltonian to a natural system with generic
morse potential called standard form system.

In few words, a standard 1D-Hamiltonian (which depends on (n — 1) external pa-
rameters) is a one degree—of—freedom Hamiltonian system close to a natural system
with a generic potential, which may be controlled essentially by only one parameter,
namely, the parameter x appearing in Eq. below; here, ‘essentially’ means,
roughly speaking, that x governs the main scaling properties of the Hamiltonian Hy.
What is particularly relevant is that the x parameter of the secular Hamiltonians Hj,
is shown to be independent of k. The uniformity in £ of the scaling proprieties of the
standard form Hamiltonians allows to analyze global analytic properties: for example,
the action—angle map for standard Hamiltonians, as discussed in [3], depends only on
the parameter x and therefore can be used simultaneously for all the secular Hamilto-
nians Hy, allowing for a nearly-integrable description of H on R'* x T" with uniformly
exponentially small perturbations

1.3.1 Standard form near critical surfaces

Definition 1.3.4 (STANDARD FORM HAMILTONIANS). Let D < R be a bounded

domain, R > 0, and D := (—R,R) x D. We say that a real analytic Hamiltonian H, s
in "standard form" with respect to standard symplectic variables (p1,q1) € (—R,R) x T

and "external actions” p = (pa,...,pn) € D if H, has the form

B (p,q1) = (1+v(p,q1))pi + G, q1), (1.3.24)

where

e v and G are real analytic functions defined on, respectively, D, x Tg and lA)r x T
for some 0 <r <R ands > 0;

e G has zero average and there exists a function G (the "reference potential”) de-
pending only on q; such that, for some [ > 0,

G is B — Morse, (G = 0; (1.3.25)
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e the following estimates hold:

supp, 1 |G — G| < ey, for some 0 <€ < a 0<p<1 (1.3.26)

2167
supp, 1 V] < 1,

We shall call (ﬁ,R, r,_s,ﬁ, €, 1u) the analyticity characteristics of H with respect to the
unpertubed potential G.

Remark 1.3.7. (i) If H, is in standard form, then B and € satisfy the relation] e/B >
1/2. Furthermore, one can always fix a number k > 4 so that:

I/k<s<1, 1 <R/r <k, 1/2<¢€/B < k. (1.3.27)

Such a parameter k rules the main scaling properties of these Hamiltonians.

(ii) A Hamiltonian in standard form H, has the analytic features of its reference natural
Hamiltonian

B :=p} + G(q1).

In particular, for n small with respect to 1/k, H, has the same finite (because of analyt-
icity) number of equilibria (which lie on the ¢ axis) of G and in the same relative order,
which is also preserved by the corresponding critical energies; compare Lemma [1.4.2
below.

(iii) Hamiltonians in standard form are particularly suited for the analytic theory of
action—angle variables (in neighborhoods of separatrices) as developed in [3], where the
notion of Generic Standard Form has been introduced. Such action-angle variables will
be reviewed below.

(iv) The smallness of the ‘adimensional ratio’ €/r? in ((1.3.26)) is needed in the analytic
theory of action-angle variables for Hamiltonians in standard form developed in [2],
however the factor 1/2% is rather arbitrary and not optimal.

In this part we want to study the symplectic transformation that we need to conjugate
secular hamiltonian in(1.2.61 with a standard form hamiltonian according to definition
1.3.4, so we consider

Hi(y,x1) == h*(y) +eg(v.x1),  RF(y) := hly) + egh(y); (1.3.28)
4By B < |G(6;) — G(6;)| < 2maxt |G| < 2e.
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that is a real-analytic function on (y,x1) € 2§ x T;;c , futhermore g*(y, ") € Bi% and the
following estimates hold:

goln <003 18" —mznfly g <O |Ef 5 < e (1.3.29)

Tk Sk

We want to perform this conjugation to a standard form in a properly neighborhood
of critical surface of h*. So let 1, be a critical function and let Sj, its critical surface
associated. Consider a critical point is this surface y € S;. We need to be very careful
on the dependence upon the resonant vector k. In order to control this dependence, we
introduce new parameters depending on k:

) st if [k| < N P 1
8§ = , = —, =——
1, it [k| >N e=7% M7 ot
3 G A k<N L. Jmin{s. 1}, 0[] < W
SN P 1, if|k|>=N ’
if |khr<fN 8¢
, such that € = Cs—=Xk = Cs€EXE ;
{m Ik > G
6" cr 7, 4 ~ = _
R:= + + = Y eR™: -y s o - <Ry.
(1.3.30)
Remark 1.3.8. (i) Since |f;| < 1 one has:
| <1. (1.3.31)
(i) Since (1 — %)% < 2, by definition of s}, in [1.2.23] one has
s < 25. (1.3.32)

With the following result, we cover the entire critical surface with a finite and controlled
number of neighborhood D where we can perform our standard form conjugation. The
main point is that in the real space this union of D cover the surface, while in the
complex space it is contained in the complex neighborhood of 2, where Hy, is analytic.

Lemma 1.3.4. One can find an integer value J and y1,....§; € Z such that the fol-
lowing hold

J J
U D(¥;1, YJ = f > 9* i) U D3g(yj,1,§j) < Pk, (1.3.33)

7j=1 Jj=1
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Proof. Let £ = 2, and we consider the grid formed by square Q; of side £ with vertices
in kl,k € Z". Now, since the o > ¢, we have just moved the estimates from the
number of neighborhood to the number of square with non-empty intersection with
Si. Moreover for implicit function theorem we know that in a right neighborhood of a
critical point

a}ﬁhk(n(@\)a /y\> =0

and for fundamental calculus theorem

. Y1 N &y
oDl =1 [ RG5> Al (1334
0 oy1
so that thanks to convexity of h*, and Cauchy estimates we have that
- 2€k Xk
VIm@| < 105 1(y)| = €ldygo(y)] = sup |n| < —= (1.3.35)
ye@?k YTk

so we can finally estimates the squares with the product between the maximum number
of squares crossed by Sy in y; direction (which is estimated by the bound on the
derivative of ) times the diameter of the set in which it is defined) and the number
of squares into which we have divided the ys, ...y, (which is estimated by the ratio
between diameter of the set and side of squares) direction:

n—1
EpXKM m
J<L2| ———=+1]||— 1.3.36
(e 1) (7) 133
where m = diam .@\f In this way, using that G;Lﬁkrl’“ + %ﬁ + 4> 6gﬁkr|" + %%, by the
definition of Z¥ one can easily obtain
7:< |J o309 (1.3.37)

G=1,...,J

For the complex extensions in i), on the n — 1 "dumb" directions it comes directly
from the fact that 49 = 7/2 < 7, while for the first direction we have to be careful.
For the imaginary part of this first action there are no problems because 39 < 7, = 8p,
while for the real part we need

Q

@330) 6"cire 3
R+ 30 <8 i 2 35<s 1.3.38
+30 <80 2K[i 20, T§lesse ( )

that is equivalent to ask that

3 « <39 6" @839 39 . 6"y
2Cy, - 82 2Kk,  Gdalk], 2Kk,

(1.3.39)

1
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taking K > 22¢6™ one can obtain

30m2§04 <1 Tk :1 o = 3om2<1 Qo : (1.3.40)
C|k|3 2Cy,  4ci|kl, 4L |k]? Cylk]? ~ 4 Lc |k|?
12¢inL
that is satisfied taking C > anz O
8

Before starting the main proposition of this section, we have to define a special class
of diffeomorphisms that will be useful for our intent.

Definition 1.3.5. Given a domain D < R", we denote by &, the abelian group of
symplectic diffeomorphisms ¥y of (R x f)) x R™ given by
~ n % A ~ ~ a n

(p,q) € RxD)xR* = (P,Q) = (p1+8(h). b, a1, 4—01058(P)) € (Rx D) xR", (1.3.41)
with g : D — R smooth.
Remark 1.3.9. The group properties of &, are trivial:

ide, =W, Yl =U,, Yol =Ty (1.3.42)
Notice that, unless g € Z"~ !, maps U, € &, do not induce well defined mapsﬂ
qeT" = (q1.4 — q108(p)) € T",

a fact that will create a problem in applying the theory of this and next part to the
normalized Hamiltonians H; of Theorem [1.2.1.

Proposition 1.3.1. For all k € G¢ let Hy, be the secular hamiltonian as in|1.2.61 and
and, for ¢ = ¢(n) > 1 large enough, set

2 ~3 ~2
Vi Tk . Ve Tk

= = <P.
P2 clk[2 M2 P1 ckl, M [

Let Sy, be the critical surface of h*, and § € Sy, a critical point. The following statements
hold:
(i) In the neighborhood of § defined by D(¥1,¥), He is symplectically conjugated to a

°In general, given A € SL(n,Z) and a 2r—multi-periodic function f : R® — R™, we identify the R"—
map z € R" — f(z) = Az+g(x) € R" with the T"~map given by 6 € T" — F(0) = m,,, (Az+f(z)) € T"
where § = x + 27Z" and & — 7, (x) = x + 27Z"™ is the projection of R™ onto T".
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suitable Hamiltonian in standard form Hy, (according to definition|1.5.4). In particular,
for pe D(0,y), there exists real analytic symplectic transformation

®, : (p,q) €D(0,3) x R" = (y,%) = ®u(p,q) € R*", (1.3.43)

such thmﬁ: ®, fizes p and qi; for every p € D(§1,¥) the map (p1,q1) — (y1,%1) is
symplectic; the (n+ 1)—dimensional map ®, depends only on the first n+ 1 coordinates
(p,q1), is 2w —periodic in x1 and one has

(I)* : (p7 QI) € Dp1+2p2,P2(07§) X T; - (y,X1) € Dpl,p2 (3_717}%) X Tél

— . N P (1.3.44)
Hy o q)*(p7 (h) =h (0,]9) + §ap1h (O7p) Hk(pv (h)
where, given B a subset of R, we denote by By, = J,cplz € C" t 21—y <71, |29 <
r'}.
(ii) Hy, has reference potential
- 2e
G" = — 1.3.45
’k‘?ﬂ'Zkf ( )
and analicity characteristic
D:=D(y), r:=py, R, 51, B, €, 1, (1.3.46)
with x given by
kK = Kk(n, s, f) := max{4cs, cs/[}. (1.3.47)
(iii) The map D, is obtained as composition of two symplectic maps:
b, =0, 00, (1.3.48)
where:
o & =Y, €6, fora suitable real analytic function g, (9) satisfying
2e5 Xk
< —==u; 1.3.49
1l < 2k (1.3.49)

where 7y is the convexity-constant of h.

e O,(p,q) = (p1+M,,P,q1,q+X,) for suitable real analytic functionsn, =n,(p,q1)
and X, = X,(p, 1) satisfying

21Xk

281Xk
|n2|2p2,§1 < ﬁﬂ: |X2|2p2,§1 < —

v p3

6We are omitting the dependence upon vector k on the coordinates in this statement.

(1.3.50)
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Remark 1.3.10. (i) The main point of the above theorem is item (ii), which shows
that the ‘simply-resonant Hamiltonians’ Hy in [2.7.2 are in uniform Generic Standard
Form. The word ‘uniform’ refers to the fact that the parameter « (defined in[2.7.5 and
satisfying ) — which rules the scaling properties of the normalized Hamiltonians
Hy — does not depend upon k, allowing, e.g., for a uniform (in k£ € G¢' ) treatment of
action—angle variables (compare next Section).

(ii) There is, however, a drawback in the construction of the above normal forms,
namely, that the map ®, appearing in the definition of ®, (item (iii) in the above
theorem), do not induce well defined maps on T"; compare Remark @ Therefore,
a non trivial homotopy issue will have to be faced in considering the global secondary
nearly—integrable structure of the system near simple resonances. On the other hand,
the map @, is well defined also on T".

Proof. We want to use the Implicit Function Theorem to put all the critical points
of h* to zero, i.e. we want to find n;(g) such that oy, h*(ny(9),9) = 0 in a proper
neighborhood of the fixed critical point ¥ € S*.

So we use Theorem [3.5.1 in Appendix A with

B"(yo,7) = B' (31, p1), B™(x0,5) = B" (¥, pa);
. 1 1 (1.3.51)
F(Y17 ) a h (Y17Y), T = W such that ||T|| < —.

Now we check the hypotesis of theorem [3.5.1. For the second condition, using the
assumption on h in (|1.1.18]), we know that for every y e .@ﬁk

1
|0y, h¥| < 10y, ()| +€|(?y1go( )< |k|\M +e0 (ﬁ) < 2|k|,M (1.3.52)

taking K big enough. Furthermore, due to Cauchy estimates we have

- 2 Alk|, M

105,25 (9) ]2 < |a JE()] = 2l M = (1.3.53)

Tk
Then, by using a one dimensional Lagrange theorem and by considering the fact that
§ € 8*, we obtain the following estimate:

sup [y, h*(31,9)] < [0, " ()] + sup |05, h" (51, 9)|l§ — 7]

B(3,02) B(3,02)
< —— swp [Joy < ———
Tk B(3.p0) Tk
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P1 P1Vk

Finally, using the fact that > we can write
2T 2
S5 P1 8|k’1]\4 P1
sup [0y, 1" (31, 9)] < — — < (1.3.55)
BGor) 2||T7] Wk P2

Regarding the first condition in (3.5.2), we notice that

1-— 82 hk(y17 ) a?’lhk(ylﬂ ) 82 hk( i)
sup o - | T sup S
B(31,p1)xB(¥,p2) 62 hk(y17 ) B(31,p1) xB(3,p2) &2 hk(Y1, )
1
< — sup ’a}%lhk(YI, y) — 05 (1, 9)]

Tk B(31,01)xB(¥,02)

1 _
< — sup Iﬁi’lhk!\y—ﬂ,
VE B(31,01) xB(F,p2)
(1.3.56)

where, as we did before, in the last inequality we used the one-dimensional Lagrange
theorem. Then Cauchy estimates ensure

8 - 8 16|k|, M
105, 1 (D)lisz < 100 W)]s, < 52k, M = ——5—. (1.3.57)
Tk % Tk
Combining (|1.3.56)) and (|1.3.57)) together we have
2 hF(y1,7) | @359 mm 1 16]k[, M _
sup A W—A - 5 sup . ’y - y,
B(51.01) xB(3.62) (¥1,7) Ve Tk B <BGp) (1.3.58)
(p1,p220) 16’/€| M
< —(pl +p2).
VT
So in order to comply with (3.5.2) we impose
o7 h*(y1, 1 4|k, M 1
sup 1 # < — — ’ |1~2 (pl + pg) < —. (1359)
BEo)xBGen) | CplEILY)| 2 e T 8

Finally, as p; = p; ‘Zf ]’\“4 by (|1.3.55)), we can say that a choice that satisfies both ([1.3.59))
and (|1.3.55)) simultaneously is
~2 ~ 2 =3
Ve T Tk Vi Tk
="k <2 p, = —"F <o, 1.3.60
P1 Ik M S8 Q P2 RAERE [ ( )
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for a constant ¢ > 1 large enough.
Hence, by the Implicit Function Theorem there exists one function 7, (3) holomorphic

~

in D, (¥), such that g; = nx(¥), and
Oy W (0 (9), 9) = Oy, (i (9), ) +20y, 96 (i (), 1) = O for n(§)—7n| < p, ¥ [§=5 < po.

Then we define the symplectic transformation ®; as

y1 =m(9) + 1 X1 = 1
{?J =1 {x = ¢ — 210mi(F) (1.3.61)
(i)l (L) € Dp1+p2,p2(07§7) X Tél — (y,x1) € Dpl:p2(3_’17§’) X Tél )
in which we have used the fact that, as in we have the following estimates
2er Xk
B

Furthermore, by Cauchy estimates, taking ¢ large enough we have |0, h*(I)| = /2, V I}, €
Dp1+ps.p0 (0, 7). With the same procedure as above, with Implicit Function Theorem we
solve

ahﬁk(vk(jv 901>7j7901) = §I1hk(vk’(j> @1)’j) + 5af1gk(vk(fv 501)7j7 901) =0

7kl < 1< ps (1.3.62)

. . . (1.3.63)
for [op(1, o1)| < p2, V |1 =y < p2 x Tg,
So for € small enough, we found our symplectic transformation ®
2 $Y1=q
L = v (L, 1) + ;1 A o 3
A ) =\ opdoy —
{I _5 dlo1, I) = §§" vedipy — 01{Uk)y, ) (13.64)

$ =G4 00(p1,1)
(i)2 : Dp1+2927p2 (07 §7) X Tél _)Dp1+p2,p2 (O’ fl) X Tél

where vy, is 2m-periodic in ¢; and with the same idea as in ((1.3.35) we have [{Vg ), | py4pp <

2 ., - 4 .
Uk p14posr < i’“p’;’m, moreover it is easy to see that |¢|,, 125 < %u. Finally, ap-

plying the composition ®, = &, o &1, we have the last Hamiltonian holomorphic in

{[Repr| <R+ p1+2p; [Tmpi| < p1 +2pa}x{| Re (p—3)| < @+p2; [ Tm (p—3)| < pa}xTy,

given by
1

He(ve + p1. iy a1) = Be(v, ra1) + 27 f (1= )32 By (o + tpr, pr 0t
. (1.3.65)

= Ek(ﬁ) + Eng) Hk = (]— + Vk(pu QI>>(p1)2 + Gk(ﬁ? q1)7

where

20



E*(p) == h¥(0,p);
o Bl = %a Rk (0, p);

T 5612)1gk(uk + vk + tp1, P, qu)]dt;

o G*(p.q) = gr §o (1 — 1)02 h* (wy + tug, p) (ve)2dt + eg* (uy, + vi, . q1);
o G*(q) := é_ffﬂzkf((h)

Remark 1.3.11. Point (iii) follows calling 7, =: g,, and v, =: M2, 0;¢ =: X2, omitting
the depence on k for simplicity of notation.

Now we have to check the uniform behaviour on £ of the analyticity characteristic of
this "standard hamiltonian". We notice that

Ve < wip/e M, k| < p2
lup +vp +tp1 — 91| <202 < /4 VO<St<L, |EF =/2, v <2M'/F}

and using Cauchy estimates and the fact that py < @, we obtain

2 7 A\ Sy L e 20500, L2 k[ 1
’Vk’p275;c,l < %[4 + 2¢ 19 (32) ] < 2—% + K2 < Kot 1 = (1366)

Regarding G*, for the case of |k|; < N:

_ %% Glikhss 8¢ e—51/2 8 1
G¥sy < S5 lmz flore = fixle 1 < =—  (1.3.67
1 |k|? k / 1 ;) J |k5|2 2( 31/2) |k:|f S ( )
while for |k|; = N one has
G|, = |k’2|fk||cos 0+ 0y) + FF0)], < yk:|2|f’“| (1.3.68)

So that |Gy|s < € as defined in (1.3.30). Moreover, for |k|; < N one has

~3 3v
. Ak Ty 2 e [ VeK '
G" =Gy, < 75 6z T _|k\2ﬁ° < ThE lC?L3!k|6 + 2190] <edo:=e€ep  (1.3.69)
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while for |k| = N, reminding that g* has the form in (2.6.15) and 7z, f in ((1.1.24)), one
has

R 2
—_— + _
162 |k[?

In this way we can look to the parameters defined in ((1.3.30) and (|1.3.60)), so that
analyticity characteristic of Hy, are given in (2.7.4).

The smallness condition € < r?/2'% is guaranteed taking K large enough, and finally by

the definition in ((1.3.30]) one has

|G* = G|y < | fillghlpn < e v <ep (1.3.70)

4c,

€
€15
B lac, if|kh =N

if |k|; <N
it [kl (1.3.71)

so that with the definition of k in ([2.7.5) the condition in ([1.3.27)) is easily verified due
to the choice of parameters in ({1.3.30)). O]

So we have obtained the conjugation to an hamiltonian in Standard form in a neigh-
borhood of each critical point g of a fixed critical surface. Moreover we have showed
that we can cover 2* with a finite number of neighborhood in which one can conjugate
the secular hamiltonian to a standard form hamiltonian, so that we have a standard
form hamiltonian defined on the entire 2.

Now we apply Singular KAM theory made by Biasco and Chierchia in [4] with the
standard form Hamiltonian made for the convex case.

1.4 Action-angles variables for 1D standard Hamilto-
nians

In this subsection we review the general theory of action—angle variables for Hamilto-
nian systems in standard form as developed in [3], where complete proofs may be found.
This would be so useful for our intent because our Hamiltonian near simple resonance
is conjugated with a standard form Hamiltonian near critical surfaces. If we transform
this Hamiltonian with its action-angles coordinates we can try to apply classical KAM
theory obtaining an estimate on Secondary tori.

Topology of the phase space of 1D Hamiltonians in standard form

We begin by describing the topological structure of the p—dependent phase space of
a givern Hamiltonian (p1,q1) — Hy(p1,p,q1) in generic standard form according to
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Definition [1.3.4. We will refer to D to a generic neighborhood of a fixed critical point
y € S defined in ([1.3.30]) in which we have done the standard form conjugation.

For a fixed p € D, we take as phase space of H, the subset of R x T given by
M :M<ﬁ) = {(plaq1)€RXT} Hb(plaﬁa(h) <Eb}7 E, = R'2+R'r7 (141)

where R and r are as in Definition [1.3.4. Although such sets depend on the parameter
p € D, for p small enough, they are close to a box:

Lemma 1.4.1. Let H, be as in Definition |1.5.4 and M be as in (1.4.1), and assume
thaf’l
w< 1/(4x)%. (1.4.2)

Then, for all p €D, one has
(-R—LR+Z)xTcM@p) = (-R—LR+35)xT. (1.4.3)

The simple proof is given in Appendix of [4].

Since the reference potential G is a B~Morse function, it has 2N critical points, for
some N € N, with different critical values. Let 6, € [0,27) be the unique point of
absolute maximum of the reference potential G' of H,. Then, the relative strict non—
degenerate maximum and minimum points of G, 8; € [0, 0y + 27], (0 < i < 2N) follow
in alternating order, 8y < 0; < 0, < ... < o := Oy + 2, in particular, 6; are relative
maxima/minima points for i even/odd. The corresponding distinct critical energies will
be denoted by

E;:=G(0;), FEyy = Ey being the unique global maximum of G . (1.4.4)

By the Implicit Function Theorem, for p small enough with respect to k, one can
continue the 2N critical points 6; of G obtaining 2N critical points 6; = 6;(p) of G(p, )
for p e D. The corresponding distinct critical energies become

E; = E(p) == G(p. 0.(7)) . (14.5)

Furthermore, for p small , the functions 6;(p) and E;(p) preserve the same order of 0;
and F;. Indeed, from Definition|1.1.9 and the Implicit Function Theorem, the following
result proven in [3] holds’}

"Recall the definition of k in (1.3.27).

8See Lemma 3.1 in [3].
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Lemma 1.4.2. Let H, be as in Definition 1.3@ and assume thaﬂ
< 1/(2¢)°. (1.4.6)

Then, the functions 0;(p) and E;(p) defined above are real analytic in p € Dy and

SUDep, 10:(p) — 0] < 2en SUDep, |Ei(p) — E;| < 3k3ep. (1.4.7)

s

Furthermore, the relative order of 0;(p) and E;(p) is, for every p € D,, the same as that
of, respectively, 0; and F;.

Therefore, under the assumption ((1.4.6), we see that the phase space M is disconnected
by the separatrices |"| into exactly 2N + 1 open connected components M* = M¢(p),
for 0 <4 < 2N, which can be labelled so that:

o the odd regions M*~! (for 1 < j < N) contain the elliptic points (0, 0;_1) and
have as boundary parts of separatrices; topologically, such regions are discs;

« the outer even regions M° and M?" are homotopically non trivial annuli bounded
by the most external separatrices and one of the two curves H, ' (E,);

e when N > 1, the inner even regions M?* (for 1 < j < N — 1) are homotopi-
cally trivial annul whose boundary is given by two pieces of separatrices (with
different energies).

More formally, we can define the 2N +1 regions M’ in terms of suitable energy intervals
(B, Es_z)) as follows.

Let E; be the critical energies defined in ((1.4.5), and let E, the reference energy defined

in (4D,

Definition 1.4.1. (i) (Outer regions) For i = 0,2N, let EY — EY .= By, and

ESFO) = EEFQN) := E,. Then, the ‘lower outer region’ M) is the connected component
of Hb_l((E(_O), ESFO))) contained in {p; < 0}, while the ‘upper outer region’ MZN) is the

connected component of Hb_l((E(_QN), EfN))) contained in {p, > 0}.

(ii) (Inner region, N = 1) When N = 1, MW is just the region enclosed by the unique
separatriz H;l(Eo); the orbits in MW have energies ranging in the critical interval

9Notice that condition 1) is stronger than (1.4.2).

10Le., the stable manifolds (curves) of the hyperbolic points (0, 6a;).
HTe., annuli in the cylinder R x T which are contractible.
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[E(l) E(l)) [El,EO)

(i) (Inner regions, N > 1) Define EY .= E;.

For i odd, let ng) = min{E;_1, i1} and define MY as the connected component of
Hb_l([E(_i), ES_Z))) containing the elliptic equilibrium (0, 6;).

Finally, for 0 <i=2j < 2N even, define

j_ = max{é < j‘ Egg > Egj}, j+ = mln{€ > ‘]} E2g > EQj}a Eg) = min{Egj_,E2j+};
and define M as the connected component of H;l((E(f),E(f))) whose boundary con-
tains the hyperbolic point (0, 6;).

Notice that the phase space M is the union of the regions M@ and the singular
zero—measure set S = S(p) formed by the N separatrices:

— M(p) = UM U S = UMi(p) U S(p). (1.4.8)

Below we shall also consider the following (n + 1)-dimensional domains:

M = Ap,ar) st pED, (p1,q1) e M(P)},
M = {(p,q) st. peD, (ph(h) M (p)} . (1.4.9)

Notice that | J,<;cqn M" covers M up to a set of measure zero.

Arnol’d-Liouville’s action/energy functions

Let E € [E(p), E. (p)] and let " be the (possibly, piece-wise) smooth closed curve in
the clusure of M ( p) given by

v =(E,p) = {(p1,q1) € Mi(p) s.t. By(p1,p,q1) = E},

oriented clockwis for 2 < j < N consider also the trivial curves 7} = {(p;,s) : s € T}.
Then, the classical Arnol’d-Liouville’s action functions are given by

Ifi)(E) = [(l) =5 §p1dq1 )

1 P ;
Ij=%3€pjdqg-=%ﬁdqy'=pj7 VZ<j<N.

i

75

12For the non contractible curves (i = 0,2N) the orientation is ‘to the right’ on M?¥, ‘to the left’

on MP.
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The action function E — Ii(E, I) is strictly monotone and its inverse is, by definition
the energy function I} — E*(Iy, I). We also define I} := I}|,—o and its inverse functio
Ei = Ei|u:0.

We can now describe the fine analytic properties of the action/energy functions.

Critical holomorphic behaviour and action estimates

The first result describes the exact behaviour of the action functions as the energy
approaches the critical energy of separatrices and contains estimates on the derivatives
of the action functions that will play a central réle in the discussion on the twist Hessian
matrix in § [1.6] The following theorem has been proven in [3, Theorem 3.1].

Theorem 1.4.1. Let H, be a Hamiltonian in standard form as in Definition [1.3.4, let
K = 4 be such that (1.3.27) holds and let 2N be the number of critical points of the
reference potential G. Then, there exists a suitable constant ¢ = c(n, k) = 28«3 such

that, if["]

< 1/c® < 1/(2%%9), (1.4.10)
then, for all0 < i < 2N and I €D, the action functions E € (E*(I), E%.(I)) — Ii(E, 1)
verify the following properties.
(i) (Universal behaviour at critical energies) There exist functions ¢ (z,1),
W (2, 1) for 0 < i < 2N, and, functions &', (z,1), V' (z,1), for 0 < i < 2N, which
are real analytic in a complex neighborhood of the set {z = 0} x D and satisfy

L(EL(D) +ez 1) = ¢(z,0) +¢i(z,1) zlogz, YO0<z<l/c,Ieb. (1.4.11)

the functions gbﬁ_r(z,f), ¢fi(z,f) are real analytic on {z € C : |z| < 1/c} x Dy, where
satisfy:

sup (o] + [vi) < eve,
|z|]<1/c, IeDy
. . . @3 (1.4.12)
sup  ([0;0% | + [00L]) Scmo,  poi= Y < 270w
|Z|<1/C7f€br/2

Moreover,

N I A A T (1.4.13)

13Note that when p = 0, H, becomes simply H, = p? + G(q1).
“Note that (1.4.10) implies the hypothesis of Lemma m Thus, in particular also H, has 2N
critical points.
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where ¢y = ¢L|,_, and P =] .

(ii) (Limiting critical values) The following bounds at the limiting critical energy

values hold: A o
WL (0,1)] = ve/c, 0<i<2N, VIeD,,

[ >./e/c, 0<j<N, erﬁ_m

0, 0<i<?2N, VIeD,

0, 0<j<N, VIeb,

(1.4.14)

while, in the case of relative minimal critical energies, one has, ¥V Ie D,0<z< 1/c,
o0, 1) =0, ¥z I)=0, VY1<j<N. (1.4.15)

(iii) (Estimates on derivatives of actions on real domains) The derivatives of

the actions with respect to energy verify, on real domains, the following estimates:

mf aEP VIieD,V0O<i<?2N; (1.4.16)

(Bt 7

1 .
min {op}", Ipl}} = VE > FE,y, V1eD.

“eWE+ e’

(iv) (Estimates on derivatives of actions on complex domains and perturba-
tive bounds) For A > 0 satisfying

cu<A<l/c, (1.4.17)
define the following complex energy—domains:

{zeC:FE' —¢/c < Rez<FEL —M\e, |Imz| <e€/c}, iodd,

E =1 {#€C:E" +Ae < Rez < E'" —Ae, |Imz| <e/c}, ieven,i+#0,2N,
{zeC:E" +Ae< Rez< E%, |Imz| < ¢/c}, i=0,2N.
(1.4. 18)
Then, for 0 < i < 2N, the functions Il and It are holomorphic on the domains E: x D,

and satisfy the followmg estimates:

2
sup EX IZ| ¢ o, sup\@EIZ‘ 2\10g7\\ sup ‘aEli_aE]_i‘ o CH

E3 XDy o \/E ’ Ei xDr ! e }\\/E .

Remark 1.4.1. Eq. (1.4.15)) confirms the known analyticity at minima of actions as
function of energy.

(1.4.19)
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We finally report a remarkable property of standard Hamiltonians H,, whose reference
potential G is close enough to a cosine. In such a case, in fact, one has uniform concavity
of the second derivative of the energy function:

Proposition 1.4.1. Assume that, for some 0y € R, G satisfies

|G(0) — cos(0 + 0p)|1 := sup |G(0) — cos(f + )| <274 (1.4.20)
T1

Then N =1 and ]
6?1]?.1([_11(E)) < —2—7, VE € (El,EQ) .

Also this result is proven in [3]; compare Proposition 5.12 there.

Arnol’d—Liouville’s action—angle variables in n d.o.f.

Let us now discuss the Arnol’d-Liouville’s action—angle variables for the Hamiltonian
H, viewed as a n degrees of freedom Hamiltonian on the 2n—dimensional phase space
M x T L

For every fixed p = I € D, the map (p1,q1) — Ifi) (Hb (p1, I, ), f) can be symplectically

completed with the angular termE' (p1,q1) — gpgl) (p1, @1 f) = gpgl) (p1, I, Q).

Defining the normal domainﬂ
B :={I=(L,0)|leD, 1(E.(I),I)<I <I”(E.(I),])}, (1.4.21)
we see that, by construction, the mapE
@) e M — (Ip) = (I B, 1), D), 1,0 (p,q1)) € B x T
is surjective and invertible; let us denote by
O (Lp)eB xT — (pa)e M,  (h=1),

its inverse map. Note that such ‘Arnol’d-Liouville suspended’ transformation ®° inte-
grates Hy, i.e.,

H,o ®(I,p0,) = ED(I),  dp Adqp —dIy A dpy . (1.4.22)

|f: const

15Such completion is unique if one fixes, e.g., gpgi) (p1,0; f) =0.
16Recall Definition 1.4.1¥ For i odd, I(l)(Ei (I),1) = 0, which is the action of the elliptic point.

1"Recall the definition of M? in lb
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By the standard Arnol’d-Liouville construction of the angle variables, one sees easily
that the complete symplectic action—angle map ®°: (I, ) — (p, q) has the form

i M, L, ¢+ X)), if 0 <i<?2N,
O (L) =4 : - 1.4.23
(L) {(ﬂz,1,901+1b1,¢+x’), ifi =0,2N, ( )

where 1, x’, {¢ are function of (I, ;) only and are 2r—periodic in ¢y, and, in the case
i =0,2N, sup |0, V'] < 1.
By construction, @ : B x T* 28 A x T1 js a global symplectomorphism, and by

(1.4.22)), one has
(Hy 0 @) (I, ) = (H, 0o @) (I, 1) =ED(I), YO0O<i<2N. (1.4.24)

Next, we introduce suitable decreasing subdomains B'(A) of B’ depending on a non

negative parameter A so that B(0) = B and such that the map ®* has, for positive A,
a holomorphic extension on a suitable complex neighborhood of B*(A) x T™.

Define
M = A (D) = (B (I) = E_(I)) /e, A= (Ey —E_)/e. (1.4.25)

ma.

Notice that, by (1.3.27)), Definitions [1.1.9, |1.3.4, and |1.3.26| one has

1/k < B/e <A, <2; (1.4.26)
notice also that, by (1.4.7), we hav
A — A <67, AL = 1/2. (1.4.27)
Then, for 0 < A <A, defind™%}
ai(l) = TI(E'(I)+Ae,I), VY0<i<2N,
bl = L(EL(I) = Ae, 1), V0<i<2N (1.4.28)
I (E,, 1), i=0,2N.
al(I) = a(I), bi(I):=b(I), YO<i<2N,
BiA) = {I=(L,0): €D, di(l)<I <bi(I)}, 0<SA<A,..

®Recall that p < 1/c? and ¢ > 28«® (compare Theorem [1.4.1).
Recall the definition of E, in (1.4.1).
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Remark 1.4.2. (i) By the above definitions one has that
a® Y1) = al V1) = TP Y EF NI, 1) =0, (1.4.29)
reflecting the analyticity at the elliptic points; compare Remark [1.4.1-(i) above.

(i) By (1.4.21) and (1.4.28) one sees that B' = B'(0) = Uocrer, . B'(A).

The holomorphic properties of the Arnol’d—Liouville symplectic maps are described in
following theorem, proven in [3, Theorem 4.1]. Recall the definition of the constant c
in Theorem [L.4.1.

Theorem 1.4.2. Under the hypotheses of Theorem [1.4.1 there exists a constant ¢ =
¢(n, k) = 4c? depending only on n and k such that, taking

u<1/e, (1.4.30)

the symplectic transformation @ extends, for any 0 < i < 2N and 0 < A < 1/¢, to a
real analytic map

@' (B'(N), xTp — D(0,y) x Toy, VOo<A<1/e, (1.4.31)
A
where
Py 1= \/TEM logA|, 0, = m. (1.4.32)

Now, let 0 < A < 1/¢, then the function E' admits a holomorphic extension on (BiO\))p ,
A
where, setting A := A logA|?, one has
| <eV/er Bl RE| <8, |0 E] <ok [0 < (LT + )

A nLi
(1.4.33)
furthermore, defining
D= (-R—1/3,R+1/3) xD(y), M) :=D(BN xT), (1.4.34)
one has
meas (D" xT)\ | ] M'(N) < évemeas(D()) AllogA|. (1.4.35)

0<i<2N
Remark 1.4.3. Observe that, by [[.3.30, (1.3.31), [.2.22) (T.4.10), [.2.23 P-7.2 and

2.7.5, it i

1/k < §/4, Xy <16, Ty < S < 5/2%0 (1.4.36)
Thus, sined®| A < 1/¢, by (1.4.10), o, in (1.4.32) satisfies
o < §/2%. (1.4.37)

20Recall that € < 1; see(l.1.1
21Recall the hypotheses of Theorem m
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1.5 Secondary nearly—integrable structure at simple
resonances

Now we go back to the original system in the simply-resonant zones governed by the
Hamiltonians Hy(y,x) in |1.2.60| and discuss their global nearly—integrable structure
with exponential small perturbations (compare Theorem [1.5.1 below).

As mentioned above (see item (ii) in Remark [1.3.10)), the problem here is that the
symplectic transformations of Proposition [1.3.1, which put the simply-resonant Hamil-
tonians Hy in[2.7.2 in standard form, are, in general, not well defined in the fast angles
q = (92, ---,9n), making the construction of global action—angle variables for the full
Hamiltonians Hy(y, x) in not straightforward.

To overcome such homotopy problems, we shall exploit the particular group structure
of the various symplectic transformations involved, and show that, introducing a spe-
cial ad hoc conjugacy, one can indeed obtain globally well defined symplectic maps;

see, in particular, (1.5.21]) below.

Special sets of symplectic transformations

We shall introduce three special classes of symplectic transformations, which will be
used in the proof of Theorem [1.5.1.

Definition 1.5.1. (a) Given a domain D < R*!, & denotes the forma group of
symplectic transformations of the form

n P ~ -~ n n

(P,) €D XxT" = (P,Q) =(M,pq1 +b,g+x) eR" xT",

where: D < R™ 1s a normal smooth domai over f), the functions n,\,X depend on
(p,q1), are 2w—periodic in q; and the (n + 1)—dimensional the map

(p7 Ch) — (i)(pv q1) = (T]7]37 q1 + 1-|))
18 1njective.
(b) Given a domain Dc R"™1 &, denotes the set of smooth symplectic transformations
of the form

(p,q) €D x T" S (P,Q) = (n,p, ¥, +X) e R x T 1,

where D € R™ is a normal smooth domain over D; the functions n, P, x depend only
on (p,q1) and are 2w —periodic in q.

22Gee Remark (iii) below.

Ble., D= {(p1,p): o(p) <p1<PB(p), peD} where a and 3 are smooth function on D.
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Let us collect a few observations and discuss the main properties of such classes, but,
first of all, notice that all the above maps leave fixed the variable p € D € R" and the
set D. Thus, in the following discussion, the domain D is fixed once and for all.

Remark 1.5.1. (i) The Arnol’d-Liouville map ®° in the outer cases (1.4.23) (i =
0,2N) belongs to & (since sup |0, P| < 1), while @ in the inner case (1.4.23) (0 < i <
2N) belongs to &,.

Notice also that ®, in Theorem @—(iii) is a near—to-the-identity symplectic map
belonging to &.

(ii) In the definition of & and &, the functions n and { are scalar functions, while x

has (n — 1) components. Notice that, since ® is assumed to be symplectic, these maps
are such that

A Ardg +dnady+dpandxy = dp Adg, (Pe®),
M Aadp+dpardx = dp Adg, (Ped,).

(iii) All maps in the group &, in Definition [1.3.5 have a common domain of definition,

ie., (Rx ]5) x R™. On the other hand, every map ¥ e & has its own domain of definition
D. Thus, the composition ¥; o ¥y of two maps in &

U : Dy xT"—->R"xT", Uy : Dy xT" - R" x T"

is well defined only when the compatibility condition W (DQ X T”) c Dy xT" is satisfied.
This is the reason why the cautionary word ‘formal’ appears in the definition of &.
However, as already noticed, all maps in & verify m;(D) = D, which is fixed a priori.

(iv) If ® € &, by definition ® is injective, so that also ® itself is injective. Furthermore,
for any fixed p, the map ¢ — @)1 = ¢; + W is a continuous injective map on the circle
T!, hence it is surjective, and, therefore, it is a smooth (orientation preserving) circle
diffeomorphism. Thus, ¢ — Q = (¢1 + V, ¢ + x) is a global diffeomorphism of T", and
®:DxT"— d(D xT") < R* x T" is a global symplectomorphism.

Notice also that if &, ®" € & and the composition ® o ®’ is well defined, then Pod’ € &.
(v) The definition of the first (n + 1) component of any member of the above families
depends only on the first (n + 1) variables (p, ¢1). Therefore, any finite compositions of
maps V; € &, UG U G, 1 < < m, whenever the composition is well defined, satisfies

Vied uBUE = (Pj0-00,) =(Fo0l,). (1.5.1)
(vi) Finally, one readily verifies that the following property holds:

Ped, and Ved ud = Voded,. (1.5.2)
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Action—angles variables for the secular standard Hamiltonians H; at simple
resonances

For each k € G¢ , we may apply the theory of § to the secular Hamiltonians described
in Theorem [1.3.1 in standard form H, = Hy; see [2.7.3 and [2.7.5.

By (|1.4.24), we get that, for every k € G¢ and 0 < ¢ < 2NN}, the Arnol’d-Liouville map

O Bl x TP X8 M x T! (1.5.3)
integrates Hg, i.e.:
(Hp 0 @) (I, ) = (Hy o D) (I, 01) = E(I), Y O0<i<2N, (1.5.4)

where Bi, Mi and E,(j) correspond to B, M’ and E® in § in the cas H, = Hy.
Beware that, even if sometimes, for ease of notation, we do not report the depen-

dence upon the resonance label k € G , we are treating different Hamiltonians in the
neighbourhoods of simple resonances labelled by k € Gy .

Finally, we shall use the following notations: Given a function g : D — R, we shall
denote by j; the translation

J(p) == (p1 + (D), P) - (1.5.5)
Notice that, by the definition of W, in (|1.3.41), one has
Ue(p 1) = (e(p), 1) - (1.5.6)

Global action—angle variables at simple resonances

We are now ready to state and prove the first step of the proof of Theorem [I.1.1,
which consists in showing how to construct symplectic action—angle maps which put a
generic nearly—integrable natural systems, near critical surfaces of simple resonances,
for all k € Gg , into uniform analytic nearly-integrable form with exponentially small
perturbations:

Let S be a critical surface of h*, and let D.(¢) the neighborhood of a point of this
surface in which one can do the standard form conjugation as be shown in proposition

1.3.1. Let assumptions [1.3.30} |1.2.23| and |1.2.22| hold; let ¢, be as in Theorem |1.2.2,

24Compare, in particular, (]1.4.8b and (]1.4.9b for the definitions of M} and M}c, lb for the
definition of Bi; (1.4.28) and (1.4.25) for the definition of B (A); the definition of M (A) is given

(1434
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and ¢ as in Theorem [1.4.2 with k as in (2.7.5). Let g, be as in (ii) of Theorem [1.3.1,
and define

Bi ::{ B;. it 0<¢<2Ng, (1.5.7)

i, (BL), ifi=0,2N;, .= &
Then, the following result holds.

Theorem 1.5.1. (Secondary nearly—integrable structure at simple resonances)
There ewists ¢, = c,(n, s, 5,0) = max{c,, ¢} such that if K, > c,, then for any k € Gf ,
0 < i < 2Ny, there exist real analytic symplectomorphisms

¢t - BL x T" — Re (D,(0,3)) x T", (1.5.8)

such that, if Ei = Ei(I) is the integrable Hamiltonian Hy, of Theorem |1.8.1 in its
Arnol’d—Liouville action variables, E}; = E} © %, s and by is as in Theorem|1.5.1, then

vi=Hodi(I,p) =hi(I)+efi(l,p), with:
i i i GHI) + g (DE;,,  if 0 <i < 2N, (1.5.9)
J°(I) + jg(1)E,  if i =0,2Ny.

Furthermore, for 0 <A < 1/c, define:

P = Q@ MlogAl, o, := mu
iy | Bi(A), if 0<i<2Ng,

Then, &} admits a holomorphic extension
B 1 (By(N),, x Ty, = D:(0,3) x T, (1.5.11)
and the perturbation fi in (1.5.9) satisfies the exponential estimate

sup  |fi] < e X3, (1.5.12)
(Bi(M)sy < T2,

Remark 1.5.2. (i) Notice that, since p = 1/K>" (see (1.3.30)), and sincd™]

K>K,=c >c,

25The constant c is defined in Theorem m
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condition — which is stronger than condition (1.4.10) — is implied by the as-
sumption K, > c,.

Observe also that from the definitions of the constants in Theorem[I.5.1, Theorem [1.4.1
and from ((1.4.27)) it follows that

c, =>c =283 =21, A =2"%c . (1.5.13)

* max

Finally, we remark that, recalling the definitions of p, and o, in (1.4.32)), since c, > ¢,
one has
o <Py s o, <o0,. (1.5.14)

(i) In the proof of the theorem the maps ¢ are explicitly given; compare (|1.5.19) and
(11.5.25) below.

The following simple lemma will be one of the key points of the proof of Theorem [1.5.1.
Recall Definition [1.5.1.

Lemma 1.5.1. Let ® : (p,q) e DxT" — (n,p,q1 + ¥, ¢ +x) € R* x T" be in &,
U, € &, and denote by P the map

qu) = 7-8(1)(])7 Q) = (T]g + guﬁ? q1 + I-I)gaq +Xg - ll)gaﬁg) ’ (1515>
where for a function u: D x T — R™, ug denotes the map
ug :=uoW 4 :j(D)x T—R™. (1.5.16)

Then, 1% belongs to & and it is a symplectomorphism satisfying

70 1 (D) x T 28 (Y 0 B(D x T")) x T"L, (1.5.17)
and . o
(5®) = (Mg + 8D, q1 + ) = Ygo Do W, (1.5.18)

Proof. First observe that since ng, g, X, are 2m-periodic in g, the map
geT" = 1,5 P(p,q) = (1 + Vg, G+ Xg — Welyg) € T"
is a well defined T"—map and ([1.5.18) follows immediately by direct computation.

Thus, (7'g<I>)V is injective being the composition of three injective maps, and, therefore,
the whole map 7,® is injective, and follows. To check symplecticity, just note
that, locally, on the universal cover R*", 7,® coincides (as it is immediate to check)
with the composition W, o ® o W_, of three symplectic maps. Hence 7,® is symplectic

and the claim follows. O]
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Proof. of Theorem We start by defining the maps ¢}.

Consider, first, the inner case 0 < i < 2Nj. Recall Definition [1.5.1. By Theorem [1.3.1-
(iii), @, is the composition of maps in &, and & while, for 0 < i < 2N, Q' e G,
(Remark [1.5.1-(i)). Hence, by (L.5.2), it follows that ®, o ®' € &, and we may defind™|

Pli=0, 0@, Pl =TV"od Bl xT" >R x T, (0<i<2Ny), (1.5.19)

provided the composition is well defined. To check that this is the case, we observe that
by (1.5.1), (1.4.31)), (1.3.32)), (2.7.2), (1.5.14)) for 0 < A < 1/¢, we get

O] = (©0@') = 0@ : (BL(N)),, x T, — D:(0,y)xTs, (0<i<2N), (1.5.20)
thus the composition is well defined and ((1.5.19)) is well posed.

Let us now consider the outer case i = 0, 2N. In this case ®* € & (Remark [1.5.1-(i)).
Recalling the definition in (1.5.15)—(1.5.16)), by Lemma [1.5.1, we may define

O} := P, 07, O, (i = 0,2Ny). (1.5.21)

Recalling that ®, € &, by Lemma [1.5.1 and Remark [1.5.1-(iv), ®! € &, provided the
compositions are well defined. To check that this is the case, as above, it is enough to
control the complex domains of the first (n + 1) components. By (1.5.18) (used twice),

(1.3.42), (2.7.6), and (L.5.1), one find§*7|

Pl =P, 0D 0, , (i=0,2Ny). (1.5.22)
Then, by (1.5.40)), we get,
. i . i (T5.10) i . .
G (BiA)y) < (. (Bi(N)), == (Bi(N), , wherepl =25, (i =0,2Ny).
(1.5.23)

Observing that W, (p,¢1) = (je. (), @), by (1.5.22), (1.5.23), (1.4.31), (1.3.32) and
(2.7.2), we get, for 0 <A < 1/¢,

&) : (Bi(A)y x Ts — D:(0,3) x Ts, (i =0,2Ny). (1.5.24)
Thus, the composition is well defined and ([1.5.21)) is well posed. So, we may define:

¢t i=UFod!: Bl xT" - R"xT", & asin (1.5.21), (i =0,2N;). (1.5.25)

26y* appears in Theorem Recall that, when 0 < i < 2Ny, B}, := Bj.
2TRecall that g, = —g, ; compare 1'
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We can, now, prove ([1.5.9). Recall the definition of f* in Theorem [1.2.2 and define

fiim fodl Frod (0<i<2Ny). (1.5.26)
Then, by definition of ¢ in and , we have, for 0 <1 < 2Ny,
{ = Ho ¢i(l,p) = Ho Wk o gf EZHED g iy i, (1.5.27)
Since Hy, in depends only on the first (n + 1) variables, by and ,
we find
Hyo @) = Hy o d} = { gz Z 2: Z gz . ¥, | i?jé;]\%f\fk (1.5.28)
and, by and ,
Hyo®, 0 @ = j* + JiED (1.5.29)

Thus, (1.5.9) follows from (|1.5.27)), (1.5.28]), (1.5.29)) and (1.5.6).

Next, we show that ¢ has, for 0 < A < 1/c,, a holomorphic extension satisfying
(1.5.11). To do this we have to consider the last n — 1 components of ®¢, namely

7. &7 = &i. By definition of @/ in (1.5.19) and (1.5.21) it follows that

Y e+ XL, e), if 0 <i< 2Ny,
%L )‘{¢+xi(jg*<l>,<,al), if i = 0,2 (1.5.30)

with; g, is defined in (1.5.7); x, is as in Theorem [1.3.1-(iii).

. 4 . 1Y) if 0 <i< 2N,
Tyl g b+ 0. ’ b]) - X2(A7 ) A 5
X mX X . e { Xo(Lipr +97), if i = 0,2N;.
(1.5.31)
Now, we claim that
, 3
[Wlpye <78, VO<i<2N;. (1.5.32)

Indeed, if 0 < 7 < 2Ny, ([1.5.32)) follows directly from (|1.4.31)) and (1.3.32)); in the case
1 = 0,2Ng, (1.5.32)) follows again from (|1.4.31)) and ([1.3.32]) observing that

s 3

Wl = (01 +) = @1l < 7 0, < 5.
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Next, since p/ = p,/(n +2), by (1.5.23), (1.5.31), (1.4.31), (1.3.32), (2.7.8), (1.4.36),
(1.4.37), (1.5.32)), (1.5.40]), we find, for every 0 < i < 2Ny, and for every 2 < ¢ < n,

| Im q)1£|p7’\,0)\ < |Im (e +Xiz)|p;\,za
. ) .
< [Im (¢ + Xz)|pwca + |X2|p7\,a7\ + N)l’p;\,ca |afg*|p;\

) 3 3 . .
3 + 7% + Z(n +1)8 < 2ns. (1.5.33)

Thus, by (1.5.20)), (1.5.24) and (1.5.33)), we get

<

®): (Bi(A)y x Ts — De(0,3) x Ty

2ns (0<Z<2Nk)
We need, now, an elementary result on real analytic functions:

Lemma 1.5.2. Let g : D, x T? — C be a real analytic function satisfying |Img| < €.
Then, for every 0 < ¢ < 1/2, one has

Now, define
(1.5.34)

Then, since |k| < K,, by (2.7.2), (1.3.30)), we find

5 1, S
8C(2n8) < 16 n¢ Ko max{1, s} maX{K 33 _ KS 1 -
¢, cs K™ ¢, Kn—

Thus, by Lemmal|l.5.2 (applied with g = (i)ie for 2 < ¢ <n, Casin (1.5.34) and £ = 28),
it follows that

@) : (BL(M), x T — D:(0,3) x T2, (0 <i <2N),
with p, and o, as in ([1.5.10]), provided

¢, := max{c,, ¢c, ¢, 16 (n + 2)}.

*

In conclusion, (1.5.11) follows by the definition of ¢i in (1.5.19), (1.5.25) and by
(1.2.58]).
Finally, estimate ((1.5.12)) follows at once from ({1.5.26), (1.5.11)) and ([1.3.29)). The proof

is complete. O

The following measure estimate will play a crucial réle in the proof of Theorem [1.1.1.
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Proposition 1.5.1. For every 0 < A < 1/c,, the following measure estimate hold:
meas ((D,(0,3) x T") \ U ¢}, (BL(A) x T")) < ¢, meas (EY%M x T") Allog Al .

0<i<2Nj

(1.5.35)

Proof. Since ®! depends only on the first (n+1) variables, by (1.5.30)), (1.5.19), (1.5.22)
and the definitions of Bi(A) in and M (M) in (1.5.3), one has
O} (BEA) xT") = (BiA) xT) x T = (&, 0 DY(B(A) x T)) x T
B2 (@, 0 M) x T (1.5.36)
Analogously, one has
;7 HDL(0,¥) x T™) = &7 (D (0,5) x T) x T"71. (1.5.37)

Observe also that, by (2.7.7), (2.7.8) and (the second estimate in) ([1.4.36)) it follows
that?’)

1o (D(0,7) x T) = ((-R—1/3,R+1/3) xD(¥)) x T= (D" xT). (1.5.38)

Then®™| recalling Theorem [1.2.2, using the fact that (¥*)~! and ®; ! are diffeomor-
physms preserving Liouville measure, we find

meas(Dx(0,3) x T\ Ui (Bi(A) x "))

[C519525) meas((UF)71(D(0,§) x T") \ JPI(Bi(A) x T))

meas((7" x T°) \ JI(BL(A) x T))

— meas(®, " (Z° x T") \ U&, ' ®I(B(A) x T"))

(L.5.3641.5.37) (2m)" " meas(®, (7% x T) \ UM, (V)

E7877) (2m)"  meas(® " o &7H(D(0,¥) x T)\ UML(N))

"= n) meas(D’ x T\ UMEOY)

(2m)"'e emeas(ﬁ(?)) Allog Al

1.3230 (27)" e R meas(ﬁ(§)) Allog A|

A

= < meas(R"*F x T") Allog Al
2m

28The sets RUF are defined in lb

290bserve that ®~1(p,q) = (p1 — g,(p),p,¢1) and 1 (p,q) = (p1 — M, (. q1), P, q1). Recall the

definition of D in (1.4.34).
30The unions are over 0 < ¢ < 2Ny.
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which yields ((1.5.35]) since ¢, > c. n

Remark 1.5.3. The measure estimate holds in view of the covering property
(2.6.1), which takes care of the deformations near the boundaries.

The logarithmic correction is unavoidable and is related to the Lyapunov exponents of
the hyperbolic equilibria issuing the separatrices of the secondary integrable systems
at simple resonances.

The final result of this section deals with the size of the domains B}, which depends
on k and actually grows with k. It is therefore important to control such a growth.

Proposition 1.5.2. Assume thaﬁ a < 1. Then, there exists a constant ¢, = ¢, (n) > 1
such that ‘ ‘
diam B}, < ¢ |k|", meas B), < ¢, . (1.5.39)

Proof. For the purpose of this proof, we denote by ‘c’ suitable (possibly different)
constants greater than one and depending only on n.

Since o < 1, by the definition of B in (1.4.21), by (1.3.27) and the definition of R in
(11.3.30), we have, for every 0 < i < 2Ny,

diam B} < ¢(R+ diamD) < ¢(1 + diamD).

Since . . )
i i
|ATI|:|AT((I})|> - _

1A= = cfkfn=t o

by definition of D, it follows that diam B < c[k[*'py < ¢|k[*~!, proving the first
relation in in the case 0 < 7 < 2NN,.

In the case i = 0, 2N}, we need to estimate the Lipschitz constant 0 g;. By Cauchy
estimates, one sees that

s

4e p €2Co dep
|g*|2r < 'Y‘k|2; < 2 AKl4nt5 |afg*

c 1
r S Nlk|2e2 < CK143+3 <7 (154())

by taking K, big enough (recall that K > 6K,). Henc,

0g., <n+1, Lipp (j4,) <n+2, (1.5.41)

31Notice that, since v = 2(v + n), the hypothesis a = eK” < 1 is implied by the second condition in

(1.1.25).
g, is defined (1.5.7).
33 Lipg(g) denotes absolute value of the Lipschitz constant of a function g over a domain B.
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choosing c, suitably, the first relation in ([1.5.39) follows also in this case.
Let us check the second relation in ((1.5.39)). Since ¢f in (|1.5.8) is symplectic, we have

meas (cbf,ﬁ(B,’C X T"))

meas B;, = meas(B;, x T") =

(2m)" (2m)"

< meas (Re (97{,1,:“)) :

Now, since R"* < B and r, < a < 1, choosing ¢, suitably, also the second relation in

(1.5.39) follows, and claim (i) has been proved. O

1.6 Twist at Simple Resonance

In this section we discuss the main issue in singular KAM theory developed by Bi-
asco and Chierchia, namely, the twist of the integrable (rescaled) secular Hamiltonians
h! in (1.5.9) near simple resonances and, in particular, in neighborhoods of secular
separatrices, where the action become singular.

In general, it has to be expected that there are points where the twist of the secular
Hamiltonians hi vanishes; compare [4, Remark 4.1]. Furthermore, and more impor-
tantly, when approaching separatrices, the evaluation of the twist becomes a singular
perturbation problem, where no standard tools can be applied and a new strategy is
needed.

Our approach — which exploits in an essential way the fine analytic structure of the ac-
tion functions described in Theorem [1.4.1 — roughly speaking, consists in constructing
a suitable differential operator with non—constant coefficients, which does not vanish on
(a suitable regularization of) the Kolmogorov’s twist determinant. This will be enough
to prove that the Liouville measure of the set where the twist is smaller than a positive
quantity n may be bounded, uniformly in k, by a power of n. This is the content of the
Twist Theorem [L.6.1 below.

Twist Theorem near simple resonances (statement)

To state the Twist Theorem we need to introduce two parameters (& > 0, m > 1) which
measure the non—degeneracy (in a suitable sense to be specified below) of the energy as
function of actions in the inner regions 0 < ¢ < 2N}. This requires some preparation.

Non—degenerate functions and theirs sub—levels

First, let us recall a standard quantitative definition of non—degenerate functions.
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Definition 1.6.1. Given & > 0, an open set A < R and f € C™(A,R), we say that f
is E&—non—degenerate at order m =1 on A (or, in short, ({, m)-non—degenerate), if

inf max |f9(z)| > €. (1.6.1)

zeAl<j<m

An important property of non—degenerate functions is that one can easily estimate
the measure of their sub-levels:

Lemma 1.6.1. Let [ be a (§, m)-non—degenerate function on a bounded interval (a,b)
and Zeﬂ M := | f|cm+1(ap). Then, there exist a constants c,, > 1 depending only on m
such that, for all n > 0, one has

Cm

meas{z € (a,b) : |f(z)| < n} < m(%(b— a) + 1) pt/m

The proof of this lemma can be found, e.g., in [48] Lemma B.1].

Non-degeneracy of the rescaled reference potentials for |k, <N

Consider a general Hamiltonian ([1.3.4) in standard form, recall Definition [1.4.1, recall
(1.4.28)), and define also, for 0 < A < A_,_ (defined in (|1.4.25)),

a' :=a'l—0, bV :=V|=0, a:=al=0, b :=0blu=0, VO<i<2N;. (1.6.2)

In the following, we shall exphcltly indicate the dependence upon the reference potential

G and write, e.g, I{ & E b’ for Ii, E', @', b', respectively.

Definition 1.6.2. Given H, in standard form with reference potential G, we denote by
Fi(z) := (07 EG) (ag + (b — ag)z), Y e (0,1), (0<i<?2Ny), (1.6.3)

the ‘normalized second derivative of the energy function within separatrices’.
These functions satisfy a remarkable rescaling property:

Lemma 1.6.2. If FE is as in Definition|1.6.2, then, for any A > 0, one has Fié = Fié

Proof. Indeed, from the definition of actions, there follows easily that

34HfH0m+1(a,b) = MaxXo<j<m+1SUP(qp) |fV].
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Indeed, considering the case i = 2Ny (the other cases being similar), one has

. 2m )\ 21 E B -
(E) = 5= | B - 2 [TE - Gl = VAL,

which proves the first equality in (1.6.4), which, in turns, implies immediately the
second inequality. From (1.6.4), then , follows that

iy = Vah, bl = VAL, (1.6.5)

and the claim follows at once from ((1.6.4) and (1.6.5). O

Let us go back to the Hamiltonians in standard form Hy of Theorem [1.5.1, and let
us prove that the functions F; — and hence E} 5 — with G as in (??), are (£, m)non-
degenerate.

Lemma 1.6.3. For every 0 < i < 2Ny, the function Fy, defined in (1.6.3) is (§,m)-

non—degenerate for some £, m > 0.

Proof. We consider only the case i odd, the even case being similar. Deriving (??7) we
get, for u =0,

LB (GLE)

(CeLi(B)" (0pli(B))’
By (1.4.11)—(1.4.16)) (which hold also for I%, corresponding to i = 0), we have that the
dominant term in (L.6.6) as z := (E% — E)/e — 0% has the form —1/(c*22log” z) with
¢ := 1" (0)]u=o. Then,

lim |} E([[(E))| = lim |[0}E(I1)]=+m>.
E—(EY)~ I —(b%)—

By ([1.6.3) we obtain

OLE(11(E)) = (1.6.6)

lir{{ 0. F(x)| = +o0. (1.6.7)

Moreover 6’$Fé(a:) is analytic in a neighborhood of 2 = 0 (recall in particular ((1.4.15))).
Assume now by contradiction that (2.7.9) does not hold, namely that there exists a
sequence z,, € (0,1) such that

|0 (2)] < 1/m, Vi<j<m.

By (1.6.7), up to a subsequence, z,, converges to some z € [0, 1) such that OIFL(Z) =0
for every 57 > 1. By analyticity we would have that F is constant on [0, 1) leading to
a contradiction with - O]
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This lemma allows us to introduce uniform non-degeneracy parameters & > O andm > 1

for the function Fé—; in (1.6.3) associated to the reference potentials G (&) m, f, for

|’€|2
keg", |k|, <Nand 0 <i < 2N. Indeed, by Lemma [1.6.2,
Fo=Flo 1 =Fo (1.6.8)

and, by (2.3.1), every potential =, f is f-Morse. By the above Lemma [1.6.3, every
function in (1.6.8) is (£, m)—non-degenerate for some £, m > 0. We therefore can define
uniform e-independent non-degeneracy parameters &, m by setting:

Definition 1.6.3. Let F* o f be as in Definition |1.6.2 with rescaled reference potential

G = 7, f. We define > 0 and m > 1 to be, respectively, the largest and smallest
number such that all the functions Fi ., for 0 < i < 2Ny, k € G" with |k|, <N, are

(&, m)—non—degenerate (Definition |2.7.1).

The Twist Theorem

Let |1.3.30} [1.2.23] e [1.2.22{ hold, let k be as in (2.7.5), let &,m be as in Definition [1.6.3,
let Bj be as in ([1.5.7), let hi be as in (1.5.9), and define

& = |k| 72" (1.6.9)

Then, the following result holds.

Theorem 1.6.1. There exists a constant ¢, = ¢,(n, K, & m) > 1 such that, for K, = c,,
ke Gy, 0<i<2Ny, and 0 <n < /2%, one has:

meas ({1 € BL: |det 2ni(I)| < n}) < ¢, (|k[>™n)> meas By, b := min{gr, 2}.
(1.6.10)

The proof of this theorem is particularly complicated and it will not be reported in
this work, for complete details one can read [4].

The proof is based on checking non degenerate condition of the twist determinant, and
there is a crucial division between two cases. Far from separatrices the strategy is es-
sentially perturbative, and the twist comes from the non degeneracy condition satisfied
by the twist determinant of the reference hamiltonian. Near separatrices, instead, the
situation is dramatically difficult because in such regions perturbative arguments do
not hold, and, in particular the energy function E’ is singular at the boundary (corre-
sponding to separatrices) and its derivatives diverge as the boundary is approached.
Furthermore, E' and E' = Ei|u:0 have singularities in different points. Exploiting the
singularity structure described in Theorem [1.4.1, they have proved that a suitable
regularization of the twist determinant is a non—degenerate function.
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1.7 Maximal KAM tori and proof of the main results

In this final section we show that primary and secondary maximal KAM tori of H span
the complementary of R? x T" apart from an exponentially small (in 1/K) set and prove
the main result of this chapter.

To construct such tori we shall use the following ‘KAM theorem’.

Theorem 1.7.1 (|46]). Fiz n = 2 and let D be any non—empty, bounded subset of R™.
Let

H(p,q) := h(p) + f(p,q)

be real analytic on D, x T, for some vt > 0 and 0 < s < 1, and having finite norms
M:=|02h];, fes - (1.7.1)

Assume that the frequency map p € D — w = d,h is a local diffeomorphism, namely,
assume:

d := inf | det 0oh| >0, (1.7.2)
and let d, := d/M" and r, := d?c. Then, there exists C, = C,(n) > 1 such that, if

o ’ﬂt,s < dé gintl)
oM C. ’

(1.7.3)

there exists a set T < (D, " R®) x T formed by primary KAM tori such thaf®]

Cy

meas (D x T)\T) < Cv/e,  Ci= (max{dle, diamD})" - — ey

(1.7.4)

This statement is an immediate corollary of Theorem 1 inf*%] [46].

Remark 1.7.1. (i) Note that in the formulation of Theorem [I.7.1 the action domain

D is a completely arbitrary bounded set and that the smallness quantitative condition
1.7.3) depends on D only through its diameter, which in our application depends on
k. For a similar statement, which takes into account the geometry of D, see [47].

(ii) We point out that the smallness condition (1.7.3) can be rewritten as

t2d8 54n-i-4

|f|D,t,s < W (175)

35Here ‘meas’ denotes the outer Lebesgue measure.
36In Theorem 1 of [46] take 7 = n and substitute A\ with its maximal value 2 - n!d; ! (see (14) of
[46]).
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(iii) Finally, observe that, sinc d, < 1, estimate ((1.7.4) implies

. C M7 +5n—1/2
meas ((D x T")\ 7) < (max {v, diamD})" - W A/ flpess - (1.7.6)

KAM tori in the non—resonant region

Proposition 1.7.1. Let the assumptions of Theorem|1.2.2 hold. There exists a constant
Co = Co(n, s) = ¢, such that, if K, = C,, then there exists a family of primary mazximal
KAM tori T invariant for the Hamiltonian H in|1.1.1, satisfying

meas (R x T")\T?) < Con/ce */0. (1.7.7)

Remark 1.7.2. The above result is essentially classical, and, in fact, no genericity
assumptions on the potentials are needed. However, there is one delicate point related
to the KAM tori near the boundary. Indeed, primary tori oscillates, in general, by a
quantity of order 4/e, and naive applications of classical KAM theorems would leave
out regions near the boundary of the phase space of measure ~ \/e. Such a problem is
overcome by using the second covering in E, compare, also, Remark @f(ii).

Proof. of Theorem We apply the KAM Theorem [1.7.1 to the nearly—integrable
Hamiltonian H, in Theorem [1.2.2-(ii). More precisely, we let™]

t/ 8K%TL+2 )
b(p) = hip) + 2g°(p) . £ ==f" D=2, v= 0= VT o sy

By [2.5.19 and Cauchy estimates we get

2M

—Ko

M<—2, ]f[t,séee 8/3.
r

If K, is taken large enough (larger than a constant despending on n and s) the KAM
smallness condition ([1.7.5) is satisfied, and the KAM Theorem|1.7.1 yields the existence
of a set 70 of invariant tori for the Hamiltonian Hy in Theorem [1.2.2(ii), which, b
(1.7.6), satisfy

meas ((R° x T") \7’0) < Cor/e e Ho8/6 (1.7.8)

37Indeed the absolute value of any eigenvalues of the symmetric matrix &gh is bounded by M, which
implies d < supy | det 02h| < M".

38Recall Theorem

39Notice that the hypothesis K < e~1/"+4) jmplies that v < 1, so that max {d?M~?"¢, diamD} = 2.
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for a suitable constant C, = Co(n,s) large enough (so that also the condition on K,
is met). Since the map 1, in (1.2.2) is symplectic, the family of tori T° := ¢, (T°) is

formed by KAM invariant for H in ([1.1.1). Lemma (2.6.1) and the bound (|1.7.8) imply
[T7.7). 0

KAM tori near simple resonances

Now, we turn to the construction, in all neighbourhoods of simple resonances, of families
of primary tori for the nearly-integrable Hamiltonians H; of Theorem [1.5.1, for all
ke G¢ and 0 <i < 2Ni. Note that such tori correspond, in the inner case 0 < i < 2Ny,
to secondary tori for the Hamiltonian H.

Let us introduce zones Bi(A,n) S Bi, which are A-away in energy from separatrices

and where the twist is bounded away from zero by a quantity 7 > 0, namely (recall
(1.5.10), (1.5.7)), let us define:

Bi(A,7) = {I € Bi(A) st. |det 0hi(I)| > n} < BL. (1.7.9)

Proposition 1.7.2. (KAM tori for H:) near critical surface Let the assumptions
of Theorem [1.5.1 hold. There exist positive constants C, = C,(n,s,3) > 1 and C, =
C,(n,s,3,0) = c, such that the following holds. Let k € G , 0 < i <2Np; 0 < j <P
0<A<1/c, and 0 <n<1/2. Then, if

1
K=>C, logA—, (1.7.10)
Ui

there exists a set T, of mazimal KAM tori for the Hamiltonian Hi in (1.5.9) such
that
meas ((By(A,n) x T")\ 7)) < C,e ™7, (1.7.11)

Proof. We apply the KAM Theorem [1.7.1 to the Hamiltonian H: of Theorem [1.5.1
with (recall (1.5.9) and (1.5.10)):

h:h;.c:hﬁc? f:‘gfli? D:Bli(xan)a

Ve 1
Allog A =0 =—. 1.7.12
losN. 5= = g (1.7.12)

o

v=p o=

n
*"T0

Note that, by (1.5.13), 0 <A < 1/c, < 1/8, which implies easily t < r and s < 1. Also,
since ¢, = ¢ (see Theorem [1.5.1) and K > 2" > n, one has p, < p, /n.

In the following arguments we denote by c¢(-) possibly different constants depending
only on the quantities inside brackets.
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We first have to estimate M in ([1.7.1), namely, 0?ht. By (1.4.33)), (1.4.12)) and (1.4.10)
we get

sup [ FE < 5 (1.7.13)
(B (W),
In the case 0 < i < 2Ny, by (L.5.10), we have Bj(A) = Bj(A). Therefore, recalling
(1.5.9), we can bound |0%h}| by c(n, s, 3)/A.
The estimate on [07h%| in the case i = 0,2N; needs some extra attention. In particular
fix i = 2Ny (the case i = 0 being analogous). Recalling the definition of j in (1.5.5),

1.5.7) we have that 8%];* depends only on I and not on I;. Moreover by (|1.2.22)),
1.2.51)), (2.7.7), (1.3.30) and Cauchy estimates we get

. o c(n)]k[?
sup [0rg,. | < c(n), sup |074, | < . (1.7.14)
fehy febw VK
Recalling Definition [1.4.1, (1.4.33) and ([1.3.30)), we have that
4K

sup  |EPVE| < 4R? =
By (M),

Then, by (1.4.33)) and (1.3.30) we get

kIt

sup |0 E*Me| < €4/8cye + 4K k|4 < 4é/eKY k|72
2N},
(B2 ()),,

(taking K > ¢, defined in ((1.3.30)). Finally, recalling also (1.5.10)), (1.5.23)), (1.7.13)),
(1.7.14) , we get by the chain rule

sup |6§(E2Nk o [*){ < M
(ByYE() A

By (1.7.1), (1.7.12), (1.5.9), (and that v < r), we finally get
c(n, s, B)

M < |k:|ZT, V0 <i<2N,. (1.7.15)
Next, by (1.7.12)) and (1.5.12)),
|fles < ce7®/3. (1.7.16)
By (1.7.2), (1.7.12)) and (1.7.9), we get
_ M c(n,s, )
d = 27"|k*" d —<—-—. 1.7.1
Py and < S (17.17)
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By ((1.3.30)), (1.1.23)) and using K, < 6K, we have:

c Kn+2 X Kn+2 X
- 0 ] s/6
- <35 g O (1.7.18)

It is now easy to check, by (1.7.15), (1.7.16)), (1.7.17) and (1.7.18)), that the KAM
smallness condition ([1.7.5) is satisfied taking K as in (1.7.10)) with C, large enough. By

the KAM Theorem|1.7.1 we, then, obtain a set 7,7 of invariant tori for the Hamiltonian
in (1.5.9), which, in view of and by (1.7.15), (1.7.16), (1.7.17) and (L.7.18),
satisfies (1.7.11]) with a suitable constant C, = C,(n, s, 3); in particular, note that, by
(1.5.39) and (1.7.12)), the maximum in (1.7.6) is estimated by ¢(n)K"". O

This result holds near a single fixed point of a critical surfaces, now we have to
taking into account also the secondary tori for H that comes from H; near simple
resonance but far from critical points.

Putting together these KAM statements and the Twist Theorem [1.6.1, the proof of the
main result follow easily.

Proof of Theorem [1.1.1 and its corollaries

Since f € G2, there exist d§,5 > 0 such that (1.1.23) and (2.3.1) hold with N as in
(T.1.10). Let

K, :=K/6,

with K > 12 and let a be as in[1.2.22| Then and we may let the Definitions [1.3.30}{1.2.23
hold. Let ¢, = ¢,(n, s,6) be as in Theorem [1.3.1, and assume that*

K > 6c, . (1.7.19)

Then, Theorem [1.3.1 holds and we may define the parameters § > 0 and m > 1
as in Definition [1.6.3 with respect to standard Hamiltonians Hy, (with |k|, < K,) of

Theorem [1.3.1-(ii).
We now let b < 1 as in (1.6.10)), C, = C,(n, s, 3, d) be as in Proposition|1.7.2, and define

ni=e 90 Ai=n°. (1.7.20)
Notice that, with such definitions, it is

1
K = C, log fv (1.7.21)
n

40Eq. |1.7.19|implies that K > 12.
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(compare (1.7.10)).

With these premises, let us turn to the proof of the claims of Theorem [1.1.1.
Claim (ii) has already been proven in [1.2.15 above.

Next, we define the set of maximal KAM tori 7 for H as it appears in item (iv) of the
theorem.

Let C, = Co(n, s) as in Proposition [1.7.1.There exists a constant
¢ = ¢(n,s, B,d,m) = max{C,, 2C,c, /b},
such that, if K > ¢, then

1.7.20 -k
K2n,r] K2n6 ¢, (1+b) < 1 )

Assume that

K>c. (1.7.22)
Then, A = n® in ([1.7.20) is smaller than 1/c, and (recall (1.6.9))
b 1
n < % <3 (1.7.23)

Thus, in view of ((1.7.21]), by (1.7.22)) the assumptions of Propositions |1.7.1 and [1.7.2

are satisfied, and we can define the following families of tori'l}

= 9T, T = U U 7t = U

=1 0<i<2N;, keGy
T=T°0T"'.

where, for a fixed k, J,<;<, N, 7;1]]“ are the tori founded on a single neighborhood of
a point y of a single surface Sy, so | Jp represent the sum over all the neighborhoods
that cover S, so that (Jp Up<i<on, ’7'1 * represent all the tori near first resonance for
a fixed k. Summing over k£ we can obtam the total union of tori for simple resonance
near surfaces. Observe that 7} are invariant tori for Hj in (1.5.9), while 7;"*, 7' and
T° are invariant for the original Hamiltonian H.

Thus, 7 is a family of maximal KAM tori for H as in item (iv) of Theorem |1.1.1.
Claim (i) follows, now, immediately by (2.5.1), setting

A= (R URH) xTH\T. (1.7.25)
41773 is defined in Proposition T° in Proposition and d)}; in .
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It remains to prove claim (iii), namely, the exponential measure estimate on A.

Observe that by and
Ac (R x TH\TO) u (R x TH\(TY)
c (R xTONT) U | ®o(ZF x TH\TH. (1.7.26)

kegg,

We now need the some elementary results:

Lemma 1.7.1. Let F € C*(T,R), § and 0 < c < 1 are such thazfﬂ |F —cos(8+0)|c2 <
c. Then, F has only two critical points and it is (1 — 2c)—Morse.

Proof. By considering the translated function # — F(# — ), one can reduce oneself to
the case § = 0 (note that F is f-Morse, if and only if § — F(6 — ) is 3~Morse).

Thus, set # = 0, and note that, by assumption |F’| = |F’ 4+ sinf — sinf| > |sinf| — c,
and, analogously, |F”| = |cosf| — c. Hence, |F'| + |F"| = |sinf| + | cosf| —2c > 1 —2c.
Next, let us show that F has a unique strict maximum 6y € [ := (—x/6,7/6) (mod 27).
Writing F' = cosf + g, with g := F' — cosf, one has that F'(—7/6) = 1/2 + ¢'(7/6) >
1/2 — ¢ > 0, and, similarly F'(7/6) < —1/2 + c, thus F' has a critical point in I,
and, since —F" = cosf — ¢" = cosf —c = +/3/2 —c > 0, F is strictly concave in
I, showing that such critical point is unique and it is a strict local minimum. In fact,
similarly one shows that F' has a second critical point 0, € (7 — /6, ™ + 7/6) where F
is strictly convex, so that 6, is a strict local minimum; but, since in the complementary
of these intervals F' is strictly monotone (as it is easy to check), it follows that F'
has a unique global strict maximum and a unique global strict minimum. Finally,

F(6y) — F(6;) = /3 —2c > 1 — 2c and the claim follows. O
Lemma 1.7.2. If G is f—Morse, then the number 2N of its critical points is bounded

by /2 maxg |G"|/f5.

Proof. If 0; and 0; are different critical points of G, then, by Taylor expansion at order
two and by [1.1.6 one has 3 < |G(6;) — G(6;)| < i (maxg |G"|)|0; — 6;|?, which implies
that the minimal distance between two critical points is at least 4/23/ maxg |G”|, from
which the claim follows. O

Thanks to this lemmata we can state the useful

Lemma 1.7.3. If f € B? satisfies (2.3.1), then, for any k € G", the number 2Ny, of
critical points of m,, f is bounded by € := max{4,m+/8/5}.

22| F|| 2 := maxo<g<o sup |F¥)|. Note that, by Cauchy estimates, |Fllc= < 2|F];.

81



Proof. Consider first the case |k|, = N. By previous lemmata, F}* := 7, f/2|f| satisfies
|EF —cos(0 4 0)]1 <27,

Thus, by Cauchy estimates we get |EF —cos(6 +0;,)|c2 < 273, so that by Lemma [2.2.1

it follows that 2NV, = 4.

For the case |k|, < N by (2.3.1) we know that m, f is f~Morse, and since |f]s < 1

we have sup (7, f)] < Z | fixld® < Z ~b42 < 4. Then, by Lemma [1.7.2, the claim

770 7#0
follows also in this case. O

Obviously, the hypothesis of this lemma are met by our fixed potential in G7, and
the following measure estimate holds.

Lemma 1.7.4. Let A as above in (1.7.20)) and ¢ as in Lemma|1.7.3. Then, for any k
in Gy , one has

meas (7 x T7)\ T) < meas (B4 x T\ T1) <

< ¢, meas (i)ﬁil *x T")A|logA| + ¢ ,Jnax meas ((B,i(?\) X T")\ﬁ’) . (1.7.27)
Proof. Since ¢} in Theorem [1.5.1 is a diffeomorphism, one has
(mlkxTn)\lem(%lk < U d)k Tz)
0<i<2Nj
c (x| eimm =)o | el((Be) < TN,
0<i<2Nj 0<i<2Nj

then, passing to measures, using (|1.5.35)), the fact that ¢ is symplectic and Lemma

1.7.3, we get . O

Now, assume that, together with (1.7.19) and (|1.7.22)), it is also K > ¢,. Then, recalling
(1.7.23]), Theorem [1.6.1 holds. Thus, recalling 1 , observing that

Bi(A) = {I € Bj s.t.|detdn(I)] < n}u Bp(A,n),
by (1.6.10) and (|1.7.11] ) we get
meas ((By(A) x T"\T7) < ¢, (|k]*"n)® meas B}, + C e */7. (1.7.28)

Now, by (1.7.26), ([[.7.7), [[.7.27), (T.7.28), (T.5.39), (1.7.20) and since |k|, < Ko, = K/6
we get, for a suitable constant™| ¢; = ¢; (n,s,d, 3, &,m),

meas(A) < ¢ K2e ¥/ ¢, := max {36/s,2C, /b} . (1.7.29)

13To get Ii use the following: ¢ < K™ < 1 (compare 1) ; meas (Rl ok ox T”) < ¢(n), as

RYF < {y: |yl <2}; [logA| = & (Hb)x meas B}, < ¢, by (1.5.39); #G¢ < (2K, + 1)".
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Finally, let

c=¢(n,s,0,6,&m) = 1+c, (1.7.30)
be such that, if K > ¢, then ¢; K?"e ¥/ < ¢ ¥/(+%) Then, if K > ¢, claim (iii) follows,
and the proof of Theorem [1.1.1 is complete. O

Remark 1.7.3. Notice that 79 is a family of maximal primary tori for H, and so are
the families 7;"* for all k e G, and © = 0,2N}. On the other hand, T1* for all k e Gy
and 0 < ¢ < 2N, are families of maximal secondary tori for H. In particular these
families do not bifurcate from integrable tori.
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Chapter 2

(Generalizing the angles analyticity
domain

2.1 Set up and weighted norms

Let n > 2, we consider analytic Hamiltonian systems composed of the sum of an
integrable part (in the sense of Arnold-Liouville) and a small perturbation. Namely,
indicating the n-dimensional torus by T" := R"\(27rZ"), and making use of standard
action-angle coordinates (y, x) € B < R"xT" where B is a compact set in R™, associated
to the symplectic two-form Q := >7* | dx; A dy;, we are interested in those systems
described by

H(y,x) = H(y,z) = h(y) +f(y, =) (2.1.1)
where ¢ is a small parameter measuring the size of the analytic perturbation e f w.r.t.
the analytic integrable part h.

In this part we want to generalize the result done in (1] to an Hamiltonian which has
different width of analyticity stripes for each component of the n-dimensional action
variable.

Precisely, Let r > 0 and s € R} a vector with positive components (i.e. s; > 0V i =
1,...,n) and |-| be the standard Euclidean norm on vectors u € C" (and its subspaces);
‘bar’, as usual, denotes complex—conjugated, we define

B, = U{zeC”:|z—y|<r},

yeB

TV ={zeC":|Imaz <s; Vi=1,..,n}\(2nZ").
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Assume that H. in [2.1.1 admits an holomorphic extension for some r > 0, s € R’} on
the complex domain B, x T? < C*".

Let the definitions in [I| from [1.1.1 to [1.1.6 and [1.1.8 holds. We need to change some
definitions with respect to the first chapter. For the rest of this chapter we will use the
following notation: given s € R’} we denote by

S, := min s, Sy i= max s; (2.1.2)
i=1,0m =1,

Moreover we will often use the following two trivial estimates, for s € R}, k € R"
[kl 55 < D Iilss < [k, s < [k, |s],. (2.1.3)
i=1

Definition 2.1.1 (BANACH SPACES OF REAL ANALYTIC PERIODIC FUNCTIONS AND
NORMS). For s € R} andn € N, consider the Banach space of zero-average real analytic
periodic functions on T™ with finite norm

[f]ls = sup | fielFtlsstotlnlsn, (2.1.4)
kezZn
and denote by B? its closed unit ball. Besides the norm | - |s, we shall also use the
following two (non equivalent) norms
[floi=suplfl,  1fli= ) [fele™m el (2.1.5)
T kezn

Note that in general | f|s < |fls <|fl.-

For functions (not necessarily holomorphic in y) f : B, x T? — C we will also use
the norms

s = ho = 500 17 Ul =171 = sup 3 ]S i
rX T

o (2.1.6)
HfHB,r,s = Hf rs -— Sup |fk<y)‘62?:1 |kl|sz

BrxTn

For a function depending only on y € B, we use |f|g, = |f|, = supg, |f|.

Remark 2.1.1. The three norms are obviously not equivalent. Indeed, for any ¢ =
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(01,...,00) € R} with 0, := min o; , one has

i=1,...,n

rsto (2.1.7)

n, Ob 2n\"
o Wl <15 < (oot (F) = 1) flewss < (22)

Remark 2.1.2. Given f(y,z) = >, . fx(y)e*® and a sublattice A of Z", we denote
by ma the projection on the Fourier coefficients in A, namely

mAf = Z fely)e™. (2.1.8)

ke

and by 7y its “orthogonal” operator (projection on the Fourier modes in Z™\ A):

T = ) fe(y)et

k¢A

Obviously
| 7afl: Imafl, <Ifl.,- (2.1.9)

Remark 2.1.3. Given N > 1, one can consider the standard following ’truncation’
and "high-mode’ operators Ty and T

Tnfly.x):= D, fe™™,  Tafly,a):= ), fuly)e®. (2.1.10)

|k|1 <N |/€|1>N
Note that m, and T commute. Note, also, that

| Tx [,

and that if s, <s; Vi=1,...,n

(2.1.11)

r,s ?

||| Tﬁfmr’sl < 6_(Zi:1(8i_5i))N|||f|||r7s ) (2'1'12>

Lemma 2.1.1. For ally € By, |¢(y, ) (y, )|, <l¢(y, ) LIy, )l

'We have Z e™ Zilkilos < Z e 1Fliov — coth™(0,/2) — 1. Moreover coth”z — 1 < (n/z)".
keZm\0 kezm\0
Indeed for 0 < x < 1 the estimates follows by cothz < 2/sinhz < 2/xz. In the case > 1 we have

coth"z —1< (142" —1<n(l+1/e)" '™ < (n/z)",

where in the second inequality we have used that (1+y)" < 1+n(1+1/e)" 1y for 0 < y < 1/e, while
in the last one we exploit max,>; 2"e~ 2 = (n/2e)".
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Proof. The k-th Fourier coefficient of ¢t is (¢0)r = 2., Gk—m¥m. Hence
lo(y, ) (y, ), = ZI o) () | Ze hils:
< ZZ |G ()| €2 Fimmels o () [ sl (2.1.13)
kE m

=l )y, )l
O

Remark 2.1.4. The space of functions f : T? — C™ endowed with the sup-norm |- |,
or the ¢'~Fourier norm | - |, is a Banach algebra, while {f : T — C™: | f||; < oo} is
just a Banach space (not a Banach algebra). However, the norm | - | is particularly
suited to describe {f : T" — C: | f||s < oo} as a probability space.

Remark 2.1.5. If f(x) € B? and f; denotes its Fourier coefficients of mode k, one has
that
| fi| < | flse™ (Febortotlinlsn) (2.1.14)

As we have done in the first chapter, in order to apply singular KAM Theory, when
k is a generator of maximal 1d-lattices, we want to control in a quantitative way the
k-Fourier coefficient from below. For this reason, we introduce the following class of
potential

Definition 2.1.2 (THE ANALYTIC CLASS G?). We denote by G the subset of functions
f € B? such that the following two properties hold:

lim |fk|€(|k1|51+...+\kn|sn)

\k\lﬂwtoo
kegn

VkeG", m,fis a Morse function with distinct critical values.

k" >0, (2.1.15)

Remark 2.1.6. (i) A simple example of function in G? is given by

f(x):=2 Z e~ (kilsit...tlknlsn) cos(k - x).
kegn

Indeed, one checks immediately that

Iflls =1, lim | fi|e(Frlsrtetlhnlon) | gm = 4 op T

Zk
|kl{ —>+00
kegm

f(e) _ 26—(|k1\81+...+|kn\8n) cos? .

(ii) The critical points of an analytic Morse function on T, by compactness, cannot
accumulate, hence, there are a finite, even number of them, which are, alternately, a
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relative strict maximum and a relative strict minimum. In particular, if G' is f/—Morse,
then the number of its critical points can be bounded by m4/2max|G”|/5. Indeed, if
0 # ¢ are critical points of GG, then, by definition one has

B < |G(6) — G(8')] < L(max]|G")) dist (8, 8)2,

which implies that the minimal distance between two critical points is 4/23/ max |G”|
and the claim follows.

2.2 Uniform behaviour of large-mode Fourier projec-
tions

If a function f e B! satisfies (2.1.15)), then, apart from a finite number of Fourier
modes, its Fourier projections 7, f are close to a shifted rescaled cosine, a fact that
allows, e.g., to have a uniform analytic theory of high order perturbation theory.

To discuss this matter, let us first point out that for any sequence of real numbers {ay}
and for any function N(J) such that lims;o N () = +00 one has

limay, >0 <= 36>0 st. ap=9, Vk=N(). (2.2.1)

We shall apply this remark to the minimum limit in (2.1.15) with a particular choice
of the function N (), namely, calling s, = 4rr11in s; we define N(0) = N(J;n, s) as

1 c 2n\"
N(5) = 2 {1,—1 n } ot (20 2.2.2
@ 2max{1, Sor 2k : (2:22)

For later use, we point out tha

1
N >2c,, where c,:=max{l,—}. (2.2.3)
Sp

From (2.2.1) it follows that if f satisfies (2.1.15]), one can find 0 < § < 1 such that
| il = 0|k e Zimlkils) -y ke g k|, = N. (2.2.4)

The main feature of the above choice of N is that, for |k|, > N, m,, f is very close to a
shifted rescaled cosine function:

2In fact, if s, > 1 then N > 2 > 2/s,,, while if s, < 1 then the logarithm in (2.2.2) is larger than
one, so that N > 2/s, also in this case.
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Proposition 2.2.1. Let 6 > 0, f € B? and assume (2.2.4). Then, for any k € G" with
k|, =N, m,, f is 274—cosine-like (Definition|1.1.8).

Proof. We shall prove something slightly stronger, namely, that there exists 6, € [0, 27)
so that

T

Zkf(e) = Q‘fk‘(COS(Q + ek) + Ff(@)) ) * = |f | Z f]k ) (2-2-5)

lj|>2
with F* € Bl and (recall the definition of the norms in @
B <|Efp <27 (2.2.6)
Indeed, by definition of 7, f,
D Fie? = 37 fe? + Y e
7€Z\ {0} lg1=1 li1=2

and, defining ), € [0,27) so that % = fi/|fx|, one has

_ fi ) _ R pi0+00) _
2|f|||21f”“ Re (17ie") = Rec®*™ = cos(d + 61

which yields (2.2.5). Now, since f € B” it is | fx| < e~ (it [kilsi) and, by (]2_2_4)7 il =
S|k e ~(&iy kilsi)  Therefore, for |k|, = N, one has

©2.5) |k’| z 1 kilsq)
IE, =0 5 f 2 el < 2 File!
g |a|>2 i1>2
ne(Xisy [kilsi
o [Rlpetse Z oIS Thalsi)=1)
l71>2
2 n+1,2 n
< M ks _ 27 hils) (W_Sb> YIS
) S0 2
n 2 s
< (2_”) 2 gm0, (2.2.7)
es, )
where the geometric series converges since |k|,s, = Ns, = 2 (by (2.2.3)) and last
inequality follows by definition of N in (2.2.2). ]
Remark 2.2.1. In fact, the particular form of N is used only in the last inequality in

R2.7).
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Next, we need an elementary calculus lemma:

Lemma 2.2.1. Assume that F € C%(T,R), 0 and 0 < ¢ < 1/2 are such that
|F —cos(0 + 0)|lcz < c,

where |F|lc2 := maxo<p<osup |[F®)|. Then, F has only two critical points and it is

(1 —2c)-Morse (Definition|1.1.6).

Proof. By considering the translated function # — F(# — ), one can reduce oneself to
the case f = 0 (F is B—Morse, if and only if § — F(6 — ) is 3-Morse).

Thus, we set § = 0, and note that, by assumption |F’| = |F' +sin —sin | > |sin 6| —c,
and, analogously, |F”| = | cosf| — c. Hence, |F'| + |F"| = |sinf| + | cosf| —2c > 1 —2c.
Next, let us show that F has a unique strict maximum 6y € [ := (—x/6,7/6) (mod 27).
Writing F' = cosf + g, with g := F — cosf, one has that F'(—7/6) = 1/2 + ¢'(7/6) >
1/2 — ¢ > 0, and, similarly F'(7/6) < —1/2 + c, thus F' has a critical point in I,
and, since —F" = cosf — ¢" > cosf —c = +/3/2 —c > 0, F is strictly concave in
I, showing that such critical point is unique and it is a strict local minimum. In fact,
similarly one shows that F' has a second critical point 0; € (7 — /6, ™ + 7/6) where F
is strictly convex, so that 6; is a strict local minimum; but, since in the complementary
of these intervals F' is strictly monotone (as it is easy to check), it follows that F'
has a unique global strict maximum and a unique global strict minimum. Finally,

F(0y) — F(6;) = v/3 — 2c > 1 — 2c and the claim follows. O
From Proposition [2.2.1 and Lemma [2.2.1 one gets immediately:

Proposition 2.2.2. Let 6 > 0, f € B? and assume (2.2.4). Then, for every k € G"
with |k|, = N, the function m, f is | fx|-Morse.

Proof. As in the proof of Proposition [2.2.1, we get

i E235) N
2L oo 0|, & pt <1, B2 0w, 228)

which implies that the function F' := m,, f/(2f;) is C*close to a (shifted) cosine:
Indeed, by Cauchy estimates || - |2 < 2| - |1, so that

|F — cos(0 + 60%)| 2 = Jlnax max |0(F — cos(0 + 0%))| < 2|FF|, < 27%.
SYE

By Lemma [2.2.1 we see that F is (1 —27%%)-Morse, and the claim follows by rescaling.
O

From Proposition [2.2.1 and Lemma [2.2.1 one gets immediately:
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Proposition 2.2.3. Let 6 > 0, f € B? and assume (2.2.4). Then, for every k € G"
with |k|, = N, the function m,, f is | fr|-Morse.

Proof. As in the proof of Proposition [2.2.1, we get

T (2.2.5) _
Bl con(o+ 09, B2 s <174, T 2, (229

which implies that the function F := m,, f/(2f;) is C*close to a (shifted) cosine:
Indeed, by Cauchy estimates || - |2 < 2| - |1, so that

| E29)
|F — cos(f + 0%)| ¢z = max max |0)(F — cos(§ + 6%))| < 2|FF, < 27%.

0<j<2 T

By Lemma[2.2.1 we see that F is (1 —27%%)-Morse, and the claim follows by rescaling.
]

2.3 Genericity

In this section we prove that G? is a generic set in B”.

Definition 2.3.1. Givenn > 0,s€ R}, 0<6 <1 and >0 and N as in (2.2.2) we
call GZ(6, B) the set of functions in B which satisfy (2.2.4) together with:

. f is B—Morse, VkeG", |k, <N. (2.3.1)

Then, the following lemma holds:
Lemma 2.3.1. Let n > 0,s € R".. Then, G = U G2 (6, 3).
]

6e(0,1
B>0

Proof. Assume f € G and let 0 < J; < 1 be smaller than limit inferior in (2.1.15)).
Then, there exists Ny such that |fi| > k| "ei¥l% for any |k|, > Ny, k € G". Since
lims_,oN = +o0, there exists 0 < § < Jy such that N > Ny. Hence, if |k|, > N and

ke g", (2.2.4) holds.

Since 7, f is, for any |k|, < N, a Morse function with distinct critical values one can,
obviously, find a 8 > 0 for which (2.3.1) holds. Hence f € GZ(4, 3).
Now, let f e |JGI(6,3). Then, there exist 6 € (0,1] and 8 > 0 such that (2.2.4) and

(2.3.1) hold. Then, (2.1.15) follows immediately from ([2.2.4). By Proposition [2.2.1, for
any k € G" with |k|, > N, 7, f is 27%0—cosine-like, showing (Lemma [2.2.1) that 7, f is
Morse with distinct critical values also for |k|, = N. The proof is complete. O
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Proposition 2.3.1. G! contains an open and dense set in BY.

To prove this result we need a preliminary elementary result on real analytic periodic
functions:

Lemma 2.3.2. Let F = Y F;e7% be a real analytic function on T. There exists a
compact set I' = C (depending on F; for |j| = 2) of zero Lebesgue measure such that if
the Fourier coefficient Iy does not belong to I', then F is a Morse function with distinct
critical values.

Proof. Without loss of generality we may assume that F' has zero average. Then, letting
z = Fy € C, we write F' as

F(0) = ze + ze7 + G(0) := ze + ze7 + Z Fje?. (2.3.2)
l7]=2
When G = 0 the claim is true with I" = {0}.
Assume that G # 0. Observe that, since G is real-analytic, the equations F’(f) = 0 =
F"(6) are equivalent to the single equation z = $e7(iG’(6) + G”(6)), which, as # € T,
describes a smooth closed ‘critical’ curve I'; in C.

Observe also that F' has distinct critical points 6,6, € T with the same critical values
if and only if the following three real equations are satisfied:

F'(6;) =0, F'(62) =0, F(6,)— F(63) =0. (2.3.3)
We claim that if z, 6, 05 satisfy then
z = ((61,0,), g(01,02) =0, (2.3.4)
with ¢ and ¢ real analytic on T? given by

L (G'(01) — G'(02) +iG(01) —iG(02)), for 6 # 0s;

2(ei1 —eif2)

C(le 02) =

L (G(6)) + G (6)) for 6, = 0y,

9(91, 92) = (1 — COS((91 — 92)) (G/<91) + G/(Qg)) — sin(@l — (92)(G(91) — G(02)> .

Indeed, summing up the the third equation in (2.3.3) with the difference of the first
two equations multiplied by —i, we get

2(e” — )z —i(G'(61) — G'(62) +1G(61) —iG(6:)) = 0,

92



which is equivalent to z = ((61,62). Then, by definition g(6;,6,) = 0, while if 6, # 0,
substituting z = ((6y, 63) in the first equation in and multiplying by 1—cos(6; —
0s) we get g(61,02) = 0 also for 61 # 6,. Thus, holds.

Next, we claim that the real analytic function g(6;,05) is not identically zero. Assume
by contradiction that g is identically zero. Then g(fs + t,65) = 0 for every 6, and
t, and taking the fourth derivative with respect to t evaluated at ¢ = 0, we see that
G"(05) + G'(02) = 0, for all ;. The general (real) solution of the such differential
equation is given by G(6;) = ce'® + ée ™2 4 ¢y, with ¢ € C, ¢y € R, which contradicts
the fact that, by definition, G; = 0 for |j| < 1. Thus, ¢g(;,02) is not identically zero
and, therefore, the set Z < T? of its zeros is compact and has zero Lebesgue measurelﬂ
Clearly, also the set I'y := ((Z) < C is compact and has zero measure, and, therefore,
if we define I' = I'; U I'y, we see that the lemma holds also in the case G # 0. O

Proof. of Proposition Let G*(0, 3) denote the subset of functions in G(4, 3)
satisfying the (stronger) Conditio

\ful > e Zilkilss vy ke g k|, =N =N(6), (2.3.5)

and let G = U G*(4,8) . We claim that G” is an open subset of B”. Let f € G”(d, 3)

0<6<1
5>0

for some 0 <40 < 1,8 > 0 and let us show that there exists 0 < ¢’ < d/2 such that if
g € B? with |g — f|s < & < /2, then g € G, 3') with 3 := min{3, e~ /2)} /2,
Indeed

[Jle= s = [ fleXa Bl — g — fl g > 6 =" > 6/2,  VEkeG", |k, >N(0),

namely ¢ satisfies (2.3.5) with 6/2 instead of §. We already know that =, f is /~Morse
V ke g, |k|, <N(d). Morcover, by Proposition [2.2.3, we know that m,, f is | f|-Morse
for k € G™ with |k|, = N(§). In conclusion, by (2.3.5), we get that m, f is 23 Morse
V ke G |k|, <N(0/2). Since the | - [snorm is stronger than the C?—one, taking ¢’
small enough we get that 7, g is f~Morse V k € G", |k|, <N(d/2).

Let us now show that G? is dense in B”. Fix f in B” and 0 < A < 1. We have to
find g € G with |g — f|s < A. Let § := A/4 and denote by f; and gi (to be defined)
be the Fourier coefficients of, respectively, f and g¢. It is enough to define g only

for k € Z7 since, for k € —Z7 we set g := g_, since g must be real analytic. Set
gr i= fr for k € Z\G". For k € G", |k|, = N(6), we set gy := fi if |fe|eXilFils > §

3Compare, e.g., Corollary 10, p. 9 of [50].
4Here, we explicitly indicate the dependence on J, while n and s are fixed. Recall that N(J) is
decreasing.
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and g = 26e~Zilkilsi) otherwise. Consider now k € G", |k|, < N(§). We make use
of Lemma [2.3.2 with F' = 7, g, 2 = F} = g. Thus, by Lemma [2.3.2, there exists a
compact set I'y, € C (depending on Fj, for |k| = 2) of zero measure such that if g ¢ I,
the function 7, g is a Morse function with distinct critical values. We conclude the proof
of the density choosing |gi| < e lkilss) | fi — gi| < Ae™@alkilsi) with gy ¢ Ty O

2.3.1 Full measure

Here we show that G is a set of probability 1 with respect to the standard product
probability measure on B. More precisely, consider the spac D%, where D := {w e
C: |w| < 1}, endowed with the product topologyﬁ. The product o-algebra of the Borel
sets of D% is the o—algebra generated by the cylinders &), . Ay, where Aj, are Borel
sets of D, which differs from D only for a finite number of k. "The probability product
measure [, on D?* is then defined by letting

1o (& Ax) = [ 14l

kezy kezn
where | - | denotes the normalized (|D| = 1) Lebesgue measure on D. The (weighted)
Fourier bijection|
F:f(x)= Z fre®® + freT*T e BT — {fkeZ”ki'si}keZn e (*(Z}) (2.3.6)
keZp

induces a product topology on B! and a probability product measure y on the product
o-algebra B of the Borellians in B? = F~! (sz) (with respect to the induced product
topology), i.e., given B € B, we set j(B) := iy (F(B)). Then one has:

Proposition 2.3.2. G € B and u(G?) = 1.

Proof. First note that, for every 6, 8 > 0 the set GZ(d, 5) is closed with respect to the
product topology. Indeed for every k € G" the set {f € B} s.t. |fi| = 0|k[[" e~ (ilkilsi)}
is a closed cylinder. Moreover also the set {f € B? s.t. m, f is f~Morse} is closed
w.r.t the product topology. In fact we prove that the complementary F := {f €
B” s.t. m,, f is not f/—Morse} is open w.r.t the product topology. Indeed if f* € E there

5Z" was defined in
6By Tychonoff’s Theorem, D% with the product topology is a compact Hausdorff space.
7f is real analytic so that f_, = f.
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exists a r > 0 small enough such that E, := {f € B! s.t. |, f — 7, [*|c2 <71} S E.
Define the open cylinder

Epyi={f€Bl st |fx— 3] < #elﬂ‘@ilkilsl‘) for jeZ, 0<|j| <.J}.

We claim that E,; < E, for suitably small p and large J (depending on r and s).
Indeed, when f e E, ;

I f = f¥llo2 <3 3 1iP Fumfl < 3p 35 e WIEMNED46 B [P bIE Nl <
j#0 o<|jl<J |F|>J

for suitably small p and large J. Therefore £, ; € E, € E and E is open in the product
topology. In conclusion, taking the intersection over k € G", we get that G(9, ) is
closed with respect to the product topology.

Recalling Lemma [2.3.1, we note that G can be written as G = U GZ(1/h,1/h). Thus
heN

G? is Borellian.

Let us now prove that (G}) = 1. Fix 0 < § < 1 and denote by G7(d) be the subset of
functions in B satisfying (2.2.4) and such that m, f is a Morse function with distinct
critical values for every k € G". Recall ([2.3.6) and define

Ps := F(G"(8)) < (*(Z7).

Fix ¢ = (gk)kezn\gn € £*°(Z2\G") with |gr| < 1 for every k € Z}\G". Consider the
section

P?:= {3 = (g)regn, gr] < 1 st |gi| = 0lk| 7" if |k|, = N, gpe”@ilkilsd ¢ Ty i |k, < N},

where the sets Ty (depending on §) were defined in the proof of Proposition [2.3.1 so
that, for every k € G*, |k|, < N, if gpe~Zilkils) ¢ I then the functio

gke*(zi |ki|81)619+gk€*(21|k¢\5z‘)e*19+ Z gjk€*|j|(2i|ki\5¢)eij9 — 7TZkf’ with f := f*l(g) . g = (g’g) ’

l7]=2

is a Morse function with distinct critical values. Then, since every I'y has zero measure

polergm(P) = [ Q=8 k[") =1,

keGn,|k|, =N

8Recall (2.3.2).
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for a suitable constant ¢ = ¢(n). Since the above estimate holds for every g € (*(Z\G"),
by Fubini’s Theorem we get

i |em(amy (PD) = 11 (Ps) = 1u(G7(6)) = 1 — cb?

['hen,
G") = i G'6)=1. 1
1(Gy) 5”&#( 5 (9))

Assumptions 2.3.1. Also in this case, For the rest of the work we will assume two
proprieties on our Hamiltonian in[2.1.1:

i) The integrable part h(y) is a §-convex function of the action variable (see Assumpion
@ in Chapter 1) and we will call L as the Lipschitz constant of h. This function is
supposed to be real-analytic on B, where B is a compact subset of R™ and r > 0.

it) The perturbation f e GZ.

2.4 A normal form lemma with “small” analyticity
loss

In this section, as we have done in Chapter 1, we describe an analytic normal form
lemma for nearly-integrable Hamiltonians H.(y,z) = h(y) + £f(y, ), which allows
to average out non-resonant Fourier modes of the perturbation f on suitable non-
resonant regions, and allows for “very small” analyticity loss in the angle variables, a
fact, which will be crucial in our applications. In this case, we have to do something
different because each analyticity stripe has different width. These differences are only
technical.

We recall ([51], [25]) that, given an integrable Hamiltonian h(y), positive numbers a, K

and a lattice A ¢ Z", a (real or complex) domain U is («, K') non—resonant modulo A
(with respect to h) if

W(y) k| =>a, YyeU,¥keZ"\A, |k, <K . (2.4.1)

As in the first chapter, the main point of the following “Normal Form Lemma” is that
the “new” averaged Hamiltonian is defined, in the fast variable (angle) domain, in a
region “almost equal” to the original domain, “almost equal” meaning a complex strip
with of width s;(1 — 1/K) for each component if s is the vector of width of the initial
angle analyticity. More precisely, we have:
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Proposition 2.4.1 (Normal form with “small” analyticity loss).
Letr >0,seR},a>0, KeN, K >2, B<R", and let A be a lattice of Z". Let

H(y,z) = h(y) + f(y,x) (2.4.2)

be real-analytic on B, x Ty with | f|,, < oo. Assume that B, is (a,K) non-resonant
modulo A and that

211K2
TSy
where sy 1= 1ri11<n s;. Then, there exists a real-analytic symplectic change of variables
U:(y,2")e B, xT, — (y,x)e B, xT, with r,:=7r/2, s,:=5(1— 1/K)|ﬂ
(2.4.4)
satisfying
< < Vs (2.4.5)
and such that
HoU=h+f+f, fr=af+Trnrf (2.4.6)
with )
V4 N o o O UV L 1 R C PR
Moreover, re-writing (2.4.6) as
HoWV =h+g+ fu« where wAg=¢, Tafe =20, (2.4.8)
one has )
lg = mafbo < 0 by Ml g <2e75727, (2.4.9)
where .
_ . Sp
= —, log— ¢ . 2.4.10
5 mln{ 5 108 o } ( )
Remark 2.4.1.

(i) As we have just said, the “novelty” of this lemma is that the bounds in (2.4.7
and the first one in hold on the arbitrary large angle domain Tj with
s« = $(1—1/K), that will be crucial for our work (as we have just seen in chapter
one). The drawback of the gain in angle—analyticity strip is that the power of K
in the smallness condition ({2.4.3) is not optimal: for example in [25] the power of
K is one (but s, = s/6, which would not work in our applications).

9Given a vector ¢ € R", with the notation a¢ with @ € R we intend the vector with component
(af); = a&; foralli=1,...n
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(i)

(i)

(iv)

Having information on non-resonant Fourier modes up to order K, the best

one can do is to average out the non-resonant Fourier modes up to order K,

namely, to “kill" the term Tk 71 f of the Fourier expansion of the perturbation.

This explains the “flat” term f*> = 7w f + T 7y f surviving in (2.4.6) and which

cannot be removed in general. Now, think of the remainder term f, as
fo=mafi + (Té 7r/J\_f* + TKW/J\_JC*) ;

then, 7w f, is a (94 f|, ,/K)-perturbation of the part in normal form (i.e., with

Fourier modes in A), while T# 71 f, is, by (2.1.12), a term exponentially small
with K (see also below) and Tk 71 f. is a very small remainder bounded by

S(0./8)<1 £, /e K.
We note that (2.4.8) follows from (2.4.6). Indeed we take
g=maf+ Tafs, Jor = I%W/J\_f + sz\_f* = TKW/J\_f* +TIJ57T/J\_(JC* +7).

Then the first estimate in (2.4.9) follows by the first bound in (2.4.7) and (2.1.9).
Regarding the second estimate in (2.4.9), we first note by (2.4.7) and ([2.1.12))

(used with f v fy N vwo K, 7 v 1, 5 v 8, and 0 o L1s — Ls 50 that

25 T K
5, —0 = 5/2 and e~ KTV < o= (K=2)%/2)

T ol = 1T Fo) oy < D £,
By , and we get
ehose < ATmyfol o 1T fib oo + 1Tk f L o2
S (OufS) + EI + ef
< 27

0
< o~ (E=2s,2Vxp oy
‘ =1y

e, s

For comparison with standard normal form theory like the one in [25] see Remark
4.1,4v in [I], the considerations are essentially the same.

In order to do this procedure we need some technical lemmata that are slightly different
from the standard one (e.g. [25]).
Given a function ¢ we denote by X} the hamiltonian flow at time ¢ generated by ¢ and

by “ad” the linear operator u +— adgu := {u, ¢} and ad" its iterates:

adgu =, adf;u = {adé‘lu, o}, (=1,

as standard, {-,-} denotes Poisson bracket[]

n

OExplicitly, {u,v} = Z(Uu“yi — Uy, Vg, ).

i=1
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Recall the identity (“Lie series expansion”)

© (uo Xt)
1 £, t [
U o X E £|ad¢u E T

=0 /=0

(2.4.11)

t=0’
valid for analytic functions and small ¢. We recall the following technical lemma, a
slightly different version of the lemma B.3 of [?].

Lemma 2.4.1. Forr > 0,s € R} and p > 0,0 € R} such that p <1, 0; < s; Vi =
1,...,n, for B < R" and denoting by o, := min og; one has

1 1
sup 1926y, )s—y < 19,5 Sup max [0y (. ), < =1l
Ub 1< <n p

yeBr 1<i<n S SIS

Proof. For the x-derivatives we have

sup Y [0u, by, Moy = sup D D [Kil[dr(y) e el leime0

Ye€Br 1<i<n Ye€Br 1<i<n k

< sup Z 2|]{; ||¢k ‘62 kil (si—0p)

vEPr 1<isn & (2.4.12)
<supte " -|o],,
t=0

< (;blﬂ ol

uniformly for all y € B,. For the partial derivative with respect to y; at a point y in
B,_, we write

Oy, &y, )

J i “5 W+ET) e (2.4.13)

27m

with a circle v in the y; plane around the origin of radius p. We obtain

ol < L [ el
€

uniformly in y € B,_,. O]

9y

— g dll < —!||¢UL,S (2.4.14)

Lemma 2.4.2. Forr,rg,p > 0; s,50,0 € R} such that0 <r—p <1, 0 < s;—0; < (50);
foralli=1,....n one has

1 1 1
m {ua ¢} mrfp,sf(f < - ( (TO _ + ) )W“NTO,SOHWNT,s' (2415)

e r+plo, (so—s+o)p
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Proof. The proof is a simple application of the previous lemma noting that fixing
y € B,_, one has

[0y uly, ) - 0oy, )y < > 1osuly, ) 10w ey, ).,

i=1,...n
< max |9, u(y, ), glggnlﬂ% ] . (2.4.16)
< ———ul,,, - —19l,..
(ro r+,o) o%0 eg,
Likewise for |0z, u(y, ) - 0y,0(y, )|, O

Lemma 2.4.3. Let r,79,p > 0; 5,50,0 € R} such that 0 < p < r < ro— p, and
0<o0;<s; <(s9—0); foralli=1,..,n. Then if|¢|, . < 3p0,, one has

70,50
5 -1
o Xl < (1 - Zol,) lul.. (2417
Proof. Consider the expression in L For £ > 1, let p = 3p, 0 = j0. Let | - |, :=
| - “‘7«_2',3,3—7:0 for 1 <@ < (. Using the above lemmata We then have
1 1 1 j
ad U — + —— adlilu .
m N e ((3 —s+i0)p (ro—r+ Zp)o'b>|“¢|"’r‘0750|“ ¢ ”L—l (2.4.18)
; A.
S el |||¢||L0 wlady ul,_
Hence,
+« (2 2y 2.4.19
ladiul_,._, < (=5 ) Gatohudvh (2.4.19)

Now observing that
2 \* 1 2 \*
— | T S| — 2.4.20
<eﬁ5b> 20) <pab> (2.4.20)
o Xl <3 Haddul .
Z( )|w¢||ﬁosowu|||m (2.4.21)

1- 2y, ) lul,.

we arrive at
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]

Lemma 2.4.4. Let ro,p > 0; sp,0 € R} such that 0 < p < 1o, and 0 < 0; < (s¢); for
allt =1, ...,n. Assume that
ool
P,
Then for every v’ > 0; 8" € R} such that p < 1" <1y, 0, < s, < (S0)i, the time-1-flow
qu5 of vector field X, define a good canonical transformation

<1. (2.4.22)

Xy :Bu_pyx Tl o = Bu_ppxTh (2.4.23)
satisfying
/ 5 P / 530b
y—yl <V, maxln -z <9, (2.4.24)

Moreover let v > 0; s € R} such that r > p,s; > o; for all i, and set fori=1,...,n
7 := min{rg,r}, 5; := min{(sg);, 8;} -
Then for any j = 0

1
luo X} — > adbul < ). il adgul_

KS] r,_1_p7'§_ é>]

< 2(9/2)|{u, ¢} b—p/2.5-0/2 (2.4.25)

for every function u with |ul, , < co.
In particular when r < 1o, s; < (so); foralli=1,...n

1 ~
luoXi—ul_, <D adul ,  <2ul,,  (2426)
=1
luo X} —u—{ud}l_,, < lul,, (2.4.27)

Proof. We first note that by Lemma [2.4.1 (applied with ry v r, s v s) for every
<y7 .CL’) € Brofp X T?O,U we have

1 B Ap p 1 B 19% I
0 < APy = e < s k00000 < A0k, = T < T
Then ([2.4.23)) holds.
For h > 1, set for brevity
1. ; G- P 5.7
L bml b pagoar Oish,  pimd 5=
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We get

lad’ {u, 6} |
Eim 1 1 L -
< - d .
o e e ey et | LI L O |
<3 LG Jadi M a6l
= epoy, h +14 = 0% Y i—1’

and, iterating,

h2
ladg {u, 0}, < (2h) il O {6 O s < RUO/2) N1t S} oo

by Stirling’s formula. Then

1
X G e < 3 O 0t

h=j
proving ([2.4.25)) in view of (2.4.22)). R
Finally (2.4.26) and (2.4.27) follows by (2.4.25)) and since | {u, ¢} |, _, /55 oo < 2¢'Jul,

by ([.4.15). 0

Given K > 2 and a lattice A, define
fo=maf+Tgmyfs  fNo=f—f =Temf,
so that we have the decomposition (valid for any f):
f=r+r P=nRf+Tenf,  [fS=Tenf. (2.4.28)

Lemma 2.4.5. Letr > 0; s € R} and p > 0; 0 € R} such that p <71, 05 < s; Vi =
1,...,n. Consider a real-analytic Hamiltonian

H=H(y,z) = h(y) + f(y,2) analytic on B, x Tr. (2.4.29)

Suppose that B, is (a,K ) non-resonant modulo A for h (with K > 2). Assume that

D= — | f¥ . <1. (2.4.30)

a poy
Then there exists a real-analytic symplectic change of coordinates
Ui=X,: B, xTi 3(/.2') - (y,2) e B, xTy, ryo=r—p, (s1)i:=s—0;,

T+
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generated by a function ¢ = ¢¥ = Tx wy¢ with

1 K
9] < 1/ s,

satisfying
—_J < vﬁ _ ﬁ
=yl <V, max | —nl <O,
such that
Hoquh(y/)—i-er(y/,l‘,), f+ ::fb+f*
with

il s, < 401SLs
Remark 2.4.2. Notice that, by (2.4.28)) and ([2.4.34)), one has

FE= 15 Wby o, Ul 1L < A+ DN 1L, -

Moreover notice also that

fi —f fE - mfz_ _fb”L (2.4.34)

Proof. Let us define

+55+

6=0oy,2)= Y fm_@)em

|m|<K,m¢A i’ (y) m

and note that ¢ solves the homological equation

{h7¢}+fK:0

<Ifilb.., < 40/,

(2.4.31)

(2.4.32)

(2.4.33)

(2.4.34)

(2.4.35)

(2.4.36)

(2.4.37)

Since B, is (a,K) non-resonant modulo A the estimate ) holds. We now use
Lemma [2.4.4 with parameters 7“0 w150 v 5. With these ch01ces it is 19 = 19 and,

by (2.4.30] m ) U < 1. Thus, (2.4.22)) holds and Lemma [2.4.4 applies. (2.4.32)) follows by

(2.4.24). We have
HoWU="h+f +f.

with

f*:(hO\If—h—{h’¢})—|—(fo\II—f),
Since
hoW —h—{h,é} = —adfh Z ad {h, o} BED _ Z

€>2 €>1
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we have

. .
|hoW—h—{h o}l .. <27 N adg f*] 201 £, < 20111, -
=t
Finally, applying agam Lemma [2.4.4 with u = f, by (2.4.26)), we get | f o U — f NT+ sy S
20| f l,.s» proving and concludmg the proof of Lemma [2.4.5. O

As a preliminary step we apply Lemma [2.4.5 to the Hamiltonian H = h+ f in (2.4.29)
with p = r/4 and 0 = s/2K. By (2.1.9), (2.1.11)), (2.4.28) and (2.4.3) hypothesis

(2.4.30)) holds, namely

25eK
ars,

,19_.

5], < 1. (2.4.38)

Then there exists a real-analytic symplectic change of coordinates

3 1
V. y: B, xT, 3 (y @,z > (y,2) e B, x T, ry:= 1 (80)i := (1 - ﬁ) Si

for all 7 = 1, ..., n, satisfying

_ L _ 2O i
y =7l S Vages, maxfe -] < Yoo,

such that

HoVU_y =: Hy = h(yN+fo(y@,20),  fo=f+f., f:=Paf+Tinsf, (2.4.40)

with
1 fily sy < 49l S, (2.4.41)
Recalling (2.4.28)) and ([2.4.40) we get
for =1
and, by ([2.4.41)) and ([2.4.38)),
2Te K
16" hop < 40l £l < Wf s (2.4.42)
Then, setting
2%e K3
o K ; -
o :=1fo s ~ With — y:= . (2.4.43)
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we have

22 ? 1
Yo < V./8)% < — . 2.4.44
o= (Z55051,) S wusr < g (2.4.44
Finally, since f; — f* = f? by (2.4.36) we get
- 2Te K 1
||| fg - fb |||'ro,so < 49 1|||f|“rs < |||f|“rs < Kﬁ*mfmr,s ' (2445)

The idea is to construct ¥ by applying K times Lemma [2.4.5.
Let

r S;
=— 0; = ——,
P= K 2K2

, 3 . 4 1 )
R RS (1—ﬁ)s—yo, L1 =1 - b yon(2.4.46)

Fix 1 < h < K and make the following inductive assumptions:

Assume that there exist, for 1 < j < h, real-analytic symplectic transformations

v - X(il5j71 : Buoy x Ty 2 (Y9, 29) — (U=, 2V V) e B ;) x T 5

i1

generated by a function ¢;_; = ng]K_ | with

1
[¢j-1l,, < E||| Fial_y s (2.4.47)
satisfying
G-1) _ ) R G-1 _ @) 5h
ly vl SViqpey  max o J< 555 (2.4.48)
such that
Hy:=Hj_ oW,y =h+fi=h+f+][ (2.4.49)

satisfies, for 1 < j < h, the estimates

PK/1.\ e (0. 1 /9,\""
9. < | I/ 210s =) [ Zx < 2= , 2.4.50
; ( e (8) C =4, 7(8) (2.4.50)

where

05 = If; - (2.4.51)
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Let us first show that the inductive hypothesis is true for h = 1 (which implies j = 1).

Indeed by ({2.4.44) we see that we can apply Lemma [2.4.5 with f w~ f& and 0 s
Yo = Y fE| Thus, we obtain the existence of ¥y = X (1150, generated by a function
- 27eK

[ ¢0l,.s0 < —||| 13" b s b F.s (2.4.52)
oy 11 .
satisfying (|2.4.47)) and|_| ([2.4.48)), so that (h + f& )o Uy =: h+ f1 and, by (2.4.33) and

E130)
il < 4o 15, 27 g, 25€Kmfmm . (2.4.53)

We have that f1 = fi + fo oW, Thenﬁ
=+ (o= )5, f—f=F+ (oY —f). (2.4.54)

Write
fooWo—fo =g =)oV —(fg =)+ (f oWo—f —{f ¢o}) + {f b0}

By ([2.4.26) (with u w~ f§ — f°, r v 19, § o 50) We have

2te K

[(fo = 1) o ®o— (fg — ) <20l f5 = b <
by ([2.4.44) and ([2.4.45)). By (2.4.25) with w v~ 7, ¢ v ¢, § o 1, F s 17, 5 v S,

29K - K
1 oW~ f = {F, 6ot < 200{f", G0} by 20—z < PR 2|||f||\3

57 s

Tars b

by ([2.4.44), (2.4.52) and ([2.4.15) (with f v~ ¢g, g ~~ f°). Analaogously by (2.4.15))

we get
24 K2 - 211 KS - K
sAoblfls <7 5z, 2|||f [ v L s

17", o}y <

Summarizing:
20K
b
1f50 %~ fol, < —Wflllrs-

UNote also that (fi€

) =
2Note that (f3) =0 an (fO) 1.
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Then, by (2.4.53) and (2.4.54) we get

27K
VAL L= folh < —IFR, (2.4.55)

arsy,
checking ([2.4.50|) in the case h = j = 1.
Now take 2 < h < K and assume that the inductive hypothesis holds truefor 1 < j < h

and let us prove that it holds also for j = h 4 1. By ([2.4.50) and ( n we can apply
Lemma [2.4.5 with f v~ f& and ¥ o Uy,. Thus, we obtam the existence of V), = X¢ ,

generated by a function ¢, = X with

- 1 Ei5) Yn
[onl, < |||f;f( I, —= ; (2.4.56)
ay
so that (h+ fK) oW, =: h + th and, by (2.4.33) and (2.4.34),
N ) 4 213 1
K 2 2h+2 h 2
| frs1lhr < 40l S5 |||h == ;?9 ;(19*/8) IS S oo (U4/8)"F < % ~
(2.4.57)

since h > 2. We have that fry1 = fas1 + fr oW, Thenﬁ

ffﬁl :f}ﬁ1+(fibzoq’h_f2)l{a f}szrl fh fh+1+<fhoqjh_fh)b‘ (2.4.58)

Writing
h

fhn=1F+ P+ -

we have

froUn—fi = {f. on
F o, — = {f, on}
(ﬁ—fﬂ %fwﬁ—fh

n Z ((F2 = Fr)own— (£ - £2.0) (2.4.59)
where \I/h = X1 By ([2.4.15] m with f v ¢, g v f2, 179 o 7)) 55 v s we get,

by (2247) and (Z451).

21K 2K €5 1
1 onbhon < oAb L < 2o 2171, B s, 7 sy,

3Note that (f7)% =0 and (f})" = f}.
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By ([2.4.25) with v~ f°, ¢ v ¢p, h v 1, 7 v (M) 5 v sW) | reasoning as above
we get

19

1 oW — " = {F dnb by < O LS dn oo pjosim_opp < (15l /8)"2 <

1 h+2
266'7 (19*/8)

by (2.4.50) and (2.4.3). By (2.4.26) (with u «~~ f} — fb, 7w 75 s 7 (M) we have

[(fo = f) o Wn = (fo = f ey <200 1fg = £l <

1 h+2
< 5 0./3)

by (2.4.45)), (2.4.50), (2.4.43) and (2.4.3). Analogously, for 1 < j < h, by (2.4.26) (now
with u v fjb — /1)

2 .
1(f} = fi=) 0 Wn = (F) = Fi-Dlbysy <20} = fi, < ;(19*/8)'””2
by (2.4.50)). Then by (12.4.3)
2
||| Z (= fd o= = L))l < = (0./8)"7.
h+1

Whence: 4

|||fZ oWy — fﬁ |||h+1 < ﬁ(ﬁ*/g)mr2 .
Then by (2.4.57) we get

| fasiboar 1570 n = filsn < 7(19 ./8)"2.

By (2.4.58) we get (2.4.50) with j = h + 1. This completes the proof of the induction.
Now, we can conclude the proof of Proposition [2.4.1. Set

\I/::\I/_lollloo'--o\I/K_l.

Notice that, by (2.4.46), r&) = 7/2 = r, and s&) = 5(1 — 1/K) = s,.
By the induction, it is

HoW=Hy 1oUg  BED y o p g Py f, (2.4.60)

4 Given a vector & € R”, with the notation a¢ with a € R we intend the vector with component
(af); = a&; foralli=1,...n
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with f° = mpf + T mi f (vecall (2.4.6)). Note that by (2.4.50) and (2.4.44)

iﬁjl iﬁ/éﬁ <97, (2.4.61)

Since (v, 2') = (y, 25 by ([2.4.39), (2.4.48) and triangular inequality we get

7”’19_1
16e 16&(;19“

@461 19* @438) r Iy U
< 19_ < P + )
16e 7K 16e \ 8K 7K

=yl < fy—y@L+ D) Y -y <

then (2.4.5) follows (the estimate on the angle being analogous).
Since T Py f* = (f°)X =0 (for any f, recall (2.4.28)) we have

|) _ ') _ 8
TPy fubs, =1 e == v W < v (0./8) = (0./8)° —| £, ,(24.62)

proving the second estimates in (2.4.7).
Finally, (using that K > 2 and that ¢, < 1)

E250) (PEm)
b, = 1 = Plc = 15 + fx = Pk
K
<UElk +1fs = Pl + 217 = fial,

j=1
2.4.63)
) g 1 P& (
L b+ 0 f L + 5 >, @./8)"
’Y j=1
@1, £ 192 1
(9./8)" - |||f I + 19 Afb,+ 2= < 20l fls
which proves also the first estimate in (2.4.7). O

2.5 Averaging
Regarding geometry of resonances there is no difference between this case and the

prevoius case in chapter [I] In fact, the analiticity stripes of the action-angle variables
do not influence in any way the geometry of resonances.
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So we recall the first covering lemma proved in section 5 of [I] and written in the first
chapter of this work. In order to face the notation and the definition of resonances we
are going to write down once again only the first covering lemma.

Lemma 2.5.1 (First covering lemma). Let h be KAM non-degenerate and let w denote
its gradient. Fix K = 6Kg = 12 and o > 0. Then, the domain B can be covered by three
sets R' < B,

B=R°UR!'UR? (2.5.1)

so that the following holds.

a) R° is (55,Ko) completely non-resonant (i.e. non-resonant modulus {0}), namely,

yeR" = |w(y) k| > % v 0 < [k|; < Ko. (2.5.2)

where C = C(n, L,7y) = % > 1 1is a constant.
b) R' = Ukeg? RYE, where, for each k € Gy, R"* is a closed neighbourhood of a
Ko ’

simple resonance {y € B : w(y) -k = 0}, which is (3aX™*3) /|k|,K) non-resonant modulo
Zk, namely

3aK(+3)

QERL’C_)‘W(Q)'M < |k’

Clw(y) - € > Y leZ, 0¢Zk, |0 <K (25.3)

Qle

c) R? contains all the resonance of order two or more and has Lebesgue measure small
with o: more precisely, there exists a costant ¢ > 0 depending only on n such that

meas(R?) < c(n)a’kK* 2 (2.5.4)

This lemma is equivalently written in the first part of this thesis.

Remark 2.5.1. If a set B < R" is (a, K) non-resonant modulo A for h, then the
complex domain B, is (o — L|r|K, K) non-resonant modulo A, "] provided L|r|K < a,
where L is the Lipschitz constant of w on the complex domain B,.

Indeed, if y € B, there exists yo € B such that |y; — (vo)i| <7 Vi=1,...,n=|ly—yo| <
Ir| and |w(yo) - k| = a for all k€ Z"\ A, |k|, < K. Thus, for such k’s, one has

w(y) - k[ = lw(yo) - k — (wyo) —w(y)) - k| = |w(yo) - k| = Lir|K = a — Lir|K .

1/2
Blp| = < > rf) if 7 is a vector, and it is the standard modulus if r > 0 is a number.
i=1
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In our case, i.e. r > 0 is a number, obviously B, is (o« — Lr K, K') non-resonant modulo
Lk
A So R:" is

OéK(n+3)
K|

<3OéK<n+3)

7 — Lafk> non-resonant mod Zk = (

) non-resonant mod Zk
(2.5.5)

As in the previous chapter, we want to perform averaging in which the actions remains
more stable, so we need to introduce a few parameters (Fourier cut—offs, a small divisor
threshold, radii of analyticity) and some notation. Let X, Ky, v and « such that

9
K> 621K, > 6K > 12, v > Sn+2 ai= VA (2.5.6)
Sh

: A E . r_ T_k:
o 4LCK0 \[4LCK0 T ke L|k| \[L|k| T
1 1 1. 1
S0 :=5(1—K—0)6R+; Sp = (1—K—0) EN :zs(l—ﬁ)eRJr; s, = s*(l—ﬁ)
_ L _
. ol4_2n . . n—2)k q. o
Y= 21 n2 W, Y= 22( 2) 79, S;C = |]{7‘1S;
b
(2.5.7)

Remark 2.5.2. Observe that 7y < 1 < 4/¢K”/L, and we have to impose the condition
T, < r (where r is the analyticity radius of the unperturbed Hamiltonian, which here
is a free vector of parameters, and r indicates the smallest component). So we have to
verify the smallness condition

_ r?L?
€S K2v
but one can take r = % so that the condition becomes simply € < 1.

Remark 2.5.3. With the choice of parameters in [2.5.7 one can notice that choose a
"vector" of different analiticity stripes for the actions is pointless. In fact the value of
ro and 7, depends only on « and K that are numbers that do not depend on the original
analiticity stripe r. If one wants to consider an initial "vector" of different analiticity
stripes r = (ry,...,r,) for the actions the only consideration that changes is that one
has to ask the condition ro < r, < 7, instead of ro < rp <r
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Theorem 2.5.1 (Averaging theorem). Let H. as in |2.1.1 with |f|p,s = 1 and let
@@ holds. There exists a costant by = bo(n,s) > 1 such that if Ko = by, the
following holds.

a) There ezists a symplectic change of variables

o Ry x Ty = Ry x To (2.5.8)
such that
H.ovg:=h(y) +e¢°(y) +ef(y,2), (=0 (2.5.9)

with gy and fy real analytic on R% X T?6 and satisfies

— 27’LKO " —(Kn—3)s
R T M e (25.10)
b) for any k € Gi'y, there exists a symplectic change of variables

Ut Ry X T RUE X T, (2.5.11)

%
such that
Hk = Hz—: O wk = hk(@/) + ggk(yu k- LL’) + gfk(y,x)

2.5.12
= h(y) +eg5(y) + eg(y, k- =) + ef*(y, x), pzft =0 (25.12)

where gt is real-analytic on Ri;;k, a*(y,") € B;;c for every y € Ri;, f* is real-analytic

1,k
on R x T, and
T Sy’

G lrreay <O, 10w k@) = p2if (0, 2) ey < 0.
2nkK\" s (2.5.13)
k g
thw¢?<zcg>e(xh‘
¢) Finally,
To re
Imto =yl < gr Imn — vl < g (2.5.14)

and, for every fized y € B, mbo(y, ) and w0y, ) are diffeomorphisms on T".
Remark 2.5.4. i) In order to apply lemma|2.4.1, we want to check condition|2.4.3 with
our parameters in [2.5.7. But since | f], ;) < (25)"[|fl|B,rs, with simple replacing

Sp
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of parameters and calculation (remember that, for part b we use that |k| < K), the
condition 2.4.3 becomes
Lesb/2

n+1 °
Sy

K2V7n74 > 213+nnn (2515)

Our choice of v and by ensures that K*~"~% > K® > b8" so that by taking b, large
enough [2.5.15[ holds. To be more specific for the non resonant part, taking by large
enough one has

3
15 LKO |||f|||'r0,s(1—1/Ko)
K?s,(1 — 1/K,)
EZD 6 LK3 (QnKO)”

Uy o 90 =

s, K2\ s,
B2 i 5;1 ﬁ@e‘sbﬂ <1, (2.5.16)
while for the resonant part one has
9 o b ol LRk f1,, sa 1)
’ * a?s,(1 — 1/K)
5 gniwo ”%ﬁ B g (2.5.17)
ii) if we define
Vg = # > =0 (2.5.18)

and by taking by large enough, the smallness condition [2.5.10| becomes

T ) P (2.5.19)
while the condition [2.5.13] becomes
96l <V0; " =7zl g <o 1FF e < e (2.5.20)

For the rest of the work we will refer to these simplier smallness conditions.

Proof. a) By the choice of o, the domain R is (o/(4C),Ko) completely non-resonant
because R° is (a/(2C),Kq) completely non-resonant, so taking by big enough in such
a way that [2.4.3 holds, we can apply normal form lemma [2.4.1 to H. in [2.1.1 with
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f,B,r,A,a, K, s replaced respectively by f, R, rg, {0}
2.5.10| comes from [2.4.9 in this way

2nK,\" @58 /nK\n  @516),@257) _
() O (2
Sp

; ¢ Ko, So- The estimates on

X 5

Sh

sup [¢° — (f)| < ¥
RO,
"0

T I L e
e Sp Sh

b) By the definition of 7y, the domain REF is (aK"*)/|k|, K) non-resonant modulo Zk.
So taking bo big enough we can use agaln lemma [2.4.1 with f, B,r, A, «, K, s replaced
by ef, RY, vy, Zk, K2 K, s,

For this part, using 2 4. 5

1 /2nK\» , @51D),@57)
10"~ mefbeaga < g (50) S

9~ (K-2)5,(1-1/K)/2 (%) "
Sp

bl

< 2(271_}{)”6—@—3)%/2 ,

| oo < 5

[]

Lemma 2.5.2 (Cosine-like Normal forms). Let H be as in with f e BY satisfying
(2.2.4) and let (2.5.7) hold. There exists a constant ¢, = ¢ (n 5,0) = maX{N bo} such
that if Ko = ¢, then the follawmg holds. For any k € G¢ such that |k|, = N, then the
Hamultonian Hy in ) takes the form:

Hy = h’“(y)+eg§(y)+2|fk|e [cos(k-z+0k) + FF (k-2) + g (y, k-2) + fF(y, 2)], (25.21)
where O and EF are as in Proposition|2.2.1 and:

N k. k
G - 2|fk:| (g ﬂ-Zkf) ) Lo 2|fk|f (2'5'22)

Furthermore, gF(y,-) € Bt (for every y € Riik), m, [F =0, and one has:

1
|9y, <0 = = A

R o < e Ko/l (2.5.23)

Observe that, under the assumptions of Lemma [2.5.2, by (2.5.6) and (2.2.3) it is

K > 6K, > 6N > 12¢, > 12. (2.5.24)
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Proof. First of all observe that the hypotheses of Lemmal2.5.2 imply those of Lemmal2.5.1
so that the results of Lemma [2.5.1 hold.
From (2.5.22) it follows that ¢*(y,0) = =, f(0) + 2| fx|g%(y,0), which together with

(2.2.5) and 12.5.12) of Lemma [2.5.1, 1mp11es immediately the relations (2.5.21)). To
prove the first estimate in (2.5.23), we observe that, since |k|, = N, recalling (2.5.6)

and (2.5.24)) one has

shy = ks (1— 1) > Ns, 4 > 1. (2.5.25)

K

Thus, g*(y,-) is bounded on a ‘large’ angle-domain of size larger than 1 and has zero
average (since gF(y,-) € B|k| S,) Now, recall the smoothing property (2.1.12)) (with

N = 1), recall that K, < K/6, and take c, large enough. Then,

, k; ) |k|n62 |k ‘51 k;
| g |||rk, = 2,]@ | l9" =7 Sl 1 < Q—(SIII — Tl
2 kilss
D R T ko pp et BE R s st
20 oSk 25
k[ e 9, X ai(-1) BED K" 1 e 1 9.
28 28 K6n+1 Kon
Furthermore, possibly increasing c,, one also has
1, BB L, B ROy DT
= _— , 5* _— 3
s O ZH
K" K K"
< o 7K$b§+KSufo < —Ks, /6 < —Ksy, /T )
26 C S 956 € ‘
where we have used the fact that % < 65—;. i O
2.6 Normal form theorem
As in the first chapter, we need a second covering lemma
Definition 2.6.1.
7%0 — Re (RE{)/Q) 'fél,k = Re (R;;f)) ?k = %, ke gl?o (261)
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Lemma 2.6.1 (Second covering lemma).

R x T" < o(R* x T7)
RYE T C o (RY x T, VkeGy

2.6.2
R*:=D\(R°uRY < | JRi, (2.62)
kegy tegy
@¢Zk
where R%g 15 the pull back of the following set in frequency space
Oy = {|lw- k| <o} n {Ipyw| < M} A {|prw - {] < 3aK/|k|}. (2.6.3)

for this proof one can see [2]

Lemma 2.6.2. Let the hypotheses of Lemma|2.5.2 hold.
(i) For any k € G there exists a matriz A € Z"=1*" such tha

A= (D — <k1 A k") e SL(n,Z),
) B (2.6.4)
Al < klos Al =1k, [AT, < (n—1)= [k[3".

(i) Let @, be the linear, symplectic map on R™ x T" onto itself defined by

®, : (y,%) = (y,2) = (Ay, A7'x). (2.6.5)
Then,
X1 = k?'l', Yy ZY1]€+AT$’7 [S’ = (yQa"'7Y’n>]‘ (266)
Furthermore, lettind"|
~ fk‘ = cr_rjkl n—1
PF = ATTRIF - ! , ¢, :=bn(n—1)z , (2.6.7)
(Sk)i = o [k T Si

with A as in (i), we find

B, PE xTE S RY, < Ty, 9 (2" x T =RY x T, (2.6.8)

1./2

16S1.(n, Z) denotes the group of n x n matrices with entries in Z and determinant 1; | M|, with M
matrix (or vector), denotes the maximum norm max;; |M;;| (or max; |M;]).

I7TRLk is defined in ; recall, also, .
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(iii) Hg in , in the symplectic variables (y,x) = ((yl,y),x), takes the form:
Hi(y,x) == Heo By (y,x) = Hu(y,x1) + ef*(y,x), (v.x)€ Zf x T2, (2.6.9)
where the ‘secular Hamiltonian’
Ho(y,x1) == h*(y) + egf(ATy) + egd*(ATy,x1),  fH(y,x) = fF(A"y,A'x) (2.6.10)
1s a real analytic function fory € .@fk an x1 € T(g,
proof of Lemma (i) From Bézout’s lemma it follows that'%

given k € Z", k # 0 there exists a matrix A = (A;;)1<ij<n With integer entries such
that A,; = k; V1< j <n,detA = ged(ky, ..., k1), L=kl

Hence, since k € G, gcd(kl, k1) =1, and (2.6.4) follow

(ii) @, is symplectic since it is generated by the generating function y - Ax.
The relations in (2.6.6) follow at once from the definition of &,.
Let us prove (2.6.8): y € .@}fk if and only if y = yo + 2 with yo € 2% and |z| < 7. Thus,

A7z 52 k) < ikl O T EED Tk

Since, by definition of 2%, ATy, € RY*, we have that ATy e Rl/jz

Let, now, x belong to Ty .Then, for any 1 < j < n, recalling the definitions of sy and

s, in , we find

€D (5.),

1Im | - \i x| € n(n— 1) k1 5, B2 Bl < (g,

Thus, A~'x belong to Ty, and 2.6.8) follows.

(iii) Eq.’s (2.6.9)—(2.6.10) follow immediately from the definition of the symplectic map
@, in (2.6.5) and (2.6.6). The statement on the angle-analyticity domain of Hy, follows
from part (b) of Lemma [2.5.1. O

Finally we are ready to state the following

18Recall .

19See Appendix A of [1l p. 3564] for a detailed proof.
2ONotice that the bound on |[A~1|  follows from D’Alembert expansion of determinants, observing
that for any m x m matrix M, one has | det M| < m™/2|M|™
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Theorem 2.6.1 (Normal Form Theorem). Let H be as in (2.1.1) with f € B! sat-
isfying (2.2:4) with N as in (2.2.2), and let (2.5.7) hold. There ezists a constanf’]

C, = Cy(n,s,0) = max{N, by} such that, if K, = c,, k € G¢, and D, 7y, 5 are
as in (2.6.7), then there exist real analytic symplectic maps

Uo: Ry xTh =R x T, UF gk T > R X T2 (2.6.11)

having the following properties.
(1) Ho(y, ) := (Ho Wo)(y,z) = h(y) +g°(y) + f°(y,x),, with ¢° and f satisfying
(2.5.19) and {f°) = 0.
(i)

Hi(y.x) = Ho UF(y,x) = Hi(y.x1) + ef*(y,x), (y,x)e 2} xTt, (26.12)
where

Ho(ATy,x1) = h*(ATy) +eg(y,x1),  WM(ATy) = h(ATy) +egi(y);  (2.6.13)

15 a real analytic function fory € @}?k and x1 € T(gy . In particular gy, ) e Bigc for

every y € @;’?k. Furthermore, the following estimates hold:

1 £l —Ks
golie < Vo= s 18 =S h g <Por 1l < TP (2614)

(iii) If |k|, = N, there exists 0y € [0,27) such that
Hy, = h(ATy) +egh(y) +2| frle[cos(x1 +0k) + FF(x1) + g% (y, x1) +£5(y, A7'x)] (2.6.15)

where F¥ is as in Proposition|2.2.1 and satisfies F} € B} and |F}F|; <2719,
Moreover, gf(y,-) € B (for everyy € 2% ), £F = 0, and one has

ek, <O=gn, €], <e™, (2.6.16)

Proof. The first relation in (2.6.11)) is (2.5.8). Define

TF =0 ®, . (2.6.17)

Then, since (s,);/2 < (s}); for all i = 1,...,n (compare (2.5.7)), by (2.6.8) we get the
second relation in (2.6.11]).

21y is defined in Lemma [2.5.1
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(i) follows from point (a) of Lemma [2.5.1.

(ii) (2.6.12)), (2.6.13) and (2.6.14) follow from, respectively, (2.6.9), (2.6.10)), (2.5.20)
and point (ii) of Lemma [2.6.2 setting

gi(y) =gi(ATy), gy, x):=g"ATy,x1). (2.6.18)

(iii) follows by Proposition [2.2.1 and Lemma [2.5.2. In particular (2.6.15)) follows from
(2.5.21)). Furthermore,

1 1 -
b (g —7 f), AT 2.6.19
&= g (& ) 207! 2019
and noting that g¥(y,x;) = ¢*(ATy, x;) and that, by (2.6.10)), £¥(y,x) = f*(ATy, A~1x),
we see that (2.6.16)) follows from ([2.5.23) and (2.6.8). O

Now, in order to apply Singular KAM Theory there are three more steps to do. This
steps are analogous to the ones in chapter 1, so we will briefly report the main strategies.

2.7 An outline of conclusion

2.7.1 Step 2: Secondary nearly—integrable structures

After averaging on each neighbourhood R x T, the strategy is straightforward: put
the 1 degree—of—freedom systems into Arnol’d-Liouville action—angle variables of the
averaged system getting Hamiltonians of the form hy,(I) + ¢ f*(I, p) with a perturbing
function f*¥ ~ e(=¢%), check Kolmogorov’s non-degeneracy of hy(I) (i.e., that its Hes-
sian is uniformly invertible), apply a classical KAM Theorem showing that that the
KAM tori cover the region outside the non—perturbative set up to an exponentially
small term.

However, there arise major technical problems to overcome. In short: in order to gain
significantly on the measure of KAM tori (passing, from the classical density of 1 —
O(y/e) to 1 — O(ellogel®), or better in the n = 2 case), one hast to analyze the
dynamics close to the singularities of the action-angle variables, namely, close to the
‘secular separatrices’ appearing in the averaged systems. Here ‘close’, means, essentially,
exponentially close (i.e., O(e™¥)). But then, near separatrices, no perturbative approach
is possible, and checking Kolmogorov’s non—degeneracy become a singular perturbation
problem.

To carry out the above strategy, it essential to have full control of the analytic properties
of the action—angle variables of the averaged systems near their singularities. In [3], such
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a theory has been worked out for so—called ‘Standard Form Hamiltonians’, namely,
one—degrees—of—freedom real-analytic Hamiltonians

Hb(p7 (11) = (1 + V(pv QI))p% + G(ﬁ? ql) )

where: (p1,q1) € R x T are symplectic variables, p = (p1, pa, ..., Pn), D := (P2, ..., Pn) are
external parameters (‘dumb actions’), v is small, and G is close to a reference Morse
potential G(q;); for precise quantitative definitions, see Definition @ belo.

In Singular KAM Theory an important step (carried out in [2]) is to show that the
averaged Hamiltonian can be put in Standard Form for every Fourier mode k With@
|k|, < K having a uniform analytic control of the standard form H, (which depend on
k)
The proposition is the following

Proposition 2.7.1. For all k € Q{ZO let Hy, be the secular hamiltonian as in|1.2.61 and
and, for ¢ = ¢(n) > 1 large enough, set

1

2 ~3 ~2

Ve Tk Vi Tk
= = < .
P2 kM T R T8

Let Sy, be the critical surface of h*, and ij € Sy, a critical point. The following statements
hold:

(i) In the neighborhood of § defined by D(¥1,5), Hy is symplectically conjugated to a
suitable Hamiltonian in standard form Hy, (according to definition|1.53.4). In particular,
for pe D(0,), there exists real analytic symplectic transformation

®, : (p,q) €D(0,y) x R" = (y,x) = ®.(p,q) € R*", (2.7.1)

such tha: ®, fives p and qi; for every p € D(F1,¥) the map (p1,q1) — (y1,%1) is
symplectic; the (n+ 1)—dimensional map ®, depends only on the first n+ 1 coordinates
(p,q1), is 2w —periodic in x1 and one has

A

(I)* : (pv Q1) € Dp1+2p2,p2 (0>§') X Tél - (yv Xl) € DPLPQ (371’ Y) X Tél

Fico @,(p, 1) = H(0.9) + 304 H0,9) Be(p. 1)
22For example, a crucial property of action—angle variables for standard form Hamiltonians is that,
near critical energies F. (corresponding to hyperbolic equilibria and separatrices), the action I; as
function of energy is given by I;(E. + €z) = a(z) + b(z) z log(z) for suitable analytic functions a, b
where € is a suitable reference energy (and everything depends on the external (n —1) dumb actions).
23To be more precise, for every k with |k|, < K, having components with no common divisors, and
positive first non—null component.
24We are omitting the dependence upon vector k on the coordinates in this statement.

(2.7.2)
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where, given B a subset of R, we denote by B, ,» = UyeB{z eC": |z1—wy| <r|2—y| <
r'}.

(ii) Hy, has reference potential

- 2e
GF = — 2.7.3
’k‘?WZkf ( )
and analicity characteristic
D:=D(y), r:=py, R, s1, B, €, W, (2.7.4)
with K given by
kK = k(n, s, 3) := max{4cs, c;/B}. (2.7.5)
(iii) The map ¥, is obtained as composition of two symplectic maps:
O, =P, 09, (2.7.6)

where:
o & =V, €8, fora suitable real analytic function g, () satisfying

2k Xk
< Xk 2.7.7
ol < 228, 217

where 7y is the convexity-constant of h.
e ®,(p,q) = (P11, B, 1, 4+X,) for suitable real analytic functions n, =1, (5, 1)
and X, = X,(p, 1) satisfying
2ek Xk
2 M
Y P2

2ekXk
|n2|2p2,§1 < ’Y—M7 |X2|2p2,§1 <

(2.7.8)

The proof is essentially the same of the previous chapter, with all the same local
discussion. There are some minor differences due to the fact that now the analyticity
strip is a vector, by these difficulties are very easy to overcome. For this reason, we will
omit the proof.

2.7.2 Step 3: Twist

Once all the secular systems (as k varies) are piut into action—angle variables, in or-
der to construct KAM tori, one has to check Kolmogorov’s non—-degeneracy (or some
other weaker non—degeneracy assumption). This is not a perturbative problem as one
approaches critical energies, where lie the primary and secondary tori which contribute
essentially in the change of order of measure of persistent tori. This is the main problem
solved in [4], where the following result has been proven:
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Theorem 2.7.1 (The twist theorem). The Liouville measure of the phase set where
the twist determinant of the secular Hamiltonians Hy(y,x1) + ef*(y,x) in (??) (with
respect to their action variable) is smaller than a positive quantity n may be bounded,
uniformly in k, by a power of n.

The approach is based on the following

Definition 2.7.1. Given & > 0, an open set A < R and f € C™(A,R), we say that f
is E&—non—degenerate at order m =1 on A (or, in short, ({,m)-non—degenerate), if

inf max |f9(z)| > €. (2.7.9)

zeA1<j<m

indeed one can show that these non—degenerate functions satisfies

Lemma 2.7.1. Let [ be a (§, m)-non—degenerate function on a bounded interval (a,b)
and Ze M := | f|cm+1(ap). Then, there exist a constants c,, > 1 depending only on m
such that, for allmn > 0

Cm

meas{z € (a,b) : |f(z)] <n} < 51%

(%(b —a) +1)pt/m.

so roughly speaking, the proof consists in constructing a suitable differential operator
with non-constant coefficients, which does not vanish on (a suitable regularization of)
the Kolmogorov’s twist determinant. In this way using the above lemma the theorem
follows.

Far from separatrices the strategy is essentially perturbative, and the twist comes
from the non degeneracy condition satisfied by the twist determinant of the reference
hamiltonian. Near separatrices, instead, perturbative arguments do not hold, and, in
particular the energy function E’ is singular at the boundary (corresponding to separa-
trices) and its derivatives diverge as the boundary is approached. Furthermore, E* and
E' = E'|,—¢ have singularities in different points.

In order to deal with these problems, in [4] one defines

Definition 2.7.2. We denote by F the set of functions of the form

‘
f(z,1) = 2" Z u;(z, I)log? 2, (2.7.10)

7=0

Pl lenran 1= max, sup £9]
<J< a,
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where h,0 € Z with { = 0 and the u; are real analytic functions. We say that
f(z, 1) = O,(h, L) if feF asin (2.7.10) and there exists o > 0 such that

H‘fmg = Sup  sup |U3| < 400.
0<j <l {2eC:|z| <o}
IeD
in such a way that there exists a suitable differential operator with non—constant coef-
ficients

L= Zaj(z)ég; m=3n*—2n—1
j=1

such that B
L[8] = a*"1(3n)! v*" + O,(1,3n + 1),

where & is a suitable regularization of the twist determinant, n = n — 1 and y = V(IA)
is a smooth function of the last "dumb" action. In this sense the twist determinant
is non—degenerate and applying lemma [2.7.1 one can conclude the proof of the twist
theorem.

2.7.3 Step 4: Primary and secondary maximal KAM tori

At this point, choosing carefully the various free parameters of the game, a suitable
KAM Theorem (like the one in [46]) yields the existence of maximal primary and
secondary KAM tori, which fill the complementary phase set of R? x T" up to a very
small set.

Concerning the non-resonant set, the hamiltonian is conjugated to the sum of an
integrable system and an exponentially small term, so that by classical KAM theory,
it follows that this set is filled by primaryF_?] KAM tori up to a set of measure of order
O(e %),

For the case in ZF there is much more work to do. In particular we have to use
carefully the estimates of the Twist theorem, but the result is always an exponentially
small measure of the non—torus set in each neighborhood of a single critical point in
which we have done the Standard form conjugation. Then, having a control of the finite
number of neighborhoods that cover the entire 2%, one can find the measure of the
non-torus set in R! that is always exponentially small.

26Given a vector I € R™, we will denote by I= (I, ..., I,) the vector of the last n — 1 coordinates

such that I = (I, ).
2TPrimary tori are smooth deformation of the flat Lagrangian integrable (¢ = 0) tori.
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In this way, calling A = ((R* UR®) x T")\T, where T is union of the maximal primary
and secondary tori for H, one has proved that meas(.A) < ce /¢ for some constants
¢, that summed to the double resonances ( meas(R?) < ¢ K’ for some constants
¢”,b) and choosing X ~ | log | gives us the desired result.

Theorem [1.1.2 is due to the fact that the two degrees of freedom is special: in this case
the only double resonance is the origin and one can take as R? a disk of measure £* with
any 0 < a < 1 getting a set of KAM tori of exponential density in the complementary

of R? x T2.
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Chapter 3

Application to celestial mechanics

The intent of this chapter is to apply Singular KAM Theory to some physical relevant
models in order to obtain some interesting new estimates on the total measure of
the invariant tori for these nearly-integrable systems. The system that we consider is
the Restricted, planar, circular three body problem which from now on will be called

RCPTBP.

Roughly speaking this model describe the bounded planar motion of a "zero mass”
body subject to the gravitational field generated by two primary bodies revolving on
circular Keplerian orbits (which are assumed to be not influenced by the small body).

When the mass ratio of the two primary bodies is small the RCPTBP is described
by a nearly-integrable Hamiltonian system with two degrees of freedom; in a region of
phase space corresponding to neaerly elliptical motions with non small eccentricities,
the system is well described by Delaunay variables.

Before diving up into the application of singular KAM theory, we are going to study
briefly the considered model from a physical and a mathematical point of view. This
first part is based on [21],[20],[52].

3.1 The restricted three-doby problem

First of all we want introduce our model starting for the restricted three-body problem;
then we will add the other semplifications. The restricted 3BP is simply a "zero mass"
body subject to the gravitationale attraction by as assigned two-body system. To de-
scribe mathematically such system, let Py, P, P> be three bodies (viewed as "point
masses" because for the gravitational field we can consider all the masses concentrated
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in the center of mass) with masses my, my and mg interacting only through the gravi-
tational attraction.

If u € R®, i = 0,1,2 denote the position of the bodies in some (intertial) reference
frame (and assuming, without loss of generality, that the gravitational constante g is
one), the Newton equations for this system have the form

Pu® o (u® — ) mg(uw) _ u(z) )
ez Ju® - 0|3 O u® — |3’
20D w®
d*ut) _mo(u ) ma(ut) —u®) (3.1.1)
A2 [u® — O3 u® — |3 )
d*u® _mo(u u(®) B my(u® —u)
A2 ]u(2) |3 |u(2) |3 )

The restricted three-body problem with "prlmary bodies" PO and P, is, by definition, the
problem of studying the bounded motions of the system |3.1.1 after having set mqy = 0,
i.e. of the system

d?u®) _ Cmy(u©@ — )
dt2 u® — |3 ’
d2u(1) _ _mo(u ) (3 1 2)
dt2 lu® — |3 ’ -
Pu®  mp(u® — @) my (u® —u®
_ 0 B 1{u (% )
dt? |u(2) —u 0)|3 |u(2) — u(1)|3 ’

Notice that the equations for the two primaries Py and P; decouple and describe an
unperturbed two-body system, which can be solved and the solution can be plugged into

the equation for u®, which becomes a second-order, periodically forced equation in
R3.

3.2 Delaunay action-angle variables for the two-body
problem

In this section we take the two-primaries-body problem and we review the classical
Delaunay action-angle variables construction developed in [Delaunay 1860].

The equation of motion of the two bodies Fy and P, of masses my and m;, interacting
through gravtiational (setting g = 1) are given by
A2u© my(u® —u®) P2y mo(u® — )

=— - _ . 6) - p3
dt? ‘u(l) — U(O)’?) ! dt2 ‘u(1) — U(O)’?’ ;o uw’eR (3.2.1)
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As it is well known, the total energy, momentum and angular momentum are preserved.
We shall therefore fix an inertial frame {k1, ks, k3}, with origin in the center of the mass
and with ks-axis parallel to the total angular momentum. In such frame we have

ugo) =0= ugl), mou® +myu® = 0. (3.2.2)
Now we pass to a heliocentric frame by letting

(2,0) := u® — 4@ 2 eR2 (3.2.3)

In view of (3.2.1) and (3.2.2), the equations for x become

T

M = mo + my. (324)

This equation is obviously Hamiltonian: let > 0 and set

(X[P pM
2 x|

Hpep(z, X) := X =z, (3.2.5)
then [3.2.4 is equivalent to the Hamiltonian equation associated to Hg,, with respect
to the standard symplectic form dz A dX, the phase space being R*\{0} x R?; the (free)

parameter p is traditionally chosen as the "reduced mass" ¢

The motion in the u-coordinates is recovered (via|3.2.3 and [3.2.2) by the relation

w0 = (= M0} = (- 2o0) (3.26)

The dependence of the Hamiltonian on z through the absolute value suggests to intro-
duce polar coordinates in the x-plane and, in order to get a symplectit transformation,
one is led to the symplectic map ¢, : ((r, ), (R, ®)) — (z, X) given by

x = r(cos p, sin @),
fpe s 4 X = (Rcosp — Lsing, Rsing + 2 cos ), (3.2.7)
dry A dXy 4+ dze A dXy =dr AdR + dp A dP.

The variables r and ¢ are commonly called, in celestial mechanics, the orbital radius
and the longitude of the planet P;. In the new symplectic variables the Hamiltonian
takes the form

(I)2

1
Hyo(r, 0, R, @) := Hpcep © Ppe(r, 0, R, ®) = _(R2 X _)

uM
2/ r? '

; (3.2.8)
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r ®o
/ u(2) 1

(50

Figure 3.1: The geometry of the Kepler two-body problem

The variable ¢ is cyclic, i.e. 0H,./0p = 0 so that ® = const. This fact implies that
H,. is actually a one-degree-of-freedon Hamiltonian system and is therefore integrable.

The momentumn variable ® conjugated to ¢ is obviously an integral of motions and

0H,. i) .
G = e T o p = mﬂgp = const. (3.2.9)
Op pr?

Remark 3.2.1. The total angular momentum C' in the inertial frame referred to the
center of mass denoting the standard "vector product" with x, is given by

C = mou® x 4@ + myu® x 4. (3.2.10)

With as easy calculation this expression is equivalent to

Moy
C= X 3.2.11
i (3:2.11)
and using polar coordinates it becomes
momy 2. mom,q
C=k =k d; 3.2.12
mom1

thus if y is chosen to be the reduced mass , then ® is exactly the absolute value

of the total angular momentum.

M

The analysis of the (r, R) motion is quite standard and well known in the literature:
introducing the "effective potential"

o2 M
22 r’

Verp(r) o= Veps(r; @) = (3.2.13)
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one is led to the "effective Hamiltonian" (parameterized by @)

2

Hepp = + Vegs(r), R = pr.

2mu

Vers

Emin —

Figure 3.2: The effective potential of the two-body problem

(3.2.14)

The motion on the energy level He’fIf(E) is bounded (and periodic) if and only if

3772 2
: M 9
Ee [Emin70)> Emm = ‘/;ff(rmin) = _W’ T'min = IUQ—M
For E € (Ein,0), the period T'(E) is given by
1 (E) dr

T(E) = 2 f :
B 3 [2(E ~ Vegs (1)
where 71 (E) = ry (E; ®) are the two real roots of E — V,s(r) = 0, i.e.
E
B~ Vags(r) = — (s —r)r =),

2 26 P2
pM £ [(pM)? + =2
—2F '

The integral in |3.2.16|is readily computer yielding Kepler’s second law

T(E) = 2WM<%)3/2.

re(E; @) =
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Let us now integrate the motion in the (r, ) coordinates. The equations of motion in
such coordinates are given by

: o o 2
po=—=, 1" =—(E—=V.(r)). 3.2.19
e = (B Vi) (3:2.19)
By symmetry arguments, it is enough to consider the motion for 0 < ¢ < @; fur-

thermore, we shall choose the initial time so that r(0) = r_ (i.e., at the initial time
the system is at the "perihelion"): the corresponding angle will be a certain ¢y and we
shall make the (trivial) change of variables

v =0+ f, sothat r(0)=r_(F), f(0)=0. (3.2.20)

The angle f is commonly called the true anomaly; the angle ¢ (i.e., the constant angle
between the perihelion line, joining the foci of the ellipse and the z; axis) is called the
arqgument of the perihelion (compare figure

Equations |3.2.19| become

{f=,%, £(0)=0

P2 %(E V() r(0) = r_(E) (3.2.21)

Eliminating time (for ¢t € (0,7(F)), r > 0) we find

" dp/p? ( el )
- P = . 2.
R WS o 5222

Setting
E

Emin’
we know from the litersture that the motion of Fy and P; describe two ellipses of
eccentricity e € (0,1) with common focus in the center of mass (known as the first
Kepler law)

e=4/1— D = Trmin, (3.2.23)

Let now recall some basic features of the geometry of an ellipse. Let a = b > 0 denote
the semi-axis; the cartesian equation of an ellipse with respect to a reference plane
(71, 15) € R? with orighin chosen as the middle point of the segment joining the two

foci is given by
2 2
T T2
— — ] =1 3.2.24

130



where 2a is the (constant) sum of distances between a point of the ellipse x and the

foci, and ( ., @ 0) (3.2.25)

are the coordinates of the foci. As we just know, the number

e=4/1— (2)2 (3.2.26)

is called the eccentricity of the ellipse that, in our case, is expressed in [3.2.23] As it
follows from |3.2.25| the distance ¢ between one focus and the center of the elliopse is
given by

c=ea (3.2.27)
)
a
x
N
\\ /
d AN /
\\ a
d b ~ /
\/
c=e€a T

d+d = cost =2a

Figure 3.3: Ellipse of eccentricity e = 0.78

Now, if one inctrocues polar coordinates (f,r) in the above z-plane taking as pole the
focus O = (c,0), as f the angle between the z;-axis and the axis joining O with the
point x on the ellipse and r = r(f) as the distance |z — O|, one can find from simple
geometrical consideration the following focal equation

_ o p
r=r(f):= Trecosf (3.2.28)
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where p is called the parameter of the ellipse and is given by
b2
p=a(l—eé*)=—. (3.2.29)
a
The angle f is called the true anomaly.

Moreover, one can describe the above ellipse by the following parametric equations
Ty =acosu, xy=bsinu (3.2.30)

where u is the angle between the origin of the plane and the planet during his elliptical
motion. This angle u is called the eccentric anomaly.

b
r
~Bsinu acosu = ea + rcos f
4 ea T Cosu P _
Tte The =a—ae

Figure 3.4: Ellipse parameters

Thus a point x on the ellipse has the double representation

xr = (acosu,bsinu) = (ea + rcos f,rsin f) (3.2.31)
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which relates the true and the eccentric anomalies. In particular, one finds:

rcos f = a(cosu — e),
rsin f = bsinu = av1 — e?sinu,

r—al—ecosu

e, (3.2.32)
tan = 1 e
Area(E(f)) = 5 (u — esinu)
where
E(f)i={z=a(", f):0<r" <r(f), 0< [ < [} (3.2.33)

So joining the focal equation in [3.2.28| with the change of variable in |3.2.20| for our

case we get

r= P (3.2.34)

1+ ecos(p — o)’

and it follows immediately from the geometrical considerations made above (with our
notation) that

ry = ry+r_-=2a, p=a(l—¢e®), ri=a(lxte). (3.2.35)

1Fe’
From the definition of E,,;, in [3.2.15] the expression for & — V. in [3.2.17, and the
relations |3.2.23] [3.2.35| one finds

B - ,u]\/[ > /LM’ B _ M esinu 2.
2p 2a 2a \1 —ecosu

(3.2.36)

Remark 3.2.2. Since we will later assume the two-body-Keplerian motion to be circu-
lar, we notice trhat this circular motion is obrained for the minimal value of the energy

E=F,.,= —;— In such a case
CI)2
-0 =D = Tmin = —— 3.2.37
e , r=p=r eI ( )
the constant angular velocity and the period are respectively given by
3 M2 @3
Weire = HJ(I)?’ ) Tcirc = QWW (3238)
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Eliminating ® in [3.2.37| and [3.2.38] one gets

M [ r3
Weire = ﬁ, Tcirc =27 M (3239)

Thus the motion in the z-variables is given by

.T(t) = T(COS(QOO + wci'rct)a Siﬂ(SOO + wcirct))- (3240)

We now turn to the construction of the action angle variables. For E € (Epn,0), we
denote the energy level at a fixed value of ® by

Sp = {(r,R) : H.p¢(r,R) = E}. (3.2.41)

The area A(FE) encircled by such a curve in the (r, R)-plane is given by

T4 (E) o
A(E) = 2f ¢2M(E — Vegp(r))dr = —2muMy | ——=®. (3.2.42)
. (B) —2E

Thus, by the theorem of Liouville-Arnold the action variable is given by

I(E) = A;f) — M, /%, (3.2.43)

which, inverted, gives the form of the effective Hamiltonian in the action-angle variables
(0,1) (and parametrized by ®):

,U’3 M?

h(I):= h(Il;®) := —m.

(3.2.44)
Furthermore (again using Liouville-Arnold theorem) the symplectic transformation be-
tween (7, R) (in a neighborhood of a point with R > 0) and the action-angle variables
(0,1), for the Hamiltonian H.ss is generated by the generating function

(rvRJr (TJ))

So(L,7;®) := f(r(h([)),o) Rdr; Ry (r;I):= \/Q[L(h(f) — Viss(r)) (3.2.45)

where the integration is performed over the curve Sy oriented clockwise : the ori-
entation of Sy(;) and the choice of the base point as (r_(h(/)),0) is done so that an
integration over the closed curve gives +A(E) and so that § = 0 corresponds to the
perihelion position.
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Figure 3.5: Level curves of the effective Hamiltonian

The full symplectic transformation (in the four dimensional phase space of H,.)

0,¢9,1,J)— R, ®
¢aa . ( 7¢7 Y ) (r7 (p7 ) ) (3'2'46)
do Andl +dip AndJ =dr ndR+dp A dP
will be generated by the generating function
Si(1, J,r, ) = So(L,1;J) + Je, (J=). (3.2.47)

The form of h(I) suggests to introduce one more (linear,symplectic) change of variables
given by

(3.2.48)

The variables (A, v, A, T') are the celebrated Delaunay variables for the two-body-problem.
If we set

%%{A=I+L r=J

¢D = ¢pc o Cbaa o ¢lin (3249)

be the above analysis we get
M3M2
2A%

hK@P © (bD()\? Y, A7 F) = hKep(A) = (3250)
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The symplectic trasformation ¢4, © ¢y, is generated by (I' = J = @)

So(A, Ty rp) i = Sg(A=T,r;T)+ T

" pwAM?  2uPM - T2
= - + — —dp+7T
J (A))\/ A2 p p? P 14 (3.2.51)

\/ hicep(A) = Vegs(p; D)dp + Tp.

Replacing E by hge,(A) and ® with I' in the expression for the eccentricity e in [3.2.23
(recall the definition of F,,;, in|3.2.36) one finds

= e(AT) =4 /1— <%)2 (3.2.52)

Recalling the relation between the parameter p (in the focal equation for an ellipse),
the eccentricity and the major semi-axis (see [3.2.35)), from [3.2.52| it follows that

A2
a = W’ A = ,LL\/ Ma. (3253)
Remark 3.2.3. Recall that
uM
'=9¢= 1, C' := total angular momentum, (3.2.54)
mom,q
so that
I'>0. (3.2.55)
Recall also that 312
!
E i, = —— 2.
min =~ (3.2.56)
so that E > F,,;, means, by [3.2.50
I' < A. (3.2.57)

The momentum space {L, G} is therefore the positive cone {0 <T' < A}.
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The angle X is computed from the generating function Ss:

A:@:\/Eﬂgszr dp
oA N2 T3 ) /by (A) = Veps(p5T)
_ \/@1 f dp
N 20 al), Vhro®) Vi (D)

@IJT 1 —ecosu
" a).  esinu (3.2.58)

@f (1 —ecosu)du
0

=u—esinu

B2, Area(E(f))
Area(E(2m)’

where we have used the fact that p as a function of u € [0, 7] is a strictly increasing
function and that p(0) = r_.

In view of [3.2.58] A is called the mean anomaly. Analogously, the angle ~ is recognized
to be argument of the perihelion ¢ introduced above

! r

N rf
v ol v r_ \/2N<hKep(A) - ‘/;ff(p» P2
o f (3.2.59)

[3.2.20]
= Yo-

In order to conclude this classical section, we review some important analytical features
about the eccentric anomaly u and the true anomaly f in terms of the Delaunay
variables.

The Kepler equation
A =u—esinu,

can be inverted for |e| < 1 for the implicit function theorem. In particular we use this

137



Figure 3.6: The Delaunay angles.

theorem to show that
du _ 1
d\  1—ecosu

_ 1 2 N i cos(n J% cos(nA)dA
2m )y l1—ecosu = o l—ecosu
3.2.60)
1 [ (
= — du + Z Cos(n)\) J cos{n(u — esinu)}du
2w J = 0
a0
=1+2 Z Jn(ne) cos(n),
n=1
so that .
Jn(ne) .
Ae)=A+2 A 3.2.61
u(A, e) + Z_ll p sin(n\) ( )

where J,(z) is the Bessel function of the first kind, i.e. if I'(z) represents the Gamma

function . _—
T () = - . 3.2.62
(z) mz_:l m! T'(m+n+1) \ 2 ( )

Since in our specific case n is an integer, the expression below becomes

Jo(x) = Z_jlm'(i <5> st T = (=), (3.2.63)

Fim+n)! \ 2
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and it is well known in the literature that

d

@ (@)] = 2" T (@) = T () = T (@) - 2 5(@). (3.2.64)
x x

The most important part of this result is the expansion of u in power of e that helps

us to know its behaviour in for small eccentricity:

ui= A+ eu(Ae)

2 3 (3.2.65)
= X+ esin(\) + B sin(2\) + g(— sin(A) + 3sin(3))) + O(e?)

where @ is analytics in A € T and |e| < 1.

As we have seen in [3.2.35] we have a precise relation between the true anomaly f and
the eccentric anomaly wu, so that we can express f for |e| < 1 in terms of Bessel function,
i.e. we can know its expansion in e powers

~

f:f(>‘7€) I:)\+€f(>\,€)

=X +2 Z H Y, Jal=ke) (g)"“"'] sin(kA) (3.2.66)

n=—0o

1 1
= A+ (2e — 4_163) sin(\) + 262 sin(2)\) + éeg sin(3)\) + O(e?).

The longitude ¢ is simply ¢ = 7 + f and can, therefore, be expressed as a function of
Ay, AT
From (3.2.35| we know 7 = a(1 — ecosu), such that we find

r ro(A, €)
a a (3.2.67)

2
3
=1—ecos\+ %(1 — cos2\) + ge?’(cos)\ —cos3\) + ...

where e = e(A,T) and a = a(A) := 2.

3.3 The restricted, circular, planar three-body prob-
lem viewed as nearly-integrable Hamiltonian sys-
tem

Let us go back to the system in[3.1.2. Since we shall study the planar three-body problem,
we will assume that the motion takes place on the plane hosting the Keplerian motion
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of Py and Py, i.e. the two primaries bodies. This amounts to require

0

e ), i=0,1,2. (3.3.1)

Notice that, since we are considering the restricted problem (i.e. we have set in @
my = 0), the "conservation laws" are those of the two-body system Py— P;: in particular
the total angular momentum is parallel to the us-axis (consistently with @ ) and
the center of mass (and hence the origin of the u-frame) is simply

mou'® + myu® = 0. (3.3.2)
Next, we pass, to heliocentric coordinates:
(W, 0) := uM —u®)] (2@,0) == u® — W z? e R? (3.3.3)

which transform [3.1.2 into

1)
ZL’(I) Qx— M() =My +my
[0 | 3.3.4
) o) L) 2@ _ ) (3.34)
.17(2) = —My

2@ T p0p T M@ - Op

In view of [3.3.2 the motion in the original u-coordinates is related to the motion in the
heliocentric coordinates by

NO (_ﬂxm,o)’ W0 (%me»‘))’ u® — (g;(?)—%x(l),o). (3.3.5)

The equation in |3.3.4 describes the decoupled two-body system Fy — P;, which has
been discussed in the previous section.

In the RCPTBP such motion is assumed to be circular.

It is convenient to fix the measure units for lenghts and masses so that the (fixed)
distances between the two primary bodies is one and the sum of their masses is one:

diSt(P(),Pl) =1, My :=mg+mq = 1. (336)

Notice that the period of revolution of Py and P; around their center of mass (the
"year") is, in such units, 27; the 2("-motion is simply (compare [3.2.40)

20 ) =20 (to 4+ 1) = (cos(to +1),sin(to + t)). (3.3.7)
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Even though the ststem of equations [3.3.4 is not a Hamiltonian system, the equations
in [3.3.4 taken separately are Hamiltonian: we have already seen that the first of the
two equations (the one for (1)) represent a two-body system; the second one represent
a 2%—degree—of—freedom Hamiltonian system with Hamiltonian

Hy(z®, X ¢) '—‘X(Q)P um ! + pm (x(2) 70 (t)) pum !
1 ) ) s - 0T (2 1 *Leire - 1 ~ )
2 [+ [ — Z55(0)

(z?, X®) e RM\{0} x R?, teT,
(3.3.8)

with respect to the standard symplectic form dz® A dX®); here, p > 0 is a free
parameter. To make the system [3.3.8 autonomous, we introduce a linear symplectic
variable T conjugated to time 7 = ¢:
~ | X(Q)P

1
2 x@) i _ @) . 21 —
Hl(x >X » Ty T) : 2/,L Mm0’$(2)| + T+ Hmy (.’]Z xczrc(’]—)) pm

(2P, X®) e R\{0} xR?, (r,T)€eT,

1

1 ~(1
2@ — 2).(7)]

circ

Y

(3.3.9)

Remark 3.3.1. In the limiting case of a primary body with mass m; = 0, the Hamil-
tonian H; describes a two-body system with total mass M = mgq reflecting the fact
that the asteroid mass has been set equal to zero.

If the mass m; does not vanish but it is small compared to the mass of mg, the system
[3.3.9 may be viewed as a nearly-integrable system. This is more transparent if we use,
for the integrable part, the Delaunay variables introduced in prevoius section. Recall
in particular that the symplectic transformation ¢p, mapping the Delaunay variables
to the original Cartesian variables, depends parametrically also on 4 and M and that
M is now myg. Next, we choose the free parameter i so as to make the Keplerian part
equal to % (see below) and we introduce also a perturbation parameter ¢ closely
related to the mass my of the primary body:

1 mq mq
= —7=, €= = : (3.3.10)
m§/3 m§/3 (1 —mq)?3

Now, letting
()\7 e A7 F) = (bBl (l'(2)7 X(Q))a

ép <(A,7,A,F),(7,T)) = (¢D(A,7,A,F),(7, T)>, (3.3.11)
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we find that

~ ~ A~ 1 1
Hy, .= H,o = 4+ T+e(2@. 20 (1) - ), 3.3.12
2 1 ¢D IA2 < czrc( ) |1‘(2) _ Qj‘(l) (T>| ( )

cire
where, of course, 2(?) is now a function of the new symplectic variables.

Let us now analysize more in detail the perturbing function in [3.3.12] Recalling the
definition of ¢ in[3.2.7, one sees that the angle between the rays (0,2®) and (0,2 )
isp—r.

Z2

)

Figure 3.7: Angle variables for the RCPTBP

Therefore, if we let

R (3.3.13)
we get
H 1 +T—|—e<r cos( ) ! )
- —7)—
2 A2 2 ¥ A/ 1+ 73— 2rycos(p — 7) (3.3.14)
1
=5 T T +eR(ry, 0, 7)
Recall [3.2.59| that ¢ = v + f and that f:= A + GfN()\a e). Thus
gp—r:f—i—y—Tz)\—i—v—T—i—ef(/\,e)- (3.3.15)
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Such relations suggests to make a new linear symplectic change of variables, by setting

~, |L=A ~G@=1, T=T+T
o ! ! i (3.3.16)
=\, g=v—T, T=r.
Now, recalling [3.2.67], [3.3.6 and [3.3.10| we see that
L? 1/3 12
a= 2N my L7, (3.3.17)
so that, in the new symplectic variables, it is:
—T7=f+g=f(l,e)+g=L+ +6~€76a
p f+g=1fle)+g g+ef(le) (3.3.18)

ro =ro(l,€) = m(l)/BLQ(l —ecosu(l,e)).

where, as above, e = ¢(L,G) = /1 — (G/L)%

Notice that the positions [3.3.10| and |3.3.6 define implicitly my and hence m(l)/ as a

(analytic) function of e:

2 1
mo(e) =1—e+ &> — = + ..,

R (3.3.19)
m0(€)1/3 =1- g + 562 — 563 + ...
Thus, introducing the functions
2 253
= au(L) = sz (1S4 S o= 4 )2
a as(L) :=mo(e) 3779 31

pe = p:(l,e(L,Q)) := a.(L) <1 - ecos(u(@,e)))

aﬂzcﬂ&eﬂhG»:zeuhG)Y&eﬂ“Gﬂzz{2%dﬁn< 1**%an9>—w]

1-—e 2
(3.3.20)
we get
ﬁyzﬁw&m=—£ﬁ+f—G+dy&%LG) (3.3.21)
where
F.(¢,g,e(L,G),ac(L)) := p-cos({ + g+ 0) — ! (3.3.22)

N1+ p2—=2p.cos({+g+o)
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The variable T si Cychc (this is the reason for having introduced ¢zm) and the linear
constant of motion 7' can be dropped from H3 The final form of the Hamiltonian for

the restricted, circular, planar, three-body-problem is:
1
Hrpc(gaga Lv G) = _ﬁ -G+ €F (6797 L7 G)
= HO(L7 G) + EFE(& 9, La G)a

(3.3.23)

the phase space is the two dimensional torus T? times the positive cone {0 < G < L}.
The symplectic form is the standard d¢ A dL + dg A dG.

In order to apply in some way singular KAM theory, we firstly have to check non-
degeneracy propriety of the unperturbed hamiltonian. Given a function f : R? — R,
for the rest of this work we are going to call (); the hessian matrix of f. In this way,
with a simple calculation one obtain

— a%HO(L>G) 0r0cHo(L,G) B _% 0
QHO_<5G@LH0(L,G) ZHyL,G) )\ 0 0) (3.3.24)

So this is a degenarate matrix, and we cannot use it.

Our idea is to consider the square of the initial hamiltonian, knowing that from a
dynamical point of view there is no difference.

Thanks to this result we can consider

2
H*((,9,L,G) = (¢,9,L,G) := (HO(L,G) + 8F€(£,g,L,G))

rpc

(3.3.25)
= H{ +¢ (2H0F€ + aFf)

and notice that the hessian of the unpertubed problem now is

66 2 — 5 4 6G
QHg _ (Ls + Nz L3) - {TT(Q) 2+ LS + L4 (3.3.26)

—ﬁ 2 det(Q) = (% + i—f .

So one can calculates its eigenvalues

1 5 6G 5 6G 1 2G
— - — ~ )2 _ - -
M = 3 [2 Tt gt \/(2 )2 = 24+ )] (3.3.27)

since the term 2 + L6 + Gf > 2 and thanks to the positivity of L, G is really easy to

check that the eigenvalues are both positive. So this integrable part is non degenerate
and Hj is also a strictly convex function of actions.
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Now we have to concentrate on the perturbation, checking if this function belongs to
the special class of analytic functions that we have studied in the first part of this work,
i.e. if the potential belongs to G™. In order to do this we want to know the analytic
form of this potential and its Fourier series.

The potential as written in is quite untractable. So the first approximation that
we are going to do is to neglect every term that is O(e) (motivated by the e that
multiplies the potential), so that we obtain

1
1+ p*=2pcos(l+g+o0) (3.3.28)
=Ao(l,9,e(L,G),a(L)) + Bo(l,g,e(L,G),a(L)).

Fo(l,g,e(L,G),a(L)) := pcos({ + g+ o) —

where

a(L) :=L* p(l,e(L,G),a(L)) := a(l — ecos(u)) (3.3.29)
As we have seen above, we can consider F|y as a function of /¢, g, a, e.
Now for some reasons that will become clear later, is useful to do the following sym-
plectic change of variables that maps (L, G, /¢, g) — (L,G, ¢, g) as follows

(3.3.30)

571' €—>£, L—-L=L-G
g—g:=L0+g, G—-G=0G

In this way
1

Foo (6, a(L, 6), (L, 6)) = peos(g + ) -
A/1+ p?2 —2pcos(g + o)
(3.3.31)

1

Ho o d(L,G) = TP ~G
where
a(L,G) := (L+G)?% p(l,a(L,G),e(L,G)) :=a(l —ecos(u)); o =oc(le(L,G)).

(3.3.32)
Due to the simplicity of this change of variable, for the rest of the work I will omit the
presence of ¢ calling Fyo ¢ := Fy and Hyo ¢ := H,.

3.3.1 Analytic continuation

In this section we find the analyticity radii of the perturbing function, i.e. we will find
the size of the complex neighborhood in which this function is analytic. Since our model
depends in a crucial way by the solution to the Kepler equation, fistly we will anaylize
analyticity of the eccentric anomaly, and then we will consider the complete potential.
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Proposition 3.3.1. The solution to the Kepler Equation, i.e. the Eccentric Anomaly
w: (le)eTx(0,1) = T admits an analytic complex continuation

u:Tyx{eeC:0<le|<e}—T, (3.3.33)

such that

o — arccosh (\/% (1 + #(1 +4/(Je? +1)2 - 462))) (3.3.34)

s=0— \/( Im e)2 cosh?(0) + e2sinh®(o)

and |e|* = (Ree)? + (Ime)?.

Proof. The map
W:T—>T, u—u—esinu (3.3.35)

is diffeomorphic if and only if |e| < 1 (it is an easy check studying the derivative), that
is our case. Let us now consider its analytic continuation. We will call the complex
anomaly @ = u + iu’ and complex eccentrictiy € = e + i€’

~

W:Tc—Te, @ —(=1—2sind (3.3.36)

We are interested in determining if W is an analytic diffeomorphism (at least locally),

in every point of a set T x (—u/ . u/ ). Hence, we want to determine the singular

max’? max

points of W. Consider the function (Re W, Im VNV) . (Re@, Im%) — (Rel, Im 0), it
has the same singular points as V. This function is defined by the formulas

{ ReW = (= u — esin(u) cosh(u') + €’ cos(u) sinh(u’) (3.3.37)

ImW =0 =u —¢ sin(u) cosh(u') — e cos(u) sinh(u)

The derivative is W/(&) = 1 — &cos(%) so that there is a singular point if and only if

Re (€cos(u)) =1 (3.3.38)
Im (€cos(u)) = 0. o
In the real variables it gives
esinusinh v’ = e’ coswu cosh v’ (3.3.39)
ecosucoshu' + € sinusinhu’ = 1. o
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The first case that one has to take into account is when the eccentricity is real, i.e. €/ =
0. In this case, if 0 < |e| < 1 there exists two singular points (u, u") = (0, + arccosh(1/e))
for e > 0 and respectively (m, + arccosh(1/e)) for e < 0. Now, let us concentrate to the
complex case, i.e. ¢ # 0. For the sake of simplicity, we consider that e > 0. Assume
u € [0,27],¢" > 0,4 > 0 (by symmetry of the equations, the study of this case is
enough to compute the other case) the first equation gives

e*(1 — cos?(u)) sinh?(u') = (¢’)? cos?(u) cosh?(u'). (3.3.40)
such that o
COS(U> = \/ 2 her(ln/l)lE?g . h2( /)
bl (3.3.41)

sin(u) = 7

€2 cosh? (u')+e2 sinh? (/)
Notice that there exists two solutions (obtained by adding 7 to the first solution) of
the first equation in T. The second equation can now be written as

e? cosh(u') sinh(u') + € cosh(u') sinh(u') = \/6/2 cosh?(w/) + e2sinh?(w/)  (3.3.42)

Let |e|> = €? + €? > 0, squaring this equation and using hyperbolic trigonometry
identities, we obtain a unique possible values of v’ that is

o=:u =0 =arccosh (\/% (1 + @(1 +4/(le]? +1)2 - 462)>>. (3.3.43)

Now, for ¢ < o consider

WU, =T x (—t,t) — g(U)
(u,u') = (u — esin(u) cosh(u’) + €' cos(u) sinh(u'), (3.3.44)
u' — ¢ sin(u) cosh(u’) — e cos(u) sinh(u'))
we want to find s =: £ _ such that ¢g~! is a analytic diffeomorphism on the set
Tx (—s,s) and its image is contained in the set U,. It is therefore enough to concentrate
on the minimum of ¢ when u varies. Besides, we show that this value is maximum for
o=:u which means that the maximum value s =: ¢/ on which there exists a

max? max
diffeomorphism is as well a singular point of Kepler’s equation. Indeed, we have

0" =u' — ¢e'sin(u) cosh(u') — e cos(u) sinh(u'), (3.3.45)

and for v’ = u] . =: o, the location of a minimum of this function is a point for which
u and u’ goes to zero at the same time. Therefore, the width ¢/ = =: s corresponds to

the minimal value of ¢’ such that the inverse map has a singular point.
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Now, equations in |3.3.41 was giving:

o esinh(u’)
COS(U) == \/6,2 COSh/Q(u,)+e/2 sinh?(u’) (3_3.46)
Sin(u) — 4 e’ cosh(u’)

\/6'2 cosh? (w/)+e2 sinh?(v/)

injecting in the equation of ¢, it gives

U =u7F \/6'2 cosh?(u/) + eZsinh*(v/). (3.3.47)

For \/ 2 cosh?(u/) + e2sinh®(v/) > 0 the minimum of the right term is ¢ = u' —

\/ e’2 cosh®(u') + e2sinh?(u’). As said before, this value is maximal in the set v/ € [0, 7]
when v =, =: 0.

The width s is hence given by the formula

si=0 ~=0— \/@’2 cosh?(0) + e2sinh?(). (3.3.48)
Notice that for small values of e, €’ (that is our case) this value is positive. O

Proposition 3.3.2. Consider the perturbing function in|3.3.31

1
N1+ p2—2pcos(g+ o)

Fo(l,g,a,e) = pcos(g+ o) — (3.3.49)

This function admits a complex continuation that is analytical in {{ € T} x {g €
Tsl x{eeC:0<|e] <ep} x{aeC:0 < |a| <ag} where

( 2“ )
arCCOSh

s=0— \/( Im e)2 cosh?(0) + e2sinh?(o)

s

and

o = arccosh (\/% (1 + #(1 +4/(le2 +1)2 - 462))). (3.3.51)

Proof. Studying the perturbing function for ¢ = 0, we have singularities for

1+ a?
2a

cosg = (3.3.52)
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solving for g = g + ig’ we finds

2a (3.3.53)

Re (cosg) = % = cosgcoshg' = 1ta?
Im (cosg) =0 = singsinhg = 0.

In this way, as we have done in the above proposition, we can find the value

1+ a?
B =g .. = arccosh ( ) (3.3.54)
2a

For the width s, our perturbing function depends on ¢ via the eccentric anomaly u, so
it is a analytic composition of that function, and that is why the analyticity width is
the same as the eccentric anomaly. O

3.3.2 Expansion of the perturbing function

ESince our conditions on potential regard mainly its Fourier coefficients, in this section
we want to obtain the Fourier expansion of the perturbing function. There is a standard
and simpler way of doing that, and it is based on the well-known Laguerre polynomials
expressed in terms of the Hansen coefficients.

In order to do this, we have start considering the hamiltonian in before using
the Delaunay variables, with perturbing function

1
A/ 1+ 73 —2rycos(p — 7)
where the expression for ry is shown in [3.2.67, while in Delaunay variables ¢ — 7 =
g+l+ale).
For this kind of function that arises from gravitational force in 1782 Legendre finds an

useful expansion on some polynomials (then extended by Laplace) such that they can
be expressed by the generating formula

R(ry,,7) = rycos(p — 7) — (3.3.55)

1
N1+ 22 =22
or equivalently by the differential equation (which we are most often used to)
d d
—la-e)
dg dg

= i 2"P,(§); (in our case £ = cos(p —T),z = 13) (3.3.56)
n=0

Pa()1(6) = n(n + 1) P(E). (3.3.57)

T want to thank Giacomo Longaroni for the useful discussions about this expansion.
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These Legendre polynomials that we have called P, can be expressed as

[n/2]

Z il (3.3.58)

where the notation [n/2] represent the largest integer less than or equal to n/2 (namely,
the floor of n/2) and
(—1)* (2n — 2k)!
Pk = o Tl — k) — 2k)!
For instance, the explicit expression of the first few Legendre polynomials when the
argument ¢ is equal to cos(¢ — 7) (as the form of the RCPTBP perturbing function
suggests) are

(3.3.59)

Py(cos(p — 1)) = 1; Pi(cos(p — 7)) = cos(p — )
1 3
Py(cos(p — 7)) = Z 7 608 2(p—1)
3 )
P3(cos(p — 7)) = 3 c0 os(p —7) + g cos 3(p—1) (3.3.60)
9 5 35
P 1) = 2 4 Zcos2(p — 1) + 22 cosd(p —
1(cos(p — 7)) ol + 16 08 (p—7)+ e (p—1)
54 35 63
Ps(cos(p — 7)) = ol cos(p —7) + Tog ¢ 3p—71)+ Tog ¢ 5(¢ — 7).
In this way one can obtain an expasion
w .
R(ra,0,7) = r9cos(p — 7) — Py(cos(ip — 7)) — ro Pr(cos(p Z (cos(¢p — 7))r3

Jj=2

= —(1+ ), Pilcos(p = 1))

(3.3.61)

In order to obtain some better expansion, one can do a classical computation (see
[75],[73]) that is for all ro € [0,1)

(1475 — 2rycos(yp — 7'))’1/2 = (1 —ryoexp (—i(p — 7')))_1/2(1 — ryexp(—i(p — 7')))_1/2

=3\ (2p)!(2q)! IE sexp(i(p — @) (¢ — 7)) 15"

272 (P2

(3.3.62)
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and, with n = p + ¢, and after changing ¢ to n — g,

Z (Z 22 (g 2(?n__2q>,) exp(i(2g —n)(p — T))) ry. (3.3.63)

q)!)?

Thus, comparing two expression above with [3.3.56] for 0 < ¢ < n we have

n n '(2n 2
P, (cos( Z qneXp (2g—n)(o— T)) 1222;1( ))g((n q))!)

exp(i(2¢—n)(p—7))

(3.3.64)
such that the perturbing function becomes
o0 n n
T2 >~ .
R=-1- <—) ( Fonexp(i(2¢ —n)(p —T )a"
2 . Z an e (i(2g —n)(p = 7))
o n RN (3.3.65)
=-1— Z Z Fun exp(z'(Zq —n)(p — 7')) a” Fan = Fyn (—) ,

n=2q=0 a

using Delaunay variables in |3.3.15| we write ¢ — 7 = f + g and the above expression
becomes

Fo=-1- Z z": Fanexp(i(2g — n) f) exp(i(2¢ — n)g) a” (3.3.66)

n=2q=0

where Fj is the name given to the perturbing function R when is composited with ggl;i
as shown in [3.3.16] Now the crucial point is that the coefficients F,,, can be expressed
in terms of Delaunay variables (¢, g, a(L),e(L,G)) via the Hansen coefficients X, (e)
defined for n, m € Z such that

+00

(2) exp(imf) = Y Xp(e) exp(ike). (3.3.67)

a
k=—00

In the next section we will review some key features and proprieties of these coefficients.
Thus we have

+
8

F=-1- Fun X2 (e) exp (i[(2¢ — n)g + k(]) a”

M8
=

_ - Z_; i k; Fupn X2 (¢) exp(i(rg + k0)) a” (3.3.68)
o Ao (rEn)(n—r)! n Y et (i
T4 A 2 ey el T kO)e
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where Y indicates that the sum is over every term between —n and n separated by 2,

Le.r=2j with j = -3, ..., 5.

Thanks to the parity of the perturbing function, we just know that

0 n +00
/ r+n)l(n—r)! -
Fy(a,e, l,g) = —1 — Z Z Z 22n(((r+n))')(2<( )) 1B 5 X" (e)a” cos(rg + kl)
n=2r=—n k=—o0 2 7/
©w n/2 +0o0
(2p + n)!(n — 2p)! 2
=—-1- — — X (e)a™ cos(2pg + kb)
2L 2 G-
(3.3.69)
and applying the change of variables 7/ = n + r; m’ = n — r such that j/,m’ =

0,2,4,6...,+ (they count only the even number ) and j' + m' = 2n > 4, one can

obtain (keeplng in mind that r = £=™ and n = 2 gm )

./!m,! i'4m! ' —m/ Tm! o m/
S X, 2 (e)a]+2 cos (‘7 5 g—I—M)

0
FO(a7€7£79) =—1- Z

o ke 2 ()Y

(3.3.70)

that with a rescalation j' = 25, m’ = 2m becomes

Fo(a,e, l,g) Z Z 4]+m m') X]+m7j_m(e)aj+m cos ((] —m)g+ k;é)

7,m=0 k=—0o0
J+m=2

(3.3.71)
A crucial propriety that we will understand in the section dedicated to Hansen coeffi-
cients is that X" = X" ™.
So in general we have reached our expansion in Fourier coefficients such that

oo]

Fo(a,el.g) = —=1— > > fimala,e)cos(kl + (j —m)g);

7,m=0 k=—0o0
J+m=2

fimp(a,e) = fm X" (e)a ™

_2))lem)
B (jE(ml)?

(3.3.72)

XJ+mJ m(e)ajer

where Fj is the name given to the perturbing function R when is composited with ggl;i

as shown in [3.3.16]
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From [3.3.69] fixing (r,k) in N x Z one can obtain the expression for the Fourier
coefficient of the perturbing function

'gn_f)' X (e)a” (3.3.73)

Remark 3.3.2. Thanks to analytical proprieties of this function, one can compute the
above coefficients also with its taylor coefficients for |e|, |a| < 1 near (e,a) = (0,0), i.e

Fo(a, e, l,g) 2 fnm(a,e)cos(nl +mg) = Z Fﬁk(f,g)ejak (3.3.74)

n,m=0 7,k=0
where F, represent the coefficients of the Taylor series of Fp.

Thanks to [54] we can use the following expansion for Hansen coefficients (for k = m+s)
ifs=k-—m=>=>0

- () IESC )= E ()

7=0p=0 p q=0
5 2—-—n+s—p—q—2 2—-n+s—p—q-—1 e\
t—j t—j 2

where binomial coefficient (_p“) where © > 0 must be computed as being equal to

(3.3.75)

(—1)? (’”ﬁ_l), p being always positive.

If s = k—m < 0, one can use the fact that X;"™ = X™ ™ to calculate X\",(e) =
XM (e) using the formula in|3.3.75| In this way it is easy to see that, for s = k—m > 0,

the leading term is for ¢ = 0, i.e. it is €™, and the same holds for —s = m — k > 0
with the right change of sign, namely that the leading term is e™~%.

So thanks to this formula, it is clear that X;"™(e) = o(el*=™!), i.e. using [3.3.73] that
fri(a,e) =t el ar [1+ O(e*;a)] (3.3.76)

and so for e, a small enough the form of the coefficient ¢, is crucial. From expansions

13.3.73 we also know that
2(2r)!

tg = — Pt
* T ()2

where [X;"] indicates the coefficient that multiplies the term e/l in the e-power
expansion of the Hansen coeflicient.

(X7 (3.3.77)
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As we can see from [3.3.75], in the series expansion of the Hansen coefficient, the eccen-
tricity has a power expressed by s + 2t, so in order to evaluate the coefficient of the
leading term (e*~"1), we have to look at the term with

s+2t=|k—r|

so it is clear that we have to distinguish between two cases:

Case r — k < 0: for our intent, w.r.t.[3.3.75| we set n = m = r and s = k —r, and if we
want the term ¢, we need s+ 2t = |k —r| that means, forr <k, k—r+2t=k—r =
t=0.

[Xy]:(;wacﬁgl)gf(k—i—q>§<1Vt%%_21;q_2)_(k—2:;q—1

q=0

(3.3.78)

so that the first binomial coefficient that involves ¢ is different from zero only if ¢ = k—r
or ¢ = k—r —1 and such that

rr (_1)k—r kk—r k— k.k:—r k—r E— kk—r kE—r
X = )k = 1
%] ok—r [(k—r)!( ) (k—r)! k (=] 2k—r(k;—r)![ k ]
__ L e
2=k (k —r)l
(3.3.79)
Finally for this case (k > r) we have obtained
2r)! KT
t = — (2rt _r . (3.3.80)

2rtk=1(rN)2 k (k —r)!

Case r — k > 0: Now, setting always s = k — r, in order to control only the dominant
term, we have to ask that s + 2t = |k —r| = r — k namely that ¢ = r — k. So from

[3.3.75] we have

=) (S DS (o

j=0p=0 q=0

o F—P—a-2 —k—p—q—1
r—k—j r—k—j '
We start analyzing the sum in ¢; in order to make the binomial coefficient different

from zero, one finds the condition k —r + 7 > 0, i.e. j = r — k, but since the index j
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goes from 0 to r — k, the only possible contribution is from j = r — k, and so ¢ = 0. In
this way the expression becomes

[Xp7] = (-1 (%){Z G- Ch )l
ST

(3.3.82)

Notice that this sum has contributes different from zero until 2r +1 > r — k — p, i.e.
p=—(r+k+1). Soif r+k+ 1 < 0 the contributions different from zero start from
p=—(r+k+1).

So finally we have found the following

N 2r+1 \ &P
_ k—r+1
= (e ) Z ( o p) = (3.3.83)
So finally
frar(a,e) =t e am [1 4+ O(e*a)] (3.3.84)
with .
(21”)' rkf—"T lf k'

Tr k1N 2 k (k—r)!

tr,k = _ .
(_1)k T+1237‘ ICQTQ'TI 2 Z (rzrl;“'_lp) lf r > k

(3.3.85)

Where & = r the expressions are completely equivalent, and obviously when £ = 0
all terms of the sum are null except the one with p = 0 when we use the convention
0 = 1.

3.4 On the Hansen Coefficients

In this section we are going to review the standard theory about Hansen coefficients
used in the expansion of the RCPTBP perturbing function.

Hansen coefficient(Cefola [59]) is an important class of functions which frequently occur
in many branches of Celestial Mechanics such as planetary theory (Newcomb [66]) and
artificial satellite motion (Allan[53]; Hughes[62]). Moreover , there are extensive forms
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of Hansen like expansions (Klioner et. al. [64] ; Sharaf [69], [70]) which play important
roles in the expansion theories of elliptic motion.

As we have seen in the expansion of the RCPTBP perturbing function, Giacalia ([60])
noted that Hansen’s coefficients appears in satellite theory in expression of the disturb-
ing function due to the primary and due to the presence of a third body and they are
usually called Eccentricity Functions. He derived recurrence relation for these functions
and their derivatives, as they appear in the evaluation of geopotential and third body
perturbations of an artificial satellite.

Also in [61], he proved Hansen’s coefficients for Fourier series in terms of the mean
anomaly correspond to a rotation of the orbital plane proportional to the eccentricity
of the orbit. They are given in terms of Bessel functions and generalized associated
Legendre functions which arise through the transformation of spherical harmonics un-
der rotation. In [63], Hughes computed tables of analytical expressions for the Hansen
coefficients X™*™(e) and X, """ (¢) when 1 <n < 30 and 0 < m < n.

In [56], Branham derived a recursive calculation of Hansen coeflicients which are used
in expansions of elliptic motion by three methods: Tisserand’s method, Von Zeipel-
Andoyer method with explicit representation of the polynomials required to compute
the Hansen coefficients and von Zeipel-Andoyer method with the value of the polyno-
mials calculated recursively. Vakhidov ([72]) studied in detail efficient approximations
of Hansen coefficients using polynomials in terms of the eccentricity.

He and Zhang ([65]) used Hansen coefficients to compute general perturbations of the
asteroids of Flora group due to Jupiter. Breiter et.al ([57]) show that most of the
theory of Hansen coefficients remains valid for ij , when ~ is a real number, also, the
generalized coefficients can be applied in a variety of perturbed problems that involve
some drag effects.

Sadov ([68]) deals analytically with the properties of Hansen’s coefficients in the theory
of elliptic motion considered as functions of the parameter n = 1/1 — e? where ¢ is the
eccentricity.

We are going to use this coefficients only to study some behaviours of the Fourier
coefficients of the disturbing functions, but in order to do this, we firstly recollect some
crucial proprieties of these coeflicients.
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3.4.1 Computation of X" and Xo—(n+1),m

As we have seen before in [3.3.67| the general Hansen coefficient X" (e) is a function
of the orbital eccentricity and is defined bu the generating function

r n ] +00 '
<—> eml — Z X7 (e) e (3.4.1)

a
k=—00

where n, m and k are integers which may be positive or negative, r the radius vector,
a the semi-major axis, e the orbital eccentricity, f the true anomaly and ¢ the mean
anomaly. The individual coefficients being given by the integral

1 21 n
X" (e) = %L (2) cos(mf — kl)dC. (3.4.2)
that shows easily that X" = X",

A number of authors have given extensive table of these coefficients, the most important
are by Cayley (1861) and Newcomb (1895) and Cherniack (1972) but they are quite
tedious and time consuming. We prefer following the expansion by Hughes [63] starting

by compute X and Xy "™ for 1 <n <30 and 0 < m < n.

If we put k = 0, then the integrals [3.4.2 for X"™ and X, "™ become

1 2 r n 7( +1) 1 27 a TL+1
X = o ), <a> cos(mf)dl, X, = %Jo (;) cos(m f)dC.
(3.4.3)

On putting m = —m into [3.4.3 it is obvious that X™ = X™™ and X, "™ =

Xy (nH)’_m, therefore it is only necessary to obtain relations for positive m. If the

integrals [3.4.3 are evalueted (see for example [Kozai,1973])
e\"m+m+1 m—n—1m-n
Xpm = - = F 1;e?
e (8) () )

m [(n—m—1)/2] .
x-(thm _ € 1 Z l n—1 2j+m 62j
0 2) (1—e)@n-D2 2 20 \2j +m j ’

7=0

where F'( ) is the standard hypergeometric function and [ | denotes the nearest lowest
integer. From these equations, replacing the hypergeometric functional expressions, one

157



can obtain the recursive formulae (see [Cefola and Broucke,1975]) for X,

2n+3) pm M+1—m)(n+1+m)

Xn+1,m — _ 1 _ 2 X'n—l,m
0 (n+2) ° TS R
. 1 ) (3.4.5)
n,m n,m— n,m
GXO = m(@(n +m + 1)X0 + QmXO ),
the corresponding recoursive relations for X, (DM are
—(n+3),m (n+1) —(n+2),m —(n+1),m
(n—m+1)(n—m—1)X0( Tm (1_62)[(2n+1)X0( *2) —nXO( b ]
1
X—(n+1),m _ 9 V1 — 2X—(n+l),(m+1)
0 (n —m— 1) [ (m + ) € 0 +

+(n+m+ 1)eX(1— e?)¥2x, M mi),
(3.4.6)

The tables of some of the Hansen coefficients X" for 1 <n <30 and 0 < m < n are
now given (taken by [73])
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Figure 3.8: Explicit formulae for some of the Hansen coefficients
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3.4.2 Computation of X;"" and Xk_(nﬂ)’m when k # 0.

n+1),m

If & # 0 then the computation of X" and X, ( presents some difficulty in that
the analytical expressions for such coefficients do not terminate, consequently the series
have to be truncated at some particular order in the eccentricity.

Since most planets and satellites both natural and artificial have small or moderate
eccentricities (0 < e < 0.1), a series expansion in the eccentricity is usually fine.

X =Y Xpmes (3.4.7)
q

The coefficients X ,? ’;n with shifted indices are known as Newcomb’s operators defined
as follows

A~

X;L,g'n = X&Tp—o’,p—i—o’ (348)
in such a way that the expansion in [3.4.7 becomes the well-known
Xpm= Y Xpmerte (3.4.9)
p—o=k+m

For o = 0, knowing that Xyp" = 1 and X|j" = (m — %), the recursive relations are
easily founded

4pX )" = 2(2m — n) X5+ (m —n) X750, (3.4.10)

while for o # 0 the relation

Ao X = —202m +n) X, — (m+n) X0 — (p— 50 + 4+ dm + n) X7+

p,o—1 p,0—2
+ 2(p—0+m)2(—1)]< / )Xpij,a—j
i>2 J

(3.4.11)

is used. From the above relations we notice that X" = 0 whenever p or o is negative,
and that
Xy =Xy " ito>p. (3.4.12)

As we can see, when k # 0 the recursive relations are more more complicate than the
ones for £k = 0. Indeed in a computational way, the more rapide mode to calculate
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these Hansen coeflicients with &k # 0 is using the Bessel function as is shown in [74]. In
particular we will use the following expansion, known as Wnuk’s method:

0
Xpm =(1+ )00 Y B e),
t=—00

ax;m 2
2(1 — €?) d]; =— ?mX,?’m — (n+m)eX;"™ +

(2n 4 4m) X" — (n 4+ m)eX" 2,

where
- e
e
(—pp-tm 3 (e ) (B, (k—t—m = 0), (3.4.14)
EZ’_T - t—k+m SO:OO n+m-+1 n—m+1\ 22s
(=6) sgo (t—k+m+s)( s )ﬂ , (k—t=m<0),

and J;(ke) is the Bessel function of ke, for which the following relation holds (for ¢t < 0
or ke < 0)
J_i(ke) = Ji(—ke) = (—1)"Jy(ke).

3.5 Checking the Singular KAM condition for the
perturbing function

E] The new expansion of the Fourier coefficient of the perturbing function of RCP3BP
developed on the previous section allow us to check the Singular KAM condition, i.e.
to check thar for high Fourier modes, exists a 0 such that

|fri(a,e)| =8 eI HP, (3.5.1)

where s and 3 are the analyticity strips of the disturbing function w.r.t. the two angles
l,g.

To be more precise, we are neglecting the polynomial part on that condition because
it is present only to adjust the measure of the set G (to be 1). In fact, the polynomial
term, for high Fourier modes is negligible w.r.t. the exponential term.

2Regarding this section, I would like to warmly thank Prof. Corrado Falcolini for his invaluable
help.
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If there is presence of zeros on f; x(a, €) for high Fourier modes, the condition (3.5.1) will
be certainly false. So our request implies (as a necessary but not sufficient condition)
the absence of zeros on the analytic function f, x(a,e).

In order to study the zeros of this coefficient, is useful to do some numerical work so
that we can computer explicitly the Coefficients. If one uses the expansion in [21] with
the Legendre polynomials, this numerical work will be not very precise and very long
to do. The expansion in Hansen coefficient makes it more reliable and so much faster
(moving from computations that take hours to a few minutes), since they are obtained
from iterative and quite simple relations.

To make this clear, we show some Fourier coefficients computed using Mathematica,
keeping in mind the following notation used in the previous section:

F(l,g,a,e) = Z Z frr(a,e)cos(rg + kl);

reN keZ

fre(a,e) =t elm=H g [1 + O(e?; a)] =tk el =Hl g [1 + Zi(a, e)].

Since our expansion allows us to compute coefficients at very high modes with arbitrary
precision, we will not show coefficients related to small modes (which are really easy
to compute), but only those with really high Fourier modes that do not appear in the
literature.

We want to stress that every coefficient shown in the following pages is computed in
not more than 10 seconds. In the following figures one can see a list that represents

{r k, trg,r|r — k|, Zri(a,e)}.

The truncation has been chosen so as not to make the figures too large but can be
increased without changing the computation time too much.
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Figure 3.9: r = 85,k = 90.
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Figure 3.10: r = 117,k = 112.
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Figure 3.11: r = 207, k = 215.
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Figure 3.12: r = 503, k = 507.
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Figure 3.13: r = 810, k = 813.
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Figure 3.14: r = 999, k = 937.

Now that we have this power of computation, we can directly check wheter the consid-
ered coefficients have zeros, i.e. we want to find whether there exists (a,e) € (0,1)x(0,1)
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such that
Frrla,e) = —1.

In order to do this, we have represented this zeros as implicit function e(a) such that
Frr(a,e(a)) —1 = 0. The complete result is in the following figure.
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Figure 3.15: Zeros of fi .(a,e) for some r, k truncated to 8" order. In red some planets
value of (e, a).

The figure gives us rather negative results. There are a lot of Zeros, and if one increases
the value of the modes one finds that the zeros accumulate more and more towards the
origin. This tells us that it is not possible to find a region of space (a, e) in which one
is uniformly far from zeros of the Fourier coefficients.

So, one must change the approach and try something different. The idea suggested
by S. Barbieri in his [15] is that it is normal that a smooth function in general has
zeros, but it is more complicated that the sum of several smooth functions has zeros
(because there must be coincident zeros). For this reason we check if there are zeros
in f.r(a,e) + faon(a,e), orin f.x(a,e) + fsr3k(a,e). This condition, for S. Barbieri,
should be sufficient to apply Singular KAM Theory. In the following figures we show
our result.
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Figure 3.16: Zeros of fy,(a,e) + forar(a,e) truncated to 10" order. .
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Figure 3.17: Zeros of fy.(a,e) + fars-(a,e) truncated to 10" order.

A question that appear naturally looking at this figures is if these behaviours
change by modifying the order of truncations. So we have done the same drawings
changing the order, but the result is that from a certain order onwards, the figures
remain stable.
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Figure 3.18: How the "double zeros" changes under the modification of truncation order
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Figure 3.19: How the "double zeros" changes under the modification of truncation order
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Figure 3.20: Some "double" intersection point at order 30.
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Fortunately we have enough numerical power to be able to consider coefficients with
valid truncation order, i.e. to represent the real behaviour of the functions. After noting
the presence of a great number of double zeros, we try to draw "triple zeros".

{9.29,39} {9-21,2g-41,3g-6 {g9-1,29-21,3g-3]] {2g-1,49-21,69-3. {,.21,31}

1 1 3 1 1
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1 ; 1 1 1 1 =
/ ] I

F
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0 a 1 0 a 1 0 a 1 0 a 1 0 a 1
{g+31,29+61/,3g+9, 2g+31,49+6/,69+9 {g+41,2g+81,3g+12 39g+4/,6g+81,9g+1. 'g+5/,4g+10/,6g+1
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e ( e————— e e e

0 a 1 0 a 1 0 a 1 0 a 1 0 a 1

Figure 3.21: Zeros of fi,(a,€) + foror(a,€) + farar(a,e) truncated to 10 order.

Now this truncation is not enough because with f3; 3, the modes become really huge and
if one wants to have some real behaviour of that function, one has to deeply increase the
truncation order. Finally, we can say that these numerical results are very negative. The
condition on the potential necessary to use Singular KAM theory seems inapplicable
to RCP3BP because of the continued presence of zeros in the Fourier coefficient. In
particular, these zeros seem to accumulate toward the origin by increasing the value
of the Fourier modes, so there does not seem to be a rectangle in the (a,e) space in
which one can apply this theory. The only hope left concerns the summation of three
multiple Fourier modes, but that seems a pretty complicated plan.
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A quantitative version of the Implicit
Function Theorem

Theorem 3.5.1 (Implicit Function Theorem). Setting B"(yo, ') := {y € C" : |[y—yo| <
'}, let
F:(y,x) € B*(yo,r) x B" (0, s) = C""" +— F(y,x) € C"

be a continuous function with continuous Jacobian matriz 0,F ; assume that 0, F (yo, xo)
is invertible and denote by T its inverse. Assume also that

1
s =T < 5
Yo,r) X Zo,S
|F< )| _ r (3.5.2)
sup Yo, T)| < a0
B(xo,s) 2HTH

Then, all solutions (y,x) € B(yo, ) x B(xg,s) of F(y,x) =0 are given by the graph of
a unique continuous function g : B(xo, s) — B(yo,T) satisfying, in particular

sup [g] < 2[|T[| sup [F(yo,z)]- (3.5.3)

B(xo,s B(xo,s

Moreover, if F' is real-analytic, then so is g on its domain.

This version of Implicit Function Theorem is taken from Appendix A of [22] with some
different notations.

Proof. Let X = C(B™(x¢,s),B"(yo,7)) be the closed ball of continuous function from
B™(xo, s) to B"(yg,r) w.r.t. the sup-norm || - || (X is a nonempty metric space with
distance d(u,v) := ||u — v||) and denote ®(y;x) :=y — TF(y, x).

Then, u — ®(u) := ®(u,-) maps C(B"(zo, s)) into C(C™) and, since

0y® =1, —TF,(y,z),
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from the first relation in (3.5.2), it follows that is a contraction.
Furthermore, for any u € C(B™(x, s), B"(yo,7)),

1
() = yol < [P(u) = (y0)| +|2(y0) — ol < 5l = olleo + [IT1] [|£ (o, 2)]|eo
r
=r
2||T]

1
<r+||T
el

showing that ® : X — X. Thus, by Contraction lemma H there is a unique g € X such
that ®(g) = g, with is equivalent to F(g,xz) =0 Vz.

If F(yp,z1) = 0 for some (y1, 1) € B(yo, ) x B(xg, s), it follows that

ly1 — g(x1)| = [®(y1;71) — Pg(21),21) < alyr — g(z1)]

which implies that y; = g(z1) and that all solutions of F' = 0 in B(yo,7) x B(zo, s)
coincide with the graph of g.

Finally, (3.5.3) follows by observing that

1
19=30llee = [12(9)=40lloc < [|2(9)=L(y0)lloo+ 1L (o) ~Holloc < Fllg=Yolloo [T [[£ (3o, )l

finishing the proof. [

Remark 3.5.1. (i) If F is periodic in x or/and real on reals, then (by uniqueness) so
is g.

(ii) If F' is analytic, then so is g (Weierstrass theorem, since ¢ is attained as uniform
limit of analytic functions).

3Given a non-empty complete metric space (X, d) with a contraction mapping T : X — X (i.e.
there exists k € [0, 1) such that d(T'(z), T (y)) < kd(z,y)), then Contration lemma states that 7' admits
a unique fixed-point z* € X.
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