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Preface

A classical generalization of the Fundamental Theorem of Arithmetic states that
an integral domain is a principal ideal domain if and only if each of its proper
ideals can be factored as a finite product of principal prime ideals. If the “principal”
restriction is removed, one has a characterization of (nontrivial) Dedekind domains.
The purpose of this work is to study other types of ideal factorization. Most that we
consider involve writing certain types of ideals in the form J ˘ , where J is an ideal
of some special type and ˘ is a (finite) product of prime ideals. For example, we say
that a domain has weak factorization if each nondivisorial ideal can be factored as
above with J the divisorial closure of the ideal and ˘ a product of maximal ideals.
In a different direction, we say that a domain has pseudo-Dedekind factorization if
each nonzero, noninvertible ideal can be factored as above with J invertible and ˘ a
product of pairwise comaximal prime ideals. In each of these cases, if the domain in
question is integrally closed, then it must be a Prüfer domain. While this implies, as
is often the case in multiplicative ideal theory, that Prüfer domains play an important
role in our study, we do provide non-integrally closed examples for each of these
types of ideal factorization. On the other hand, we also consider domains in which
each proper ideal can be factored as a product of radical ideals, and such domains
must be almost Dedekind (hence Prüfer) domains.

This volume provides a wide-ranging survey of results on various important types
of ideal factorization actively investigated by several authors in recent years, often
with new or simplified proofs; it also includes many new results. It is our hope that
the material contained herein will be useful to researchers and graduate students
interested in commutative algebra with an emphasis on the multiplicative theory of
ideals.

During the preparation of this work, Marco Fontana was partially supported by
a Grant MIUR-PRIN (Ministero dell’Istruzione, dell’Università e della Ricerca,
Progetti di Ricerca di Interesse Nazionale), and Evan Houston and Thomas G. Lucas
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were supported by a visiting grant from GNSAGA of INdAM (Istituto Nazionale di
Alta Matematica).

Rome, Italy Marco Fontana
Charlotte, North Carolina Evan Houston
May 2012 Thomas G. Lucas
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Chapter 1
Introduction

Abstract In this introductory chapter we introduce several variations on factoring
ideals into finite products of prime ideals. For example, a domain has radical
factorization if each ideal can be factored as a finite product of radical ideals. Such
domains are also known as SP-domains. A domain has weak factorization if each
nonzero nondivisorial ideal can be factored as the product of its divisorial closure
and a finite product of maximal ideals. If one can always have such a factorization
where the maximal ideals are distinct, then the domain has strong factorization.
Finally, a domain has pseudo-Dedekind factorization if each nonzero noninvertible
ideal can be factored as the product of an invertible ideal and a finite product of
pairwise comaximal prime ideals with at least one prime in the product. In addition,
if each invertible ideal has such a factorization, then the domain has strong pseudo-
Dedekind factorization.

The property that every proper ideal of an integral domain can be written uniquely
as a product of prime ideals can be taken as a definition of a Dedekind domain,
which is classically defined via E. Noether’s Axioms ([54, Theorems 96 and 97]
or [34, Theorems 37.1 and 37.8]). More precisely, a classical theorem by Noether
in 1927 [66] shows that an integral domain is Dedekind if and only if every
proper ideal is uniquely a product of maximal ideals. In 1940, K. Kubo [55]
proved that, if every proper ideal can be factored uniquely as a product of prime
(but—a priori—not necessarily maximal) ideals, then the integral domain is still
Dedekind. A few years later, K. Matsusita in 1944 [62] showed that, in the previous
characterization theorems of Dedekind domains, the assumption of uniqueness can
be omitted. This result was implicitly contained in a paper by S. Mori in 1940 [64].
Mori considered factorization properties in rings with zero divisors. He defined a
ring to be a general ZPI-ring (or, a general Zerlegung Primideale ring) if every
proper ideal can be expressed as a product of prime ideals. A ZPI-ring is a general
ZPI-ring in which every proper ideal can be uniquely expressed as a product of
prime ideals.

M. Fontana et al., Factoring Ideals in Integral Domains, Lecture Notes of the Unione
Matematica Italiana 14, DOI 10.1007/978-3-642-31712-5 1,
© Springer-Verlag Berlin Heidelberg 2013
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2 1 Introduction

In 1964, H.S. Butts gave a rather different characterization of Dedekind domains.
He declared a proper ideal I of a domain R to be unfactorable if whenever I D AB

for ideals A and B , then at least one of A and B equals R (and the other equals I ).
Using this notion, he showed that R is a Dedekind domain if and only if
each nonzero factorable ideal can be expressed uniquely as a finite product of
unfactorable ideals [12, Theorem].

Essentially, all of the factorizations we will consider are variations and
generalizations on factoring each ideal as a finite product of prime ideals. The
first variation we will consider for factoring ideals is to simply replace the prime
factors with radical ones. We say that an ideal I has a radical factorization if there
are finitely many radical ideals J1; J2; : : : ; Jn such that I D J1J2 � � � Jn. In a 1978
paper, N. Vaughan and R. Yeagy [75] studied the rings for which every proper
ideal has a radical factorization. They referred to such a ring as an SP-ring, for a
more descriptive name we will also say that such a ring has radical factorization.
One of their main results is that a domain with radical factorization is an almost
Dedekind domain [75, Theorem 2.4]. An example in [14] shows that there are
almost Dedekind domains that do not have radical factorization. The first complete
characterization of SP-domains is due to B. Olberding [69, Theorem 2.1].

For a different approach, we can first put a restriction on the type of ideal that
we wish to factor, and then ask that these ideals have some “nice” factorization
property. For example, a generalized Dedekind domain is a Prüfer domain R

such that PRP is principal for each nonzero prime ideal P and each nonzero
prime is the radical of a finitely generated ideal (see Sect. 3.3 for the original
definition of generalized Dedekind domains). In terms of factorization properties,
a Prüfer domain R is a generalized Dedekind domain if and only if the set of
divisorial proper ideals consists of the ideals that can be factored as the product
of an invertible ideal (which may be R) and a finite product of comaximal prime
ideals (see [31, Theorem 3.3] and Theorem 3.3.6). We will also revisit the notion
of factoring families for almost Dedekind domains. Here one restricts to only
factoring finitely generated ideals. A factoring family (when it exists) is an indexed
set of finitely generated ideals fJ˛ j J˛RM˛ D M˛RM˛ , M˛ 2 Max.R/g such that
each finitely generated nonzero ideal is a finite product of powers of the ideals from
the factoring family, with negative powers allowed. It is unknown whether or not
every almost Dedekind domain admits a factoring family.

In all of the other variations we consider, we will allow one factor to be other
than a prime ideal, but for this factor we would like it to have some special feature
to link it to Dedekind domains. Each nonzero prime ideal of a Dedekind domain
is maximal and each nonzero ideal is divisorial, so for an arbitrary domain R

we could restrict our factorization restrictions to just those nonzero ideals that
are not divisorial. We introduced two such factorizations in [19]. We say that a
domain R has weak factorization if for each nonzero nondivisorial ideal I , there are
finitely many maximal ideals M1; M2; : : : ; Mn (not necessarily distinct) such that
I D I vM1M2 � � � Mn (where I v D .R W .R W I //). If such a factorization always
exists with the maximal ideals M1; M2; : : : ; Mn distinct, we say that R has strong
factorization. This definition varies somewhat from the original definition in [19].
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There the Mi were further restricted to being those nondivisorial maximal ideals
Mi where IRMi ¤ .IRMi /

v. Here we introduce the term very strong factorization
when the factorization is unique in the sense that the Mi are restricted to being the
distinct nondivisorial maximal ideals for which IRMi ¤ .IRMi /

v. As we will see, if
R is a Prüfer domain, then it has very strong factorization if and only if it has strong
factorization. We leave open the question of whether very strong factorization and
strong factorization are equivalent for all domains.

Each nonzero ideal of a Dedekind domain is invertible, so another variation
would be to have each nonzero ideal factor as the product of an invertible ideal
(perhaps the domain itself) and a finite product of pairwise comaximal prime
ideals with at least one prime in the product. We will say that a domain has
strong pseudo-Dedekind factorization when this occurs. For a less restrictive
factorization, a domain has pseudo-Dedekind factorization if each noninvertible
ideal factors as a product of an invertible ideal and a finite product of pairwise
comaximal prime ideals. It seems rather remarkable that a domain R has strong
pseudo-Dedekind factorization if and only if each nonzero ideal factors as the
product of a finitely generated ideal (that may be R) and a finite product of
(not necessarily pairwise comaximal) prime ideals with at least one prime in the
second factor [70, Theorem 1.1]. However, the equivalence becomes clear once it is
known that the latter property implies the domain in question is a Prüfer domain.

In Chap. 2, we collect many of the definitions, properties, and results that we
will need in the following chapters, often improving the “classical” statements
or simplifying their proofs. In particular, we consider h-local domains, various
sharpness and trace properties (definitions are recalled later) and we discuss their
interrelations, with particular attention to the Prüfer domain case and to ideal
factorization.

There are several types of factorizations that we have not included. For example,
in 1964, R. Gilmer showed that a one-dimensional integral domain R is an almost
Dedekind domain if and only if each primary ideal is a power of its radical
[32, Theorem 1]. Also, D.D. Anderson and L. Mahaney have characterized the
domains for which each nonzero ideal can be factored as a finite product of primary
ideals [3]. A domain with this property is referred to as a Q-domain. In 2002,
J. Brewer and W. Heinzer investigated domains for which each nonzero ideal can be
factored as a finite product of certain restricted types of pairwise comaximal ideals
[11]. They consider three different sets for the comaximal factors: (a) ideals with
prime radicals, (b) primary ideals, (c) ideals that are powers of prime ideals. They
established characterizations for each of these three sets. In 2004, C. Jayram [53]
considered the following generalization of the Anderson–Mahaney factorization
into primary ideals: “For what domains R is it the case that RM is a Q-domain
for each maximal ideal M ?” An almost Dedekind domain that is not Dedekind has
Jayram’s local Q-domain property, but is not a Q-domain.



Chapter 2
Sharpness and Trace Properties

Abstract In this chapter we collect many of the definitions, properties and results
that we will need in the following chapters, often improving the “classical”
statements or simplifying their proofs. In particular, we consider h-local domains,
various sharpness and trace properties (definitions are recalled in the present
chapter) and we discuss their interrelations with particular attention to the Prüfer
domain case and to ideal factorization. Special care has been given to the attributions
of the results and to the citations of the original references.

2.1 h-Local Domains

We start by recalling some standard properties of valuation domains.

Lemma 2.1.1. Let V be a valuation domain with quotient field K , where V ¤ K ,
and maximal ideal M .

(1) Either M is invertible or M �1 D V (equivalently, M D M 2). Therefore, M is
divisorial if and only if M is invertible (or, equivalently, finitely generated or,
equivalently, principal).

(2) Let I be a nonzero ideal of V . Then I �1 is a subring of K if and only if I is a
noninvertible prime ideal of V .

(3) If P is a noninvertible prime ideal of V , then P �1 D VP D .P W P /.
(4) If I is a nonzero ideal of V , then .I W I / D VP , where P is the prime ideal of

V of all the zero divisors in V=I . In particular, if Q is a nonzero primary ideal
of V and P WD p

Q, then .Q W Q/ D VP .
(5) If M is finitely generated (or, equivalently by (1), divisorial), then every ideal

of V is divisorial. If M is not finitely generated, then fxM j 0 ¤ x 2 V g is the
set of nondivisorial ideals of V .

The proofs of the statements collected in Lemma 2.1.1 can be found in
[24, Corollary 3.1.3, Proposition 3.1.4, Corollary 3.1.5, Lemma 3.1.9, and
Proposition 4.2.5].

M. Fontana et al., Factoring Ideals in Integral Domains, Lecture Notes of the Unione
Matematica Italiana 14, DOI 10.1007/978-3-642-31712-5 2,
© Springer-Verlag Berlin Heidelberg 2013
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6 2 Sharpness and Trace Properties

Remark 2.1.2. We note that some of the statements of Lemma 2.1.1 have
appropriate generalizations to the case of a Prüfer domain.

(1) The first part of statement (1) holds for any Prüfer domain by
[24, Corollary 3.1.3] or [51, Corollary 3.4]; i.e., if M is a maximal ideal of
a Prüfer domain R, then either M is invertible or M �1 D R; in particular, a
maximal ideal M of R is invertible (or, equivalently, finitely generated) if and
only if it is divisorial.

(2) For statement (2), the situation is more complicated, and a relevant result will
be recalled later (see Theorem 2.3.2(1))

(3) A global version of Lemma 2.1.1(3) will be stated in Theorem 2.3.2
(see both (2) & (3)).

(4) The Prüfer analogue of Lemma 2.1.1(4) is the following [24, Theorem 3.2.6]:
Let I be a nonzero ideal of a Prüfer domain, fM˛g the set of maximal ideals of
R containing I , and fMˇg the set of maximal ideals of R that do not contain
I . For each ˛, let Q˛RM˛ be the prime ideal of all zero divisors of RM˛ =IRM˛ .
Then .I W I / D .

T
˛ RQ˛ /

T
.
T

ˇ RMˇ
/.

(5) Nowadays, much is known about divisoriality in Prüfer domains, but our
knowledge remains incomplete.

We recall that a general ZPI-ring is a ring in which every proper ideal can be
expressed as a product of prime ideals. It is known that such a ring is Noetherian and,
at most, one-dimensional [76, Lemma 1 and Theorem 1]. A ZPI-ring is a general
ZPI-ring in which every proper ideal can be uniquely expressed as a product of
prime ideals. For integral domains a (general) ZPI-domain is the same as a Dedekind
domain.

Proposition 2.1.3. For an integral domain, the following notions coincide.

(i) General ZPI-domain.
(ii) ZPI-domain.

(iii) Dedekind domain.

About the proof, for (i),(iii) see [34, Theorem 37.8 (1),(3)]; (ii))(i) is
obvious, and the implication (i))(ii) follows easily from the following general
lemma.

Lemma 2.1.4. ([34, Lemma 37.6]) Let H be an invertible ideal in a commutative
ring R. If H can be expressed as a finite product of proper prime ideals of R, then
this representation is unique.

E. Matlis, in 1964 [60, �8], called an integral domain R h-local if:

(a) Each nonzero ideal of R is contained in only finitely many maximal ideals
(or, equivalently, R is a domain with finite character; i.e., each nonzero element
of R belongs to a finite number of maximal ideals).

(b) Each nonzero prime is contained in a unique maximal ideal.
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The notion of an h-local domain actually predates the work of Matlis. In 1952,
P. Jaffard [52] considered the class of commutative rings such that each nonzero
ideal can be factored as a finite product of ideals with each factor in a unique
(and distinct) maximal ideal. He referred to a ring with this property as an anneau du
type de Dedekind. It is clear that each nonzero prime ideal in such a ring is contained
in a unique maximal ideal. Also, each nonzero nonunit is contained in only finitely
many maximal ideals. Thus a domain of “Dedekind type” is h-local. The converse
holds as well. The proof illustrates a technique that we will find useful in those cases
where the domain in question satisfies condition (b) in the definition of h-local: each
nonzero prime lies in a unique maximal ideal.

Theorem 2.1.5. (P. Jaffard [52, Théorème 6]) Let R be a domain. Then R is h-local
if and only if it is a domain of Dedekind type.

Proof. If P is a nonzero prime with a factorization, P D J1J2 � � � Jn with each Ji in
a unique and distinct maximal ideal, then n D 1 and P D J1. For a nonzero proper
principal ideal rR, if rR D I1I2 � � � In where each Ii is in a unique maximal ideal
Mi , then clearly M1; M2; : : : ; Mn are the only maximal ideals that contain r . Hence
a domain of Dedekind type is h-local.

For the converse, we first show that if I is a nonzero ideal of R and M is a
maximal ideal that contains I , then M is the only maximal ideal that contains
J WD IRM

T
R. By way of contradiction, assume N is a maximal ideal other

than M that contains J . Then each minimal prime of J that is contained in N

is comaximal with M . Let Q be such a prime and let q 2 Q and m 2 M be such
that q Cm D 1. As Q is minimal over J , there is a positive integer n and an element
t 2 RnQ such that tqn 2 J . But, clearly, this puts t 2 JRM

T
R D IRM

T
R,

a contradiction. Hence M is the only maximal ideal that contains J .
Next, let fM1; M2; : : : ; Mng be the set of maximal ideals that contain I and set

Ii WD IRMi

T
R. Then Mi is the only maximal ideal that contains Ii . In particular,

Ii RMj D RMj for all j ¤ i . Checking locally shows that I D I1I2 � � � In. ut
The class of h-local domains simultaneously generalizes both Dedekind domains

and local domains. Matlis used the notion of h-local domain in order to study
integral domains R having (in common with Dedekind domains) the property
that each torsion R-module T admits a primary decomposition (i.e., T ŠL

M2Max.R/ TM [60, Theorem 22]).
The h-local domain property was also used in the study of integral domains in

which each nonzero ideal is divisorial. In 1968, Heinzer established the following
characterization of integrally closed domains for which each nonzero ideal is
divisorial.

Theorem 2.1.6. (Heinzer [44, Theorem 5.1]) Let R be an integrally closed domain.
Then each nonzero ideal of R is divisorial if and only if R is an h-local Prüfer
domain such that each maximal ideal is invertible.
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Remark 2.1.7. With a different approach, Matlis, also in 1968, proved a related
general result. Call a domain R reflexive if HomR.�; R/ induces a duality on
submodules of finite rank of free R-modules. If R is a reflexive domain, then R

is h-local [61, Theorem 2.7] (see also [27, Proposition 5.6]). Note that a reflexive
domain is always a divisorial domain (i.e., an integral domain such that every
nonzero ideal is divisorial) and, for Noetherian domains, the two notions coincide
[61] or [27, Propositions 5.6 and 5.8].

The following statements demonstrate more clearly why the h-local domain
property is so useful when considering the local-global behavior of divisorial ideals.

Proposition 2.1.8. Let R be an integral domain with quotient field K .

(1) (Bazzoni-Salce [9, Lemma 2.3]) If R is an h-local domain and X � Y

are R-submodules of K , then .Y W X/RM D .YRM W XRM / for each
M 2 Max.R/.

(2) (Olberding [67, Theorem 3.10]) Let R be a Prüfer domain. The following
statements are equivalent.

(i) R is h-local.
(ii) .Y W X/RM D .YRM W XRM / for all nonzero R-submodules X and Y of

K such that X � Y and for all M 2 Max.R/.
(iii) .R W I /RM D .RM W IRM / for all nonzero ideals I of R and for all

maximal ideals M 2 Max.R/.

In a recent paper, Olberding [71] gives an ample survey of h-local domains,
collecting several characterizations of different nature and discussing numerous
examples of this distinguished class of integral domains.

Remark 2.1.9. Note that in studying Prüfer domains with Clifford class semigroup,
S. Bazzoni [7, Theorem 2.14 and Corollary 3.4] proved: If R is a Prüfer domain with
finite character, then the following property holds:

(loc-inv) a nonzero ideal I of R is invertible if and only if IRM is a nonzero
principal ideal for every M 2 Max.R/.

In that work [7, page 360], and in a following one [8, Question 6.2], she proposed
the following conjecture: A Prüfer domain R satisfies the property (loc-inv) if and
only if R has finite character. This conjecture was recently proved by W.C. Holland,
J. Martinez, W.Wm. McGovern, and M. Tesemma in [49, Theorem 10] and,
independently, by F. Halter-Koch in [41, Theorem 6.11]. For a purely ring-theoretic
proof see M. Zafrullah [78] and W.Wm. McGovern [63].

We say that a maximal ideal M of an integral domain R is unsteady if MRM is
principal but M is not invertible. A maximal ideal is steady if it is not unsteady;
i.e., if either MRM is not principal or M is invertible. The following result is
straightforward.
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Lemma 2.1.10. Let R be a Prüfer domain and M 2 Max.R/. Then

(1) M is a steady maximal ideal of R if and only if it is either idempotent or
invertible.

(2) If M is not invertible (or, equivalently, nondivisorial by Remark 2.1.2(1)), then
either M is idempotent (i.e., steady) or M is locally principal (i.e., unsteady).

Note that from Remark 2.1.9, unsteady maximal ideals do not exist in a Prüfer
domain with finite character. For a direct proof, note that if M is a maximal ideal of
a Prüfer domain R (with finite character) such that MRM is principal, then there is a
nonzero element r 2 M such that MRM D rRM . By finite character, r is contained
in at most finitely many other maximal ideals, say, M1; M2; : : : ; Mn. For each Mi ,
pick an element ti 2 M nMi . Then B WD t1R C t2R C � � � C tnR is contained in
M but in none of the Mi . Checking locally, we have that M D rR C B , so M is
invertible.

2.2 Sharp and Double Sharp Domains

An integral domain R is called a #-domain if

(#) for each pair of nonempty subsets �0 and �00 of Max.R/, �0 ¤ �00
implies

TfRM 0 j M 0 2 �0g ¤ TfRM 00 j M 00 2 �00g [34, page 331]
(see also [32, page 817]).

This notion was introduced by Gilmer in [33]. The integral domains such that
every overring is a #-domain were investigated in [35]; an integral domain with this
property is called a ##-domain.

Clearly, a Dedekind domain is a #-domain and, since an overring of a Dedekind
domain is a Dedekind domain, a Dedekind domain is in fact a ##-domain
[32, page 817 and Theorem 4(b)].

Recall that an integral domain R is an almost Dedekind domain if, for
each maximal ideal M of R, RM is a rank-one discrete valuation domain
(or, equivalently, a (local) Dedekind domain). For instance, the integral closure of
a rank-one discrete valuation domain (or, more generally, of an almost Dedekind
domain) in a finite extension of its quotient field is an almost Dedekind domain
[34, Theorem 36.1].

Even though a Dedekind domain is a ##-domain, an almost-Dedekind domain
is not necessarily a #-domain [33, Sect. 3]. More precisely, in [33], one of the
reasons Gilmer gives for considering the .#/ property is as a way to distinguish
between Dedekind domains and almost Dedekind domains that are not Dedekind.
Specifically,

Theorem 2.2.1. (Gilmer [33, Theorem 3]) An almost Dedekind domain is
Dedekind if and only if it satisfies .#/.
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It is easy to see [33, Lemma 1] that for an integral domain R we have:

Ris a #-domain , RM 6�
\

fRN j N 2 Max.R/; N ¤ M g for all M 2 Max.R/:

For every ideal I of an integral domain R with quotient field K , set:

Max.R; I / WDfN 2 Max.R/ j N � I g;
�R.I / WD� .I / WD TfRM j M 2 Max.R; I /g and
�R.I / WD�.I/ WD TfRN j N 2 Max.R/nMax.R; I /g

(where we set �R.I / WD K if Max.R; I / D Max.R/ and, obviously, �R.R/ D R).
With this notation, the previous result can be stated as follows.

Proposition 2.2.2. (Gilmer [33, Lemma 1]) Let R be an integral domain. Then R

is a #-domain if and only if RM 6� �.M / for all M 2 Max.R/.

Remark 2.2.3. With respect to Remark 2.1.9, Bazzoni in 1996 proved: If R is
a Prüfer #-domain, then R satisfies (loc-inv) if and only if R is a domain with finite
character [7, Theorem 4.3], providing a basis for her conjecture.

In the case of Prüfer domains, #-domains and ##-domains may be characterized
as follows.

Theorem 2.2.4. (Gilmer–Heinzer [35, Theorems 1 and 3 and Corollary 2]) Let R

be a Prüfer domain.

(1) The following statements are equivalent.

(i) R is a #-domain.
(ii) Each maximal ideal M of R contains a finitely generated ideal I such that

Max.R; I / D fM g.

(2) The following statements are equivalent.

(i) R is ##-domain.
(ii) Each prime ideal P of R contains a finitely generated ideal I such that

Max.R; I / D Max.R; P /.
(iii) For each nonzero prime P of R, RP 6� �.P /.

The proofs of the statements collected in Theorem 2.2.4 can also be found in
[24, Theorems 4.1.4, 4.1.6, and 4.17].

Condition (iii) of Theorem 2.2.4(2) has been adapted to considering individual
primes in a general integral domain as being sharp or not. Specifically, a nonzero
prime ideal of an integral domain R is called a sharp prime if RP 6� �.P / [20]
(cf. also [58, page 62]). Thus, by the previous considerations, a Prüfer domain
is a #-domain (respectively, a ##-domain) if and only if each nonzero maximal
(respectively, prime) ideal is a sharp prime.
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Corollary 2.2.5. (Gilmer–Heinzer [35, Theorem 5]) If R is a Prüfer domain with
finite character, then R is a ##-domain and each nonzero prime is sharp.

Proof. Let P be a nonzero prime of R and choose any nonzero element r 2 P .
By finite character, r is contained in at most finitely many maximal ideals that do
not contain P . For each such maximal ideal Mi (if any), select an element ti 2
P nMi . Next set B WD rR C t1R C t2R C � � � C tnR where M1; M2; : : : ; Mn are the
maximal ideals that do not contain r . Clearly Max.R; B/ D Max.R; P /. Thus R is
##-domain and each nonzero prime is sharp. ut

2.3 Sharp and Antesharp Primes

J. Huckaba and I. Papick proved that if P is a nonzero prime ideal of a Prüfer
domain R, then (in our notation) �.P /

T
RP D .P W P / � P �1 � �.P /

[51, Theorems 3.2 and 3.8]. More precisely, we collect now some general results
that we will need later and which imply the previous inclusions. We start with some
further notation. For an ideal I of R, we let Min.R; I / denote the minimal primes
of I (in R). Then we set:

˚R.I / WD ˚.I / WDTfRP j P 2 Min.R; I /g;
˝R.I / WD ˝.I/ WDTfRP j P 2 Spec.R/; P 6� I g:

Obviously, ˝.I/ � �.I/. Using this notation we have:

Lemma 2.3.1. (Hays [42, Lemma 1]) If I is an ideal of an integral domain R, then
I �1 � ˝.I/ .� �.I//.

Theorem 2.3.2. (Huckaba–Papick [51, Theorems 3.2 and 3.8, Lemma 3.3, Propo-
sition 3.9]; Fontana–Huckaba–Papick [21]) Let R be a Prüfer domain.

(1) Let I be a nonzero ideal of R. Then the following hold.

(a) �.I/
T

˚.I / � I �1 � �.I/:

(b) Moreover, I �1 is a ring implies �.I/
T

˚.I / D I �1:

(2) Let P be a nonzero prime ideal of R. Then the following hold.

(a) �.P /
T

RP � P �1 � �.P /:

(b) Moreover, P noninvertible implies .P W P / D P �1 D �.P /
T

RP :

In particular, PP �1 D P .

(3) Q�1 D .Q W Q/ for each nonzero nonmaximal prime Q of R.

The proofs of the statements in Theorem 2.3.2 can also be found in [24, Theorem
3.1.2, Corollary 3.1.8 and Lemma 4.1.9]. (Note that the inclusion I �1 � �.I/ in
(1)(a) is trivial consequence of the previous Lemma 2.3.1 since in general ˝.I/ �
�.I/.)
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Remark 2.3.3. With respect to Theorem 2.3.2(2)(b), note that the equality
P �1 D .P W P / holds in more general settings. For instance, in [59, Lemma 15],
Lucas proved: Given a nonzero ideal I in an integrally closed domain, I �1 is a ring
if and only if I �1 D .

p
I /�1 D .

p
I W p

I /. An even more general result is given
in [24, Proposition 3.1.16].

Lemma 2.3.4. (Gilmer–Heinzer [35, Corollaries 2 and 3]) Let R be a Prüfer
domain.

(1) Let P be a prime ideal of R and let fM˛g be the set of maximal ideals of R

not containing P . Then RP 6� T
˛ RM˛ if and only if there exists a finitely

generated ideal I of R contained in P such that I is contained in no M˛ .
(2) Let M 2 Max.R/. If there exists m 2 M such that m belongs to only finitely

many maximal ideals of R, then RM 6� TfRN j N 2 Max.R/; N ¤ M g.
Hence, if for each M˛ 2 Max.R/ there is an element m˛ 2 M˛ such that m˛

belongs to only finitely many maximal ideals of R, then R is a #-domain.

From Theorem 2.3.2 and Lemma 2.3.4(1), we have the following straightforward
consequences.

Proposition 2.3.5. Let R be a Prüfer domain and let P be a nonzero prime ideal
of R.

(1) The following statements are equivalent.

(i) P is a sharp prime (i.e., RP 6� �.P /).
(ii) Max.R; I / D Max.R; P / for some finitely generated ideal I � P .

(iii) P �1 ¨ �.P /.

(2) Assume also that P is noninvertible. Then the previous statements are
equivalent to the following.

(iv) .P W P / ¨ �.P /.

Remark 2.3.6. Note that Gilmer and Heinzer [36, Proposition 1.4] a more general
version of Lemma 2.3.4(1): Let fP˛g SfP g be a set of primes in a Prüfer domain
R, then

T
˛ RP˛ � RP if and only if each finitely generated ideal contained in P is

contained in some P˛ .

For a nonzero nonmaximal prime ideal P of a Prüfer domain R, we know that P

is divisorial if and only if P �1 ¨ �.P / or .R W �.P // D P [24, Theorem 4.1.10].
Therefore, under the present assumptions on P , we have that P is sharp implies
that P is divisorial [21, Theorem 2.1]. In particular, for a Prüfer ##-domain, we are
immediately able to determine some types of divisorial ideals.

Proposition 2.3.7. (Fontana–Huckaba–Papick [21, Corollary 2.6], [22, Proposi-
tion 12]) Let R be a Prüfer domain which is also a ##-domain.

(1) If P is a nonzero nonmaximal prime ideal of R, then P is divisorial.
(2) The product of divisorial prime ideals is divisorial. In particular, for each

nonzero nonmaximal prime ideal P of R, P e is divisorial for all integers e � 1.
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The proof of this proposition can also be found in [24, Theorem 4.1.21].

Remark 2.3.8. With respect to Proposition 2.3.7(2), note that a prime ideal P of a
Prüfer domain can be divisorial, even if P 2 is not [24, Example 8.4.1]. On the other
hand, it is known that P 2 D .P 2/v if and only if P e D .P e/v for all integers e � 1

[24, Corollary 4.1.18 and Theorem 4.1.19].

For general integral domains, sharp primes have a sort of “stability property
under specializations.” More precisely,

Proposition 2.3.9. Let P � P 0 be a pair of nonzero prime ideals of a domain R.
If P is sharp and Max.R; P / D Max.R; P 0/, then P 0 is sharp. In particular, if P

is sharp and contained in a unique maximal ideal M of R, then each prime that
contains P is sharp.

Proof. Since P 0 contains P , RP 0 � RP . If P is sharp and Max.R; P / D
Max.R; P 0/, then RP does not contain �.P / and �.P / D �.P 0/. Hence we also
have that RP 0 does not contain �.P 0/. Therefore P 0 is sharp. The “in particular”
statement follows easily. ut

Recall that a branched prime is a prime ideal P having a proper P -primary ideal.
An unbranched prime is a prime ideal that is not branched. Sharp prime ideals that
are also branched can be easily characterized in Prüfer domains.

Proposition 2.3.10. Let R be a Prüfer domain and let P be a nonzero prime ideal
of R. Then P is both sharp and branched if and only if P D p

B for some finitely
generated ideal B of R.

Proof. Since R is a Prüfer domain, P is branched if and only it is minimal over
some finitely generated ideal [34, Theorem 23.3(e)]. Hence, if P is the radical of a
finitely generated ideal, then it is both branched and sharp, the latter conclusion by
Proposition 2.3.5(1). Conversely, if P is both sharp and branched, then it is minimal
over a finitely generated ideal J and it contains a finitely generated ideal I such that
the only maximal ideals that contain I are those that contain P . Clearly, P is the
radical of the finitely generated ideal I C J in this case. ut

Regarding the proof of Proposition 2.3.10, note that if Q is a prime ideal that
contains I , then Q is contained in some maximal ideal that contains I , and thus
in a maximal ideal that contains P . Since R is a Prüfer domain, P and Q must be
comparable.

The next goal is to provide further characterizations for general sharp primes of
a Prüfer domain.

Theorem 2.3.11. Let R be a Prüfer domain and let P be a nonzero prime ideal of
R. The following statements are equivalent.

(i) P is sharp.
(ii) There is a prime ideal Q � P such that Q is the radical of a finitely generated

ideal with �.Q/ D �.P /.
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(iii) There is a prime ideal Q � P such that Q is the radical of a finitely generated
ideal and each maximal ideal that contains Q also contains P .

(iv) There is a prime ideal Q � P such that Q is the radical of a finitely generated
ideal and each prime that contains Q is comparable with P .

(v) There is a prime ideal Q � P such that Q is the radical of a finitely generated
ideal and each ideal that contains Q is comparable with P .

(vi) There is a finitely generated ideal I � P such that each ideal that contains I

is comparable with P .

Moreover, the prime ideal Q in statements (ii)– (v) is sharp and branched.

Proof. Clearly (v) implies (iv), (iv) implies (iii), and (iii) implies (ii). Moreover, (ii)
implies (i) by Propositions 2.3.5 and 2.3.10.

We show next that (i) implies (v) and (vi).
Assume P is sharp and let I � P be a finitely generated ideal such that each

maximal ideal that contains I also contains P (Proposition 2.3.5(1)). Let Q be a
prime minimal over I . Then each maximal ideal M that contains Q also contains
P . Since RM is a valuation domain (or, since Spec.R/ is treed), P must contain Q.
It follows that Q is the unique minimal prime of I , and therefore Q D p

I .
For the rest, it suffices to start with an element x 2 RnP such that xR CP ¤ R,

and then show that the ideal J WD xR C I contains P . For this, we simply see what
happens when we localize at a maximal ideal. Clearly, if N is a maximal ideal that
does not contain I , then JRN D RN D PRN . On the other hand, if M is a maximal
ideal that contains I , then it also contains P . Since x 62 P and so x 62 I , we have
JRM D xRM C IRM D xRM © PRM . It follows that J © P .

To finish we show that (vi) implies (v). Assume I is a finitely generated ideal
of R with I � P and each ideal containing I is comparable with P . Let Q be a
prime minimal over I . Since Q is comparable with P , we must have Q � P . Since
Spec.R/ is treed, Q must be the unique minimal prime of I , so that Q D p

I .
The last statement is a consequence of Proposition 2.3.10. ut
We collect in the next statement several characterizations of branched sharp

primes of a Prüfer domain.

Theorem 2.3.12. Let P be a nonzero prime of a Prüfer domain R.

(1) The following statements are equivalent.

(i) P is sharp and branched.
(ii) P is the radical of a finitely generated ideal.

(iii) P ˝.P / D ˝.P /.
(iv) ˝.P / 6� RP .
(v) P �1 ¨ ˝.P /.

(vi) If Q is a proper P -primary ideal, then
QQ�1 D P , whenever P is not maximal and
QQ�1 � P , whenever P is maximal.

(vii) There exists a proper P -primary ideal that is divisorial.
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(2) Assume in addition that P is not a maximal ideal of R. Then the previous
statements are equivalent to the following.

(viii) Each P -primary ideal of R is divisorial.

The proof of this result can be found in [20, Propositions 2.7 and 2.9]. (Note
that the equivalence of (i) with (ii) was already proved in Proposition 2.3.10
and the equivalence of (iv) with (v) follows easily from the following inclusions
(Theorem 2.3.2(2) and Lemma 2.3.1):

˝.P /
\

RP � �.P /
\

RP � P �1 � ˝.P /:/

Before developing alternate characterizations of sharp primes, we present a few
basic results dealing with duals of ideals, trace ideals and endomorphism rings.

Recall from above that for a nonzero ideal I of R, � .I / is the intersection
of the localizations RM at the maximal ideals M that contain I and �.I/ is the
intersection of the localizations RN at the maximal ideals N that do not contain I .
Hence it is clear that � .I /

T
�.I/ D R. Also note that � .I / D � .J / and

�.I/ D �.J /, for all ideals J with I � J � TfM j M 2 Max.R; I /g; in
particular, � .I / D � .

p
I / and �.I/ D �.

p
I /. Moreover, for each ideal B

of R, B � B� .I / � BRM for each M 2 Max.R; I / and B � B�.I / �
BRN for each N 2 Max.R/nMax.R; I / (if any). Hence, for each ideal B of R,
B D B� .I /

T
B�.I /. Recall also that an ideal I of a domain R is a trace ideal if

I D II �1 (equivalently, I �1 D .I W I /) (see Sect. 2.4).

Lemma 2.3.13. Let I and J be a nonzero ideals of an integral domain R. If S and
T are overrings of R such that S

T
T D R, then J �1 D .S W JS/

T
.T W JT /. In

particular, J �1 D .� .I / W J /
T

.�.I / W J /, and I �1 D .� .I / W I /
T

�.I/.

Proof. Assume S and T are overrings of R such that S
T

T D R. For J , it is clear
that both .S W J / D .S W JS/ and .T W J / D .T W JT / contain J �1 D .R W J /. For
the reverse containment, if s 2 J and t 2 .S W J /

T
.T W J /, then st 2 S

T
T D R.

Thus J �1 D .S W JS/
T

.T W JT /.
It is always the case that � .I /

T
�.I/ D R when I is a nonzero ideal of R.

Thus J �1 D .� .I / W J /
T

.�.I / W J /.
For N 2 Max.R/nMax.R; I /, I �1 � RN . Thus I �1 � �.I/ � .�.I / W I / and

I �1 D .� .I / W I /
T

�.I/. ut
Lemma 2.3.14. Let J be a nonzero trace ideal of an integral domain R, and let P

be a prime that contains J . Then B WD JRP

T
R is also a trace ideal of R.

Proof. Since J � B , B�1 � J �1. On the other hand, J D JJ �1 and BRP D JRP ,
whence BB�1RP � BJ �1RP D JJ �1RP D JRP D BRP . It follows that
BB�1 D B . ut

The proof of the next lemma requires us to look ahead to Sect. 2.4. Specifically,
we need to know that if Q is a nonzero primary ideal of a valuation domain such thatp

Q is not the maximal ideal, then QQ�1 D p
Q (see Propositions 2.4.1 and 2.4.9).
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Lemma 2.3.15. Let R be a Prüfer domain, and let Q be a nonzero primary ideal
of R with radical P .

(1) .Q W Q/ D .P W P / D RP

T
�.P /.

(2) If P is maximal, then Q�1 D .RP W Q/
T

�.P /.
(3) If P is not maximal, then QQ�1 � P .
(4) If QQ�1 � P , then Q�1 D .PRP W Q/

T
�.P /. In particular, Q�1 D

.PRP W Q/
T

�.P / whenever P is not maximal.

Proof. First note that since
p

Q D P , � .Q/ D � .P / and �.Q/ D �.P /.
For (1), PRM is the prime ideal of all zero divisors on both RM =QRM and

RM =PRM for each maximal ideal M 2 Max.R; P /. Hence .Q W Q/ D .P W P / D
RP

T
�.P / by Theorem 2.3.2(2) and Remark 2.1.2(4).

Statement (2) is simply a restatement of the last conclusion in Lemma 2.3.13
since � .Q/ D RP when P is maximal (and �.Q/ D �.P /).

For (3), if P is not maximal and M is a maximal ideal that contains P ,
then QQ�1RM � .QRM /.QRM /�1 D PRM since RM is a valuation domain
(as per the observation above). Hence QQ�1 � P .

For (4) assume QQ�1 � P . Then Q�1 is also contained in .PRP W Q/. Since
it is always the case that Q�1 � �.P /, Q�1 � .PRP W Q/

T
�.P /. For

the reverse containment, suppose t 2 .PRP W Q/
T

�.P / and q 2 Q. Then
tq 2 PRP

T
�.P /. Hence, for any maximal ideal M � P , we have tq 2

PRP D PRM � RM , and we have tq 2 PRP

T
� .P /

T
�.P / D P . Thus

Q�1 D .PRP W Q/
T

�.P /. ut
The first two statements in the next result are easily derived from

Theorem 2.3.12(1). The third statement is simply a combination of
Theorem 2.3.2(2) and Lemma 2.3.15(1) (or Remark 2.1.2(4)).

Lemma 2.3.16. Let Q be a proper P -primary ideal of a Prüfer domain R.

(1) If Q�1 is not a ring, then either QQ�1 D P or both QQ�1 D R and P is
maximal.

(2) If QRP is invertible and P is both sharp and maximal, then Q is invertible.
(3) If Q�1 is a ring, then Q�1 D .Q W Q/ D .P W P / D P �1.

Proof. For (1), assume Q�1 is not a ring. Since �.P / D �.Q/ contains Q�1

(Lemma 2.3.13), we must have proper containment. Thus �.P / © Q�1 ©
.Q W Q/ D RP

T
�.P / and we have that P is sharp by definition. Hence, by

Theorem 2.3.12(1), QQ�1 D P whenever P is not maximal, and QQ�1 � P

whenever P is maximal. This gives (1).
For (2), assume QRP is invertible and P is both sharp and maximal. Then

QRP D tRP for some t 2 Q. Also, by Proposition 2.3.10, P D p
B for some

finitely generated ideal B . Since Q � Bm for some positive integer m, checking
locally shows that Q D tR C Bm. Thus Q is invertible.

Finally for (3), the fact that .Q W Q/ D .P W P / D RP

T
�.P / � P �1 � Q�1

follows from Lemma 2.3.15(1) whether Q�1 is a ring or not. If Q�1 is a ring,
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then we have Q�1 D .Q W Q/ D .P W P / D P �1 by Theorem 2.3.2 and
Lemma 2.3.15(1). ut

Our next result adds more ways of characterizing sharp branched primes.

Theorem 2.3.17. The following are equivalent for a nonzero branched prime P of
a Prüfer domain R.

(i) P is sharp.
(ii) Q�1RM D .QRM /�1 for each P -primary ideal Q and each maximal ideal

M of R.
(iii) There is a proper P -primary ideal Q and a maximal ideal M 2 Max.R; P /

such that Q�1RM D .QRM /�1.
(iv) There is a P -primary ideal Q such that Q�1 is not a ring.
(v) For each proper P -primary ideal Q of R, Q�1 is not a ring.

(vi) If P is a minimal over a trace ideal I of R, then IRM D PRM for each
maximal ideal M 2 Max.R; P /.

Proof. With regard to statements (ii) and (iii), if N is a maximal ideal that does not
contain P , then QRN D RN and Q�1 � RN for each P -primary ideal Q. Hence
Q�1RN D .QRN /�1 D RN in this case, regardless of whether P is sharp or not.

Obviously, (ii) implies (iii), and (v) implies (iv).
For (i) implies (ii), assume P is sharp and let Q be a P -primary ideal. As the

valuation domain RP does not contain �.P /, �.P /RP D RP0 for some prime
P0 ¨ P (possibly with P0 D .0/) and QRP RP0 D RP0 which puts .RP W Q/

inside RP0 D �.P /RP . First, suppose that P is maximal. If QRP is invertible,
then Q is invertible by Lemma 2.3.16(2), and in this case Q�1RM D .QRM /�1

for each maximal ideal M . On the other hand, if QRP is not invertible, then
QRP .QRP /�1 D PRP since the valuation domain RP has the trace property
(Proposition 2.4.1). Hence .QRP /�1 D .PRP W QRP / D .PRP W Q/. By
Lemma 2.3.15(4), Q�1 D .PRP W Q/

T
�.P /, whence Q�1RP D ..PRP W

Q/
T

�.P //RP D .PRP W Q/
T

�.P /RP D .PRP W Q/ D .QRP /�1.
For the case where P is not maximal, let M be a maximal ideal that

contains P . Then QRM .QRM /�1 D PRM D PRP by Propositions 2.4.1
and 2.4.9. Since P is sharp, P �.P / D �.P /. Thus �.P /RM is a proper
overring of RM in which P blows up and is therefore a proper overring
of RP . Hence, by Lemma 2.3.15(4), Q�1RM D ..PRP W Q/

T
�.P //RM D

.PRP W Q/RM

T
�.P /RM D .PRP W Q/RM D .PRM W QRM / D .RM W

QRM / D .QRM /�1. Therefore (i) implies (ii).
To see that (iii) implies (iv), assume there is a proper P -primary ideal Q and a

maximal ideal M 2 Max.R; P / such that Q�1RM D .QRM /�1. In a valuation
domain, each proper primary ideal has a nontrivial inverse that cannot be a ring
(Lemma 2.1.1(2)). Thus Q�1 cannot be a ring. The same reasoning proves that (ii)
implies (v).

For (iv) implies (i), let Q be a P -primary ideal such that Q�1 is not a ring.
Since .P W P / D RP

T
�.P / � P �1 � Q�1 � �.Q/ D �.P / in all cases
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(by Theorem 2.3.2(2)), having Q�1 not a ring implies RP

T
�.P / is properly

contained in �.P /. Hence P is sharp.
Assume the statement in (vi) holds, and let Q be a proper P -primary ideal. If

Q�1 is a ring, then Q is a trace ideal by Lemma 2.3.16(3). But, by assumption, this
implies QRM D PRM for each maximal ideal M 2 Max.R; P /, a contradiction.
Thus it must be that Q�1 is not a ring. Hence (vi) implies (v).

To finish the proof, we show that (i) implies (vi). Assume P is sharp and let I be a
trace ideal with P minimal over I . Then P is a trace ideal by [48, Proposition 2.1]
(or see the proof of ((ii))(i)) for Corollary 2.4.13 and apply Theorem 2.3.2(2)).
Hence, by (ii), RP D P �1RM D .PRM /�1 for each M 2 Max.R; P /. By
Lemma 2.3.14, IRP

T
R is a P -primary ideal that is also a trace ideal. Since P

is sharp, we have IRP

T
R D P by Theorem 2.3.12(1). Thus PRM D PRP D

IRP D IP �1RM � II �1RM D IRM . Therefore IRM D PRM for each
M 2 Max.R; P /, and the proof is complete. ut

Using Theorem 2.3.17 and Lemmas 2.3.15 and 2.3.16, we can give a
characterization of branched primes ideals that are not sharp.

Corollary 2.3.18. The following statements are equivalent for a nonzero branched
prime ideal P of a Prüfer domain R.

(i) P is not sharp.
(ii) .P W P / D �.P /.

(iii) Q�1 D �.P / for each P -primary ideal Q.
(iv) Q�1 D �.P / for some proper P -primary ideal Q.

Proof. Proper P -primary ideals exist since P is branched. By Theorem 2.3.17[(i)
)(v)], if P is sharp, then there is no proper P -primary ideal Q such that Q�1 is a
ring. Thus (iii) implies both (i) and (iv).

Let Q be a P -primary ideal. Then �.P /
T

RP � P �1 � Q�1 � �.P /

by Theorem 2.3.2(1)(a). Also, by Lemma 2.3.15, .Q W Q/ D .P W P / D
�.P /

T
RP . If .P W P / D �.P /, then we have Q�1 D �.P /. Moreover,

if Q�1 D �.P /, then we have �.P / D Q�1 D .Q W Q/ D .P W P /

(Lemma 2.3.16). Thus (ii), (iii) and (iv) are equivalent. If P is not sharp, then
RP � �.P / and we then have .P W P / D �.P /. Hence (i) implies (ii). ut

For an unbranched maximal ideal M of a Prüfer domain R, M is sharp if and
only if there is an infinite chain of sharp branched primes fP˛g with

S
P˛ D M

and Max.R; P˛/ D fM g [20, Proposition 2.10]. A similar condition characterizes
nonmaximal unbranched sharp primes, as we now show.

Theorem 2.3.19. Let P be a nonzero unbranched prime of a Prüfer domain R.
Then P is sharp if and only if there is an infinite chain of sharp branched primes
fP˛g such that

S
P˛ D P with Max.R; P / D Max.R; P˛/ for each P˛ .

Proof. Assume P is sharp. Then it is both sharp and maximal in the ring .P W P /

(Corollary 2.3.21). For each prime Q � P , Q.P W P / D Q. Thus, by
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[20, Proposition 2.10], there is an infinite chain of branched primes fP˛g in .P W P /

(and in R) with
S

P˛ D P and Max..P W P /; P˛/ D fP g. Since each maximal
ideal of R that does not contain P survives in .P W P /, Max.R; P˛/ D Max.R; P /

for each P˛ .
For the converse, if P 0 is a sharp branched prime that is contained in P such that

Max.R; P / D Max.R; P 0/, then P is sharp by Lemma 2.3.9. ut
A nonzero prime P of an integral domain R is said to be antesharp if each

maximal ideal of .P W P / that contains P , contracts to P in R [20, Sect. 1].
We recall in the next proposition some characterizations of antesharp prime

ideals, paying particular attention to the Prüfer domain case [20, Proposition 2.3].

Proposition 2.3.20. Let P be a nonzero nonmaximal prime ideal of an integral
domain R. Then the following are equivalent.

(i) P is antesharp.
(ii) For each a 2 RnP , the ideal A WD aR C P is invertible.

(iii) For each prime Q of R that properly contains P , there is an invertible ideal
I � Q that properly contains P .

If, in addition, R is Prüfer, then (i), (ii) and (iii) are also equivalent to the
following.

(iv) P is a maximal ideal of .P W P /

(v) Each prime ideal of .P W P / that contains P contracts to P in R and is a
maximal ideal of .P W P /.

(vi) For each prime Q of R that properly contains P , there is a finitely generated
ideal I � Q that properly contains P .

If R is not a Prüfer domain, then it is the still the case that (i) implies (vi).
However, the reverse implication does not hold in general: a simple example is the
prime P D .X; Y / of the polynomial ring KŒX; Y; Z� where K is a field. Also note
that since each invertible ideal of a local domain is principal, if R is local, then P is
antesharp if and only if it is divided; i.e., P compares with each principal ideal.

From Proposition 2.3.20, we deduce that a sharp prime of a Prüfer domain is
always antesharp, but a (nonmaximal) antesharp prime need not be sharp (see for
example [20, Example 4.9]). More precisely [20, Corollary 2.4],

Corollary 2.3.21. Let P be a (nonzero) prime ideal of an integral domain R.

(1) If P is antesharp and not maximal, then it is divisorial.
(2) If, moreover, R is a Prüfer domain and P is sharp, then P is a sharp maximal

ideal of .P W P / and antesharp as a prime of R. Furthermore, if P is sharp and
not maximal, then it is both antesharp and divisorial.

We give next a new characterization of nonmaximal antesharp ideals in a Prüfer
domain.
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Theorem 2.3.22. Let P be a nonzero prime of a Prüfer domain R.

(1) If P is an idempotent maximal ideal, then P �1RN D .PRN /�1 for each
maximal ideal N .

(2) If P is not maximal, then P is antesharp if and only if P �1RM D .PRM /�1

for each maximal ideal M of R.

Proof. For (1), if P is an idempotent maximal ideal of a Prüfer domain R,
then P �1 D R and .PRP /�1 D RP (Remark 2.1.2(1)). As in the proof of
Theorem 2.3.17, it is also the case that P �1RN D .PRN /�1 D RN for each
maximal ideal N ¤ P .

For (2), assume P is not maximal. As above, if N is a maximal ideal that does not
contain P , then PRN D RN D P �1RN D .PRN /�1. Thus for (2), we only need
to consider what happens with regard to those maximal ideals M that contain P .

Since P is not maximal, P �1 D .P W P / D RP

T
�.P / (Theorem 2.3.2(2)),

regardless of whether P is antesharp or not (Corollary 2.3.21). Also, for each
maximal ideal M of R that contains P , considering the valuation domain RM , it
is well known that .PRM /�1 D .PRM W PRM / D RP (Lemma 2.1.1).

Assume P is not antesharp. Then P is not sharp (Corollary 2.3.21(2)) and there
is a prime P 0 that properly contains P and survives in .P W P /. Hence P �1 D
.P W P / D �.P / � RP 0 . Let M be a maximal ideal that contains P 0. Then
P �1RM D �.P /RM � RP 0 ¨ RP D .PRM /�1.

For the converse, assume P is antesharp. Then P is a maximal ideal of .P W P /.
Let M be a maximal ideal that contains P and let P0 be the largest prime that is
contained in M and survives in �.P / (use Zorn’s Lemma). Since �.P / contains
.P W P / and P is maximal in .P W P /, P0 is contained in P . Thus P �1RM D
.RP

T
�.P //RM D RP

T
RP0 D RP D .PRM /�1. ut

2.4 Trace Properties

Recall that given a ring R and an R-module B , the trace of B is the ideal of R

generated by the set fr 2 R j r D f .b/ for some b 2 B and f 2 HomR.B; R/g
(see for example, [24, Sect. 4.2]).

As we are dealing exclusively with integral domains R, HomR.I; R/ is naturally
isomorphic to I �1 .WD .R W I // for each nonzero ideal I of R, and the trace of I is
simply the ideal II �1. More generally, given an integral domain R, if C is the trace
of an R-module B , then C �1 D .C W C / and so C D CC �1 [24, Lemma 4.2.3].

As in [59] (and above in Sect. 2.3), we say that a (nonzero) ideal I of a domain
R is a trace ideal of R if II �1 D I , or equivalently, if I �1 D .I W I /. An integral
domain R has the trace property (or is a TP-domain) if each (proper) trace ideal is
prime [23, page 169] (equivalently, II �1 is prime for each nonzero noninvertible
ideal I of R), and it has the radical trace property (or is an RTP-domain) if
each trace ideal is a radical ideal [46, page 110] (equivalently, II �1 is a radical
ideal for each nonzero noninvertible ideal I ). If R is a Noetherian domain,
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then R is a RTP-domain if and only if RP is a TP-domain for each P 2 Spec.R/

[46, Proposition 2.1].

Proposition 2.4.1. (D.D. Anderson–Huckaba–Papick [2, Theorem 2.8] and
Fontana–Huckaba–Papick [23, Proposition 2.1]) Every valuation domain is a TP-
domain.

A proof of this result can also be found in [24, Proposition 4.2.1]. Note
that a local one-dimensional integrally closed domain with the trace property is
not necessarily a valuation domain: an example is given by the domain k C
Y k.X/ŒY �.Y /, where k is a field and X and Y are two indeterminates over k

[24, Example 8.4.4].
Clearly, every Dedekind domain is a TP-domain [23, Corollary 2.5]. But not

every Prüfer domain has the trace property. In fact, there is an example of an
almost Dedekind domain with a unique noninvertible maximal ideal M such
that M 2.M 2/�1 is not a prime ideal (cf. [38, Sect. 6], [23, Example 4.3], and
[24, Example 4.2.10]). On the other hand, it is known [23, Propositions 2.8 and
2.9] that the following properties hold:

coherent integrally closed TP-domain ) Prüfer domain,
Noetherian integrally closed TP-domain , Dedekind domain:

Proposition 2.4.2. (Fontana–Huckaba–Papick [23, Proposition 2.10, Corollary
2.11]) Let R be a TP-domain. If M is a noninvertible maximal ideal of R, then each
noninvertible ideal of R is contained in M . In particular, if R has a noninvertible
maximal ideal, then all the other maximal ideals of R are invertible.

For one proof of Proposition 2.4.2, see also [24, Lemma 2.4.7, Corollary 2.4.8].
Even more can be said about the ideals of a TP-domain. The following four

lemmas are quite useful in dealing with the various trace properties and with
factorizations.

Lemma 2.4.3. (Lucas [59, Lemmas 0 and 1]) Let P be a nonzero prime ideal of a
domain R.

(1) If PP �1 properly contains P and I is an ideal such that P ¨ I � PP �1, then
.R W I / D .P W P / D .R W PP �1/ D .PP �1 W PP �1/.

(2) If B is a radical ideal contained in P , but P is not minimal over B , then
.R W P / � .B W B/.

Proof. For (1), first note that .P W P / � .PP �1 W PP �1/ D .R W PP �1/ �
.R W I /. To establish the reverse containment, let t 2 .R W I /. As both tI and tP

are contained in R, .tP /I D .tI /P � P implies tP � P . Therefore .R W I / D
.P W P /.

For statement (2), let q 2 .R W P /. Then qP � R and qB � R. Hence qPB �
B . As P is not minimal over B , qB is contained in each minimal prime of B . Thus
qB � B . ut
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Lemma 2.4.4. Let P be a nonzero prime ideal of a domain R. If PP �1 © P and
for each b 2 PP �1nP there is a pair of elements s 2 .P W P / and p 2 P such that
b D b2s C p, then P is an invertible maximal ideal of R.

Proof. Suppose PP �1 © P . We have atn 2 PP �1 for each a 2 PP �1nP and
t 2 .P W P / since .P W P / D .PP �1 W PP �1/ D .PP �1/�1 (Lemma 2.4.3).
Further assume that for each b 2 PP �1nP , there is a pair of elements s 2 .P W P /

and p 2 P such that b D b2s Cp. Then b.1�bs/ D p 2 P with 1�bs 2 R. Since
P is prime, 1 � bs 2 P and therefore both s.1 � bs/ and bs2 are in R. This puts
s 2 R, which then implies that bR C P D R. Thus P is invertible. Moreover, as b

was an arbitrary element of PP �1nP D RnP , P is also a maximal ideal of R. ut
Lemma 2.4.5. (Lucas [59, Theorem 2]) Let R be a TP-domain. If P is a nonzero
prime of R such that P �1 © .P W P /, then P is an invertible maximal ideal of R.

Proof. Suppose P �1 © .P W P / and let b 2 PP �1nP . Also, let I WD b2R C P .
Then .R W I / D .P W P / (Lemma 2.4.3). Since R is a TP-domain, b 2 II �1 and
therefore there are elements s 2 I �1 D .P W P / and p 2 P such that b D b2s C p.
Hence P is an invertible maximal ideal by Lemma 2.4.4. ut

The fourth (and final) lemma appears in both [48] and [59].

Lemma 2.4.6. (Lucas [59, Lemma 14] and Houston–Kabbaj–Lucas–Mimouni [48,
Theorem 3.4]) Let P and P 0 be nonzero primes of a domain R. If .R W P / D .P W
P / and .R W P 0/ D .P 0 W P 0/, then .R W P

T
P 0/ D .P

T
P 0 W P

T
P 0/.

Proof. Let t 2 .R W P
T

P 0/ and set J WD P
T

P 0. Then tJ � R, tP � .R W
P 0/ D .P 0 W P 0/ and tP 0 � .R W P / D .P W P /. Thus J contains both tJP and
tJP 0. Hence t2JP � R and t2JP 0 � R, and therefore t2J � .P W P /

T
.P 0 W P 0/.

It follows that .tJ /2 � J and we conclude with tJ � J since J is a radical ideal of
R (and tJ � R). ut
Theorem 2.4.7. Let R be a TP-domain. If R has at least one nonzero noninvertible
ideal, then the nonmaximal primes are linearly ordered, and there is a (unique)
prime ideal that contains all noninvertible ideals.

Proof. Suppose I is a nonzero noninvertible ideal of R. Since R is a TP-domain,
Q WD II �1 is a prime ideal of R. Also, Q�1 D .Q W Q/ (no matter whether
R is a TP-domain or not). Therefore the set X WD fP 2 Spec.R/ j P �1 D
.P W P /g is nonempty. Clearly, X contains each noninvertible maximal ideal (if
any). Moreover, by Lemma 2.4.5, each nonzero nonmaximal prime ideal of R is
in X .

To see that the primes in X are linearly ordered, let P; P 0 2 X .
Then .R W P / D .P W P / and .R W P 0/ D .P 0 W P 0/. By Lemma 2.4.6,
.R W P

T
P 0/ D .P

T
P 0 W P

T
P 0/. As R is a TP-domain, P

T
P 0 is a prime

ideal and hence P and P 0 are comparable. It follows that the primes of X are
linearly ordered.
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Let N be the union of the primes in X . Then N is a prime that contains every
nonmaximal prime of R. Let t 2 .R W N /. Then t 2 .R W P / D .P W P / for
each P 2 X . It follows that tN � N , which puts N in X . From above, the prime
Q D II �1 is in X . Hence we have I � Q � N . Note that if N is not maximal,
then each maximal ideal of R is invertible. On the other hand, if N is maximal, then
all other maximal ideals (if any) are invertible. ut

In case of Prüfer ##-domains, a converse of Theorem 2.4.7 holds:

Proposition 2.4.8. (Fontana–Huckaba–Papick [23, Theorem 4.2]) Let R be a ##-
domain. If R is a Prüfer domain in which the noninvertible prime ideals are linearly
ordered, then R is a TP-domain.

In the Prüfer domains setting, the concept of RTP-domain provides a unified
framework for studying ##-domains and TP-domains. To demonstrate this, we
first recall a related trace property introduced by Lucas in 1996 [59, page 1095].
An integral domain R has the trace property for primary ideals (for short, R is
a TPP-domain) if, for each nonzero primary ideal Q, either QQ�1 is prime or
QQ�1 D R. By [59, Corollary 8], if R is a TPP-domain and Q is a primary ideal,
then either QQ�1 D p

Q or QQ�1 D R and
p

Q is maximal.

Proposition 2.4.9. (Lucas [59, Theorem 4 and Corollary 8]) Let R be an integral
domain. Then:

(1) If R is an RTP-domain then R is a TPP-domain.
(2) R is a TPP-domain if and only if, for each primary ideal Q of R, either

QQ�1 D P , where P WD p
Q, or QQ�1 D R and P is a maximal ideal

of R.

A proof of Proposition 2.4.9 can also be found in [24, Theorem 4.2.17].
The converse of Proposition 2.4.9(1) is not known, except in certain special

cases; e.g., Noetherian domains, or more generally, Mori domains [59, Theorem 12].
What is more interesting in our setting is that the converse holds for Prüfer
domains.

Theorem 2.4.10. (Lucas [59, Theorem 23]) Let R be a Prüfer domain. Then the
following statements are equivalent.

(i) R is an RTP-domain.
(ii) R is a TPP-domain.

(iii) Each nonzero branched prime of R is the radical of a finitely generated ideal
(or, equivalently, by Proposition 2.3.10, each nonzero branched prime of R is
sharp).

A proof of Theorem 2.4.10 can also be found in [24, Theorem 4.2.27]. More
recently, S. El Baghdadi and S. Gabelli have shown that a Prüfer domain is an
RTP-domain if and only if each nonzero principal ideal (equivalently, finitely
generated ideal) has only finitely many minimal primes [18, Corollary 1.9].
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The next result describes the relation between RTP-domains and ##- domains in
the Prüfer domain setting.

Theorem 2.4.11. (Lucas [59, Corollaries 24, 25, and 26]) Let R be a Prüfer
domain.

(1) If R is an RTP-domain, then every overring of R is a RTP-domain.
(2) If R is ##-domain, then R is a RTP-domain.
(3) If R is an RTP-domain and every maximal ideal of R is branched, then R is a

#-domain.
(4) If R is an RTP-domain and every nonzero prime ideal of R is branched, then R

is a ##-domain.

A proof of Theorem 2.4.11 also appears in [24, Theorem 4.2.28].
The next result is fundamental; it establishes the relationship among the classes

of h-local, ##-, and RTP-domains in the Prüfer domain setting.

Theorem 2.4.12. (Olberding [67]) Let R be a Prüfer domain. Then the following
statements are equivalent.

(i) R is h-local.
(ii) R is an RTP-domain and each nonzero prime ideal is contained in a unique

maximal ideal.
(iii) R is a .##/-domain and each nonzero prime ideal is contained in a unique

maximal ideal.
(iv) Each nonzero prime ideal of R is both sharp and contained in a unique

maximal ideal.

The equivalences (i),(ii),(iii) are proved in [67, Proposition 3.4]). To see that
(iii) and (iv) are equivalent, recall that by Theorem 2.2.4 (and the discussion which
follows it), a Prüfer domain satisfies .##/ if and only if each nonzero prime is sharp.

In the Prüfer domain case, using some of the preceding results, we can describe
explicitly what is required to ensure that an RTP-domain is a TP-domain.

Corollary 2.4.13. Let R be a Prüfer domain. The following statements are
equivalent.

(i) R is a TP-domain.
(ii) R is an RTP-domain and the noninvertible prime ideals of R are linearly

ordered.
(iii) Each nonzero branched prime of R is the radical of a finitely generated

ideal (or, equivalently, each nonzero branched prime of R is sharp), and the
noninvertible prime ideals of R are linearly ordered.

Proof. Clearly, (ii),(iii) by Theorem 2.4.10.
To see that (i) implies (ii) simply note that a TP-domain is a RTP-domain. That

the primes are linearly ordered follows from Theorem 2.4.7.
To complete the proof assume (ii) holds. It is well known that if P is a minimal

prime ideal of a nonzero ideal I of an integral domain and if I �1 is a ring,
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then P �1 is also a ring [48, Proposition 2.1]. Therefore, if J is a radical ideal of
R such that J �1 is a ring, then it is easy to see that J must be a prime ideal. Hence
R is a TP-domain. ut

We also want to recall that the notions of RTP-domain and ##-domain often
coincide in the Prüfer domain case:

Theorem 2.4.14. Let R be a Prüfer domain.

(1) (Heinzer–Papick [46, Theorem 2.7]) Assume that R satisfies the ascending
chain condition (for short, acc) on prime ideals (e.g., R is locally finite
dimensional). The following statements are equivalent.

(i) R is an RTP-domain.
(ii) Spec.R/ is a Noetherian space (i.e., every nonempty set of closed

subspaces of Spec.R/ has a minimal element with respect to inclusion
[10, Ch. II, �4, N. 2, Définition 3]).

(iii) R is a ##-domain.

(2) (Gilmer–Heinzer [35, Theorem 4]) The following statements are equivalent.

(i) R is a ##-domain and R satisfies the acc on prime ideals.
(ii) Every prime ideal of R is the radical of a finitely generated ideal (or,

equivalently, by Proposition 2.3.10, every nonzero prime ideal of R sharp
and branched).

A proof of Theorem 2.4.14 also appears in [24, Theorems 4.2.33 and 4.2.34].
Putting together some of the equivalent statements of Proposition 2.1.8 and

Theorem 2.4.12 (providing several characterizations for h-local domains), we have
that for a Prüfer domain R, R is an RTP-domain and each nonzero prime ideal is
contained in a unique maximal ideal if and only if .R W I /RM D .RM W IRM / for
each nonzero ideal I and each maximal ideal M .

Our next result deals with what happens when the ideals I in the previous
statement are restricted to primary ideals (or those that are locally primary).

Theorem 2.4.15. The following statements are equivalent for a Prüfer domain R.

(i) R is an RTP-domain.
(ii) Q�1RM D .QRM /�1 for each nonzero primary ideal Q and each maximal

ideal M of R.
(iii) I �1RM D .IRM /�1 for each nonzero locally primary ideal I of R and each

maximal ideal M .
(iv) For each maximal ideal M of R, I �1RM D .IRM /�1 whenever IRM is a

nonzero primary ideal of RM .

Proof. Since R is Prüfer, it has the radical trace property if and only if each nonzero
branched prime is the radical of a finitely generated ideal; i.e., if and only if each
nonzero branched prime is sharp (Theorem 2.4.10). On the other hand, each nonzero



26 2 Sharpness and Trace Properties

branched prime is sharp if and only if Q�1RM D .QRM /�1 for each primary ideal
Q of R, by Theorem 2.3.17. Hence (i) and (ii) are equivalent.

For the rest, it is clear that (iv) implies (iii) and (iii) implies (ii). Assume (ii)
and let I and M be ideals with M maximal and IRM primary. Simply let Q WD
IRM

T
R. Then Q is a primary ideal that contains I and QRM D IRM . Hence we

have I �1RM � .IRM /�1 D .QRM /�1 D Q�1RM � I �1RM . Thus (ii) implies
(iv), completing the proof. ut

According to Theorem 2.4.12, if R is a Prüfer domain R in which each nonzero
prime is contained in a unique maximal ideal, then R is h-local if and only if it has
the radical trace property. Hence we have the following corollary to Theorem 2.4.15.

Corollary 2.4.16. The following statements are equivalent for a Prüfer domain R.

(i) R is h-local.
(ii) Each nonzero prime is contained in a unique maximal ideal and Q�1RM D

.QRM /�1 for each primary ideal Q and maximal ideal M .
(iii) Each nonzero prime is contained in a unique maximal ideal and for each

nonzero ideal I and each maximal ideal M , I �1RM D .IRM /�1 whenever
IRM is primary.

In [19, page 3], we introduced a slightly weaker type of trace property for primary
ideals: An integral domain R has the weak trace property for primary ideals (or, R

is a wTPP-domain) if, for each nonzero primary ideal Q with nonmaximal radical,
QQ�1 D p

Q. With a slight modification of the proof that a Prüfer domain is a
TPP-domain if and only if each branched prime is the radical of a finitely generated
ideal (Theorem 2.4.10), we have the following.

Theorem 2.4.17. Let R be a Prüfer domain. Then R is a wTPP-domain if and only
if each branched nonmaximal prime is the radical of a finitely generated ideal.

Proof. Since R is Prüfer, PP �1 D P for each nonzero nonmaximal prime P

(Theorem 2.3.2(2)). Also, by Theorem 2.3.12(1), if P is branched and nonmaximal,
then P is the radical of a finitely generated ideal if and only if QQ�1 D P for each
proper P -primary ideal Q. ut

A simple consequence of Theorem 2.4.17 is that if R is a Prüfer domain with the
weak trace property for primary ideals, then each overring of R also has the weak
trace property for primary ideals.

By [19, Proposition 1.7], a Prüfer domain with weak factorization is a wTPP-
domain. It turns out that such a domain has a slightly stronger trace property. We
say that an integral domain R has the almost radical trace property (or, is an aRTP-
domain) if for each nonzero noninvertible ideal I of R, II �1RM is a radical ideal,
whenever M is either a steady maximal ideal or an unsteady maximal ideal that
is not minimal over II �1. In Theorem 4.2.12 below, we will show that a Prüfer
domain R has weak factorization if and only if it is an aRTP-domain such that each
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nonzero prime is contained in a unique maximal ideal and each nonzero nonunit is
contained in at most finitely many noninvertible maximal ideals.

Theorem 2.4.18. The following are equivalent for a Prüfer domain R.

(i) R is an aRTP-domain.
(ii) For each nonzero primary ideal Q, QQ�1 � p

Q except when
p

Q is an
unsteady maximal ideal.

(iii) Each nonzero branched nonmaximal prime ideal is the radical of a finitely
generated ideal as is each steady branched maximal ideal.

(iv) Each nonzero branched nonmaximal prime ideal is sharp as is each steady
branched maximal ideal.

Proof. We start with (i) implies (ii). Assume that R is an aRTP-domain and let Q

be a nonzero primary ideal with radical P . If P is not maximal, then QQ�1 � P

(Lemma 2.3.15(3)). Hence in this case, QQ�1RM is a radical ideal which must then
be PRM for each maximal ideal M . It follows that QQ�1 D P . If P is a steady
maximal ideal, then by aRTP, we have QQ�1RP � PRP which means that either
QQ�1 D P or Q is invertible.

To see that (ii) implies (iii), first note that by Lemma 2.3.15, QQ�1 � p
Q

whenever Q is a nonzero primary ideal such that
p

Q is not maximal. Thus a
Prüfer domain whose nonzero primary ideals satisfy statement (2) has the weak
trace property for primary ideals. Hence, by Theorem 2.4.17, each nonzero branched
nonmaximal prime is the radical of a finitely generated ideal. If Q is primary withp

Q a steady branched maximal ideal, then having QQ�1 � p
Q implies thatp

Q is the radical of a finitely generated ideal by Theorem 2.3.12(1). Thus (ii)
implies (iii).

The equivalence of (iii) and (iv) follows immediately from Proposition 2.3.10.
To complete the proof, we show that (iii) implies (i). Assume that each branched

nonmaximal prime ideal is the radical of a finitely generated ideal, as is each steady
branched maximal ideal. Let I be a nonzero noninvertible ideal with J WD II �1

and let M be a maximal ideal of R. If M does not contain J , then JRM D RM

is trivially a radical ideal of RM . Assume that M contains J , and if M is minimal
over J , then it is steady. Let P � M be a prime ideal that is minimal over J . If
P is unbranched, then PRM D JRM since P has no proper primary ideals. On the
other hand, if P is branched, then PRM D JRM by Theorem 2.3.17. In either case,
JRM is a radical ideal of RM . ut

The “opposite” of a maximal ideal M being steady is for it to be unsteady,
meaning MRM is principal but M is not invertible. For Prüfer domains we have
the following characterization of locally principal maximal ideals.

Lemma 2.4.19. Let M be a maximal ideal of a Prüfer domain R. If M is unsteady,
then M is not sharp. Equivalently, if M is sharp and locally principal, then M is
invertible.
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Proof. We may assume that MRM D aRM for some a 2 M . If M is also sharp,
then it is the radical of a finitely generated ideal I . By checking locally, we have
M D aR C I , which is invertible. ut

Since the property of being sharp is preserved in overrings (provided the prime
survives), a sharp prime of a Prüfer domain cannot become unsteady in an overring.
Thus, as with the weak trace property for primary ideals, if R is a Prüfer domain
that is an aRTP-domain, then each overring is an aRTP-domain.

2.5 Sharp Primes and Intersections

Recall that each ideal in an overring of a Prüfer domain R is extended from an ideal
of R [34, Theorem 26.1]. In particular, if T is an overring of R (with R Prüfer),
then each maximal ideal of T is extended from a prime ideal of R. For a nonzero
ideal I of the Prüfer domain R, we can say even more about the maximal ideals of
the overring �R.I / .WD � .I / WD TfRM j M 2 Max.R; I /g/.
Lemma 2.5.1. Let R be a Prüfer domain and let I be a nonzero ideal of R.

(1) Max.� .I // D fM� .I/ j M 2 Max.R; I /g.
(2) If

p
I D P is a prime ideal and P 0 is the largest prime that is common to all

maximal ideals that contain I , then � .I / D � .P / D � .P 0/ and IRP 0 is an
ideal of � .P /. Moreover, IRP 0 D B� .P / where B WD IRP 0

T
R.

Proof. Since R is Prüfer, each prime ideal of its overring � .I / is extended from
a unique prime ideal of R, and each prime of R that survives in � .I / extends to
a prime ideal of � .I /. From this and from the definition of � .I /, it is clear that
each maximal ideal in the set Max.R; I / extends to a maximal ideal of � .I /. Let
Q be a prime ideal of R that is comaximal with I . Then there are elements q 2 Q

and a 2 I such that q C a D 1. Clearly, no maximal ideal in Max.R; I / contains
q. Thus 1=q 2 RN for each N 2 Max.R; I /, and hence 1=q 2 � .I /. Therefore
Q� .I / D � .I / and we have that each maximal ideal of � .I / is extended from a
maximal ideal in the set Max.R; I /, proving (1).

For (2), we further assume that
p

I D P is a prime ideal and that P 0 is
the largest prime that is common to all maximal ideals that contain P . In this
case, a maximal ideal contains I if and only if it also contains P 0 (and P ). Thus
� .I / D � .P / D � .P 0/ and, by the first statement, the maximal ideals of
� .P / are precisely the ideals obtained by extending each maximal ideal of the set
Max.R; I / D Max.R; P / D Max.R; P 0/. Since RM contains P 0RM D P 0RP 0

for each M 2 Max.R; P 0/, P 0RP 0 is an ideal of � .P /. Thus IRP 0 is also an ideal
of � .P /.

From the definition of B , it follows that BRP 0 D IRP 0 , and for each
M 2 Max.R; P /, we have BRM D .BRP 0

T
R/RM D BRP 0 RM

T
RM D

BRP 0

T
RM D BRP 0 . Therefore B� .P / D BRP 0 D IRP 0 . ut
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Statements (2) and (3) in the next result generalize [19, Theorem 1.10]. The
characterization of J v in the case that P is sharp (also in (2)) is more or less from the
proof of Proposition 4.1.3 (see [19, Theorem 1.10]), but here is given in a different
form.

Theorem 2.5.2. Let I be a finitely generated nonzero ideal of a Prüfer domain R

and let P be a prime minimal over I and J WD IRM

T
R where M is a maximal

ideal that contains P .

(1) If P is not sharp, then J ¨ J v D P v D .R W �.P //.
(2) If P is sharp, then there is a finitely generated ideal B with I � B ,

p
B D P ,

J D BRM

T
R and J v D J.P 0 W P 0/ D B.P 0 W P 0/ where P 0 is the largest

prime which is contained in all the maximal ideals that contain P . Moreover,
J �1 D B�1P 0 and J ¨ J v whenever more than one maximal ideal contains P .

(3) If P is sharp and M is the only maximal ideal that contains P , then J is
divisorial and invertible.

(4) If P D M , then J is divisorial if and only if P is sharp.
(5) If M is not the only maximal ideal that contains P , then J is not divisorial.

Proof. Since P is minimal over I and I is finitely generated, Q WD I 2RP

T
R is

a P -primary ideal such that Q D QRM

T
R � IRM

T
R D J (note that IRP �

PRP D PRM , whence I 2RP � IRM ). Hence Max.R; Q/ D Max.R; J / D
Max.R; P /, and �.Q/ D �.J / D �.P /.

For (1), if P is not sharp, then �.P / D �.Q/ � Q�1 � J �1 � P �1 �
RP

T
�.P / D �.P /, the last inclusion following from Theorem 2.3.2. It follows

that Qv D J v D P v D .R W �.P //. Clearly, J v D R if P is maximal. If P

is not maximal, then J ¨ P � J v (otherwise, IRM D JRM D PRM , with I

finitely generated and P ¨ M , which is impossible). Thus, in either case, J is not
divisorial.

The statement in (4) follows from (1) and (3), and the statement in (5) follows
from (1) and (2). Thus, for the remainder of the proof, we assume that P is sharp,
whence by Proposition 2.3.10 there is a finitely generated ideal B with

p
B D

P . Let P 0 be the largest prime which is contained in all the maximal ideals that
contain P . Then P 0 is sharp by Lemma 2.3.9 since Max.R; B/ D Max.R; P / D
Max.R; P 0/.

Since P is minimal over I ,
p

IRM D PRM D p
BRM and thus there is an

integer m such that IRM � BmRM . Set A WD Bm. Then J D .I C A/RM

T
R

and P D p
I C A. Without loss of generality, we may assume B D I CA and thus

J D BRM

T
R.

The first statement in (2) is easier to prove when M is the only maximal ideal that
contains P . In this case, P 0 D M , and M is the only maximal ideal that contains B .
Thus J D B (check locally) which implies J is invertible and therefore divisorial,
establishing (3). Moreover, .M W M / D R since M is a maximal ideal and R is
Prüfer. Hence we trivially have J v D J D J.P 0 W P 0/ D B.P 0 W P 0/ in this case.

To complete the proof, we must show that J v D J.P 0 W P 0/ D B.P 0 W
P 0/, J ¨ J v, and J �1 D B�1P 0 when P is sharp and M is not the only
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maximal ideal that contains P . In this case, P 0 is properly contained in M .
Thus JRM D BRM ¨ JRP 0 D BRP 0 as B is finitely generated and RM is a
valuation domain. Since P 0 is sharp, P 0�1 D .P 0 W P 0/ D RP 0

T
�.P 0/ ¨ �.P 0/

(Theorem 2.3.2(2)). Moreover, P 0 is a divisorial ideal of R and a maximal ideal of
.P 0 W P 0/ (Corollary 2.3.21(2)). Also, B.P 0 W P 0/ D BP 0�1 is a (proper) divisorial
ideal of R with .B.P 0 W P 0//�1 D B�1P 0 since B is invertible and P 0 is divisorial.

Let N be a maximal ideal. If N does not contain P , then RN contains .P 0 W P 0/
and BRN D RN D JRN . On the other hand, if N contains P , then it properly
contains P 0 and blows up in .P 0 W P 0/ (as P 0 is a maximal ideal of .P 0 W P 0/).
Thus .P 0 W P 0/RN contains .P 0 W P 0/ and properly contains RN . Therefore there is
a prime ideal P0 ¨ N such that .P 0 W P 0/RN D RP0 . But we also have P0 � P 0
and hence P0 D P 0. It follows that B.P 0 W P 0/RN D BRP 0 D JRP 0 D J.P 0 W
P 0/RN � JRN when N contains P . Thus B.P 0 W P 0/ D J.P 0 W P 0/ (since we
have equality locally) is a divisorial ideal of R that contains J and the containment
is proper since JRM D BRM ¨ BRP 0 � JRP 0 D J.P 0 W P 0/RM . We also have
J v � B.P 0 W P 0/ D BP 0�1. Since B is invertible, J vB�1 � P 0�1 which implies
J �1B � P 0v D P 0.

To finish the proof, it suffices to show that J �1B � P 0. For this, let N.¤ M / be
a maximal ideal that contains P , and let Q be the largest prime common to N and
M . Then JRN D .BRM

T
R/RN D BRQ, and so for each a 2 N nQ, a�1B �

BRQ D JRN . Hence a�1BJ �1 � JJ �1RN � RN and BJ �1 � aRN . Therefore,
using the fact that B � J , we have BJ �1 � .

TfaRN j a 2 N n Qg/ T
R D

QRN

T
R D Q. Now, let L � M be a prime minimal over J �1B . It suffices

to show that L � P 0. If not, then there is an N as above with L ª N . For the
corresponding Q we have J �1B � Q � M . Since R is Prüfer, it must be the case
that L � Q � N , a contradiction. Hence L � P 0, as desired. ut
Lemma 2.5.3. Let R be a Prüfer domain, and let I be a nonzero ideal of R. If
M is a steady maximal ideal that contains I where I � I vM ¨ I v, then M is
idempotent and I vRM is principal.

Proof. Suppose that M is a steady maximal ideal with I � I vM ¨ I v. Then it is
also the case that I vMRM ¨ I vRM . Since M is steady, it is either idempotent or
invertible (Lemma 2.1.10(1)). If M is invertible, then I vM is a divisorial ideal that
contains I and is properly contained in I v. This is impossible, so it must be that M

is idempotent. Let y 2 I vRM n I vMRM . Then IRM � I vMRM ¨ yRM � I vRM ,
and, since MRM is not divisorial, taking v’s in RM yields I vRM D yRM . ut

Our next result “individualizes” two of the properties that characterize h-local
Prüfer domains. Our ultimate goal is to give a characterization of Prüfer domains
with weak factorization that is similar to Olberding’s characterizations of h-local
Prüfer domains (Proposition 2.1.8(2) and Theorem 2.4.12).

Theorem 2.5.4. Let R be a Prüfer domain, and let N be a maximal ideal of R.

(1) I �1RN D .IRN /�1 for each nonzero ideal I if and only if each nonzero prime
contained in N is sharp and contained in no other maximal ideal.
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(2) If NRN is principal and I �1RN D .IRN /�1 for some nonzero ideal I , then
IRN D I vRN D .IRN /v.

(3) If N is idempotent and I �1RN D .IRN /�1 for each nonzero ideal I , then
I vRN D .IRN /v for each nonzero ideal I , and for those I where IRN ¤
I vRN , IRN D yNRN and I vRN D yRN for some y 2 I v.

Proof. For (1), first assume each nonzero prime contained in N is sharp and
contained in no other maximal ideal. Then �.N / D �.P /, and both N and P

blow up in �.N / for each nonzero prime P contained in N . Thus �.N /RN is the
quotient field of R.

Let I be a nonzero ideal of R. Then I �1 D .RN W I /
T

.�.N / W I /

(Lemma 2.3.13). Thus I �1RN D ..RN W I /
T

.�.N / W I //RN D .RN W
I /RN

T
.�.N / W I /RN D .IRN /�1.

For the converse, we first show that if I �1RN D .IRN /�1 for each nonzero
ideal I , then each nonzero branched prime contained in N is sharp. To this end,
let P � N be a branched prime and let Q be a proper P -primary ideal. Then
QQ�1RN D .QRN /.QRN /�1 � PRN since each valuation domain has the
trace property (Proposition 2.4.1). It follows that QQ�1 � P . Moreover, if P is
nonmaximal, then we have QQ�1 D P by Lemma 2.3.15. Hence P is sharp by
Theorem 2.3.12.

Next we show that no other maximal ideal contains P . Since P is both branched
and sharp, there is a finitely generated ideal B ¨ P such that

p
B D P by Proposi-

tion 2.3.10. Let J WD BRN

T
R. By way of contradiction, assume that N is not the

only maximal ideal that contains P . Then J �1 D B�1P 0 where P 0 is the largest
prime common to all maximal ideals that contain P (Theorem 2.5.2(2)). Hence
J �1RN D B�1P 0RN . But JRN D BRN , so .JRN /�1 D .BRN /�1 D B�1RN

since B is finitely generated. Thus JJ �1RN D P 0RN ¨ RN D .JRN /.JRN /�1

and we have, upon canceling JRN D BRN , that J �1RN is properly contained in
.JRN /�1, a contradiction. Hence N is the only maximal ideal that contains P . This,
in turn, implies that each nonzero prime contained in N is sharp and N is the only
maximal ideal that contains it (Lemma 2.3.9).

For (2), assume NRN is principal and I �1RN D .IRN /�1 for some nonzero
ideal I . Since each nonzero ideal of RN is divisorial (in RN ) (Lemma 2.1.1), we
then have IRN � I vRN � .I �1RN /�1 D .IRN /v D IRN , and so IRN D
I vRN D .IRN /v.

Finally, for (3), assume that I �1RN D .IRN /�1 for each nonzero ideal I . This
extends easily to all fractional ideals of R. Hence, for each nonzero ideal I , we have
I vRN D .I �1/�1RN D .I �1RN /�1 D .IRN /v.

For N idempotent, the existence of the element y 2 I v such that IRN D yNRN

and I vRN D yRN when IRN ¤ I vRN .D .IRN /v/ follows from the fact that all
nondivisorial ideals of RN have the form zNRN for some z 2 R (Lemma 2.1.1). ut

Recall that for a nonzero ideal I of an integral domain R, ˚.I / DTfRP j P 2 Min.R; I /g, where Min.R; I / is the set of minimal primes of I

(in R), and �.I/ D TfRN j N 2 Max.R/ n Max.R; I /g.



32 2 Sharpness and Trace Properties

Lemma 2.5.5. Let R be a Prüfer domain and let I be a nonzero radical ideal of R

such that I �1 is a ring.

(1) If P is both minimal over I and antesharp, then PI �1 is a maximal ideal
of I �1.

(2) If P 0 is a sharp prime that contains I and P 0I �1 ¤ I �1, then P 0 is minimal
over I .

Note that the statement in (2) is not a consequence of that in (1). Simply having I

contained in a sharp prime P 0 with P 0 not minimal over I is not enough to guarantee
that the minimal prime P ¨ P 0 of I is antesharp.

Proof. (1) Assume that P is minimal over I and antesharp. Since R is Prüfer and
I �1 is a ring, I �1 D �.I/

T
˚.I / � RP (Theorem 2.3.2(1)). Thus PI �1 is

a prime ideal of I �1. If P is maximal in R, then PI �1 is certainly maximal in
I �1. Otherwise, since P is antesharp, each prime P 00 that properly contains P also
contains an invertible ideal B that (properly) contains P (Proposition 2.3.20). Since
I � P ¨ B , B�1 � I �1. As B is invertible, we have I �1 � P 00I �1 � BI �1 D
I �1. (To see that BI �1 D I �1, write 1 D P

bi ui with bi 2 B and ui 2 B�1 � I �1,
whence 1 2 BI �1.) Therefore P 00I �1 D I �1 for each prime P 00 that properly
contains P , and so PI �1 is maximal ideal of I �1.

For (2), assume that P 0 is a sharp prime that contains I . We will show that if
P 0 is not minimal over I , then P 0I �1 D I �1. So we further assume P 0 is not
minimal over I and let P ¨ P 0 be minimal over I . If P 0 is unbranched, there is an
infinite chain of sharp branched primes between P and P 0 (Theorem 2.3.19). Thus,
whether P 0 is unbranched or branched, there is a sharp branched prime P 00 with
I � P ¨ P 00 � P 0. Inside P 00 is a finitely generated ideal A such that

p
A D P 00

(Proposition 2.3.10). Obviously, if N is a maximal ideal that does not contain I ,
then N does not contain A. Thus �.A/ � �.I/. Since A�1 � ˝.A/ � �.A/

(Lemma 2.3.1), then A�1 � �.I/. Moreover, no prime minimal over I can contain
A, so A�1 � ˚.I / as well. It follows that A�1I �1 D ˚.I /

T
�.I/ D I �1 and

therefore I �1 D AI �1 � P 0I �1, as desired. ut
Recall from Remark 2.3.6 that Gilmer and Heinzer showed that given a fixed

nonzero prime P and a nonempty set of primes fP˛g in a Prüfer domain R, RP does
not contain T WD T

˛ RP˛ if and only if there is a finitely generated ideal A � P

that is contained in no P˛ . Also, if the primes in fP˛g are pairwise incomparable
and, in our terminology, each P˛ is sharp, then each P˛T is a sharp maximal
ideal of T and no other maximal ideals of T (if any) are sharp. We now consider
the related problem of which (minimal) primes are essential in an intersection of
incomparable primes.

Theorem 2.5.6. Let I be a radical ideal of a Prüfer domain R that is not prime,
and let fP˛g be a set of minimal primes of I such that I D T

˛ P˛ . If Q is a minimal
prime of I that is sharp, then Q D Pˇ is in the set fP˛g, and

T
˛¤ˇ P˛ properly

contains I , as does P
T

.
T

˛¤ˇ P˛/ for each prime P that properly contains Q.
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Proof. Let Q be a minimal prime of I that is sharp. Then there is a finitely generated
ideal A � Q such that the only maximal ideals that contain A are those that contain
Q (Proposition 2.3.5(1)). If M is such a maximal ideal, then IRM D QRM �
ARM . Since A is finitely generated, M does not contain the ideal J WD .I WR A/.
On the other hand, if P� 2 fP˛gnfQg, then P� must contain J since it contains
I and cannot contain A. Thus I ¨ J � T

P˛¤Q P˛ , and therefore Q D Pˇ for
some ˇ.

Next, assume P is a prime that properly contains Q. Since J 6� Q, the product
PJ is not contained in Q but is contained in P and also in the intersection

T
˛¤ˇ P˛ .

Thus we also have I ¨ P
T

.
T

˛¤ˇ P˛/. ut
A useful corollary to Theorem 2.5.6 is the following.

Corollary 2.5.7. Let R be a Prüfer domain with nonzero Jacobson radical J , and
let P be a sharp prime that is minimal over J . Then the following statements are
equivalent.

(i) P is a maximal ideal.
(ii) P is contained in a unique maximal ideal.

(iii) P is contained in only finitely many maximal ideals.

Proof. Let fP˛g be the set Min.R; J / n P , and let B D T
˛ P˛ . We start by proving

(ii) implies (i). Let M be the maximal ideal that contains P . If P ¤ M , then
M

T
B © J by Theorem 2.5.6. But since Spec.R/ is treed, no P˛ is contained

in M . Thus B � I WD TfN j N 2 Max.R; P˛/ for some ˛g, and we have
J ¨ M

T
B � M

T
I D J , a contradiction. Hence P D M is maximal.

To see that (iii) implies (i), we revisit the proof of Theorem 2.5.6. Assume P is
not maximal but is contained in only finitely many maximal ideals M1; M2; : : : ; Mn

(with n > 1). Since P is sharp, there is a finitely generated ideal A � P

with Max.R; A/ D Max.R; P / D fM1; M2; : : : ; Mng (Proposition 2.3.5). No Mi

contains the ideal C WD .J WR A/ since A is finitely generated and ARMi ¨
PRMi D JRMi . Hence C is not contained in P and thus neither is CM1M2 � � � Mn.
On the other hand, C � B since no P˛ contains A. Thus CM1M2 � � � Mn is
contained in each maximal ideal, a contradiction. Therefore P is a maximal ideal
of R. ut
Theorem 2.5.8. Let R be a Prüfer domain and let I be a nonzero radical ideal. If
each minimal prime of I is a maximal ideal of R and I D TfN j N 2 W g for
some subset W of Max.R; I /, then � .I / D TfRN j N 2 W g.

Proof. Assume that each minimal prime of I is a maximal ideal of R and let W be
a subset of Max.R; I / such that I D TfN j N 2 W g. There is nothing to prove
if W D Max.R; I /, so suppose M … W is a maximal ideal that contains I . To
simplify notation, set T WD TfRN j N 2 W g. By way of contradiction, assume
that RM does not contain T . Then there is an element q 2 T that is not in RM . It
follows that M must contain the invertible ideal C WD .R W .1; q//. On the other
hand, no N 2 W contains C .
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Since each maximal ideal in Max.R; I / is minimal over I and I is a radical ideal,
IRM D MRM � CRM . Since C is finitely generated, the ideal E WD .I WR C /

is not contained in M . On the other hand, EC � I � N for each N 2 W . This
leads to the contradictory statement that E � TfN j N 2 W g D I � M since, as
observed above, no N 2 W contains C . Therefore we must have RM � T for each
maximal ideal M 2 Max.R; I /, and it follows that � .I / D T . ut

Let S WD fP˛ j ˛ 2 A g be a nonempty set of incomparable nonzero prime
ideals of a Prüfer domain R. We say that a prime Pˇ 2 S is relatively sharp in S
if Pˇ contains a finitely generated ideal that is contained in no other prime in S . If
S is a finite set, then each prime in S is relatively sharp (in S ), vacuously so if S
has only one member. Since R is Prüfer, Pˇ is relatively sharp in S (assuming S
contains more than one prime) if and only if RPˇ

does not contain the intersectionTfRP˛ j ˛ 2 A ; ˛ ¤ ˇg (Remark 2.3.6). If each P˛ 2 S is relatively sharp in
S , then S is said to be a relatively sharp set.

As with Theorem 2.5.8, the next two results deal with intersections of maximal
ideals. In the first, R is a Prüfer domain and the maximal ideals are not sharp in R

but are all relatively sharp to each other. In the second, the maximal ideals are sharp
in R but there is no Prüfer assumption.

Theorem 2.5.9. Let R be a Prüfer domain, let I be a nonzero radical ideal of R

such that each minimal prime of I is a maximal ideal of R, and let W WD fM˛ j ˛ 2
A g be a subset of Max.R; I /. If I D TfM˛ j ˛ 2 A g and each M˛ is unsteady
but relatively sharp in W , then I �1 D R.

Proof. If I D TfM˛ j ˛ 2 A g with each M˛ unsteady (and so, locally principal)
but relatively sharp in W , then each M˛ contains a finitely generated ideal J˛ of R

that is contained in no other maximal ideal in W . Since M˛ is locally principal, we
may further assume that J˛RM˛ D M˛RM˛ .

By Theorem 2.5.8, � .I / D TfRM˛ j ˛ 2 A g. To simplify the notation, we
set T WD � .I / and Tˇ WD TfRM˛ j ˛ 2 A ; ˛ ¤ ˇg for each ˇ 2 A . Clearly,
Tˇ D TfTM˛T j ˛ 2 A ; ˛ ¤ ˇg, T D Tˇ

T
TMˇT and JˇTMˇT D MˇTMˇT for

each ˇ 2 A .
Since J �1

ˇ � RM˛ for each ˛ ¤ ˇ, J �1
ˇ � Tˇ. It follows that both Jˇ and

Mˇ blow up in Tˇ . By Lemma 2.3.13, .T W MˇT / D .TMˇT W MˇTMˇT /
T

.Tˇ W
MˇTˇ/ D .TMˇT W MˇTMˇT /

T
Tˇ D .TMˇT W JˇTMˇT /

T
Tˇ D .T W JˇT /.

Thus MˇT D JˇT is an invertible maximal ideal of T , which makes it sharp as
well.

Consider the ideal Iˇ WD TfM˛ j ˛ 2 A ; ˛ ¤ ˇg. Since IRMˇ
D MˇRMˇ

D
JˇRMˇ

and Jˇ is finitely generated, Mˇ does not contain the ideal .I WR Jˇ/, but
all other M˛’s do. Clearly, JˇIˇ � I . Thus Iˇ D .I WR Jˇ/ and since it is not
contained in Mˇ, then Mˇ C Iˇ D R. Therefore there are elements cˇ 2 Mˇ and
dˇ 2 Iˇ such that cˇ C dˇ D 1. Also I D MˇIˇ D Mˇ

T
Iˇ. Without loss of

generality we may assume cˇ 2 Jˇ . Thus Jˇ C Iˇ D R as well.
For each ˇ, consider the ring � .Jˇ/. By Lemma 2.5.1, having Jˇ C Iˇ D R

implies Iˇ� .Jˇ/ D � .Jˇ/. Thus Mˇ� .Jˇ/ D I� .Jˇ/ since I D MˇIˇ .
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On the other hand, since Mˇ is not sharp in R (Lemma 2.4.19), it must fail to
be sharp in � .Jˇ/ and therefore its inverse in � .Jˇ/ is trivial (Remark 2.1.2(1)).
Hence .� .Jˇ/ W I� .Jˇ// D � .Jˇ/. With this we have .R W I / � � .Jˇ/ � RMˇ

and therefore .R W I / � TfRM˛ j ˛ 2 A g D T . That .R W I / D R now
follows from the facts that T

T
�.I/ D � .I /

T
�.I/ D R and .R W I / � �.I/

(Lemma 2.3.1). ut
Theorem 2.5.10. Let R be an integral domain and let M D fM˛g be a set of sharp
maximal ideals of R. If R D T

˛ RM˛ , then the only sharp maximal ideals of R are
those in the set M , and

T
˛ M˛ is the Jacobson radical of R.

Proof. There is nothing to prove if M D Max.R/, so assume there is a maximal
ideal M that is not one of the M˛’s. Clearly, if R D T

˛ RM˛ , then M is not sharp.
Moreover, for t 2 T

˛ M˛, if t is not in M , then there are elements p 2 R and
q 2 M such that pt C q D 1. It follows that q is a unit in each RM˛ . But having
R D T

˛ RM˛ implies q is a unit of R, a contradiction. Thus t 2 M , and
T

˛ M˛ is
the Jacobson radical of R. ut

Another useful theorem is the following. In particular, it allows us to give an
alternate proof of Theorem 2.1.6.

Theorem 2.5.11. Let R be a Prüfer domain with nonzero Jacobson radical J .

(1) If each maximal ideal of R is invertible and minimal over J , then R has only
finitely many maximal ideals.

(2) If each maximal ideal of R is invertible and each nonzero prime is both sharp
and contained in a unique maximal ideal, then R has only finitely many maximal
ideals.

Proof. Let Max.R/ D fMˇg and assume each Mˇ is invertible.
For (1), assume each Mˇ is minimal over J . Also, for each ˇ, let Cˇ WDT

˛¤ˇ M˛. Since each Mˇ is invertible, each is sharp and therefore Mˇ is comax-
imal with Cˇ. It follows that R D P

ˇ Cˇ. Hence there are maximal ideals
Mˇ1; Mˇ2; : : : ; Mˇn such that R D Cˇ1 C Cˇ2 C � � � C Cˇn . As Cˇ � M˛ for
all ˛ ¤ ˇ, Mˇ1; Mˇ2; : : : ; Mˇn are the only maximal ideals of R.

For (2), assume each nonzero prime is both sharp and contained in a unique
maximal ideal. Since R is a Prüfer domain, each Mˇ contains a unique prime Pˇ

that is minimal over J , and, since each prime is contained in a unique maximal
ideal, the Pˇ are distinct.

For each ˇ, let Jˇ WD T
˛¤ˇ P˛ and Iˇ WD T

˛¤ˇ M˛. Since Pˇ is sharp, Jˇ

properly contains J by Theorem 2.5.6 and Pˇ does not contain Jˇ. Since J �
Mˇ

T
Jˇ � Mˇ

T
Iˇ D J , Theorem 2.5.6 further implies Pˇ D Mˇ. Hence each

maximal is minimal over J . By (1), R has only finitely many maximal ideals. ut
Simply having a nonzero Jacobson radical with each maximal ideal invertible

and each nonzero prime ideal sharp is not enough to imply only finitely many
maximal ideals. For example, it is well known that the domain Z C XQŒŒX�� is
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a two-dimensional Prüfer domain such that each maximal ideal is invertible and the
Jacobson radical is the (unique nonzero) nonmaximal prime XQŒŒX��. Clearly, there
are infinitely many maximal ideals and each nonzero prime is sharp (since the only
such nonmaximal prime is contained in every maximal ideal), but no maximal ideal
is minimal over the Jacobson radical.

A rather unusual characterization of Prüfer domains involves a certain nice
“factoring” property of contents of polynomials. For an indeterminate X over
R, the content of a polynomial h 2 RŒX� is the ideal of R generated by the
coefficients of R. We shall use c.h/ to denote this ideal. It turns out that R is
a Prüfer domain if and only if c.fg/ D c.f /c.g/ for all nonzero polynomials
f; g 2 RŒX� [34, Theorem 28.6].

Here is an alternate proof of Heinzer’s characterization of integrally closed
divisorial domains (Theorem 2.1.6).

Theorem 2.5.12. (Heinzer [44, Theorem 5.1]) Let R be an integrally closed
integral domain. Then each nonzero ideal of R is divisorial if and only if R is an
h-local Prüfer domain such that each maximal ideal is invertible.

Proof. Assume R is an h-local Prüfer domain such that each maximal ideal is
invertible. Let M be a maximal ideal and let I be a nonzero ideal contained in M .
Since M is invertible, MRM is principal and IRM is divisorial (Lemma 2.1.1(5)).
Also, each nonzero prime is contained in a unique maximal ideal, and from finite
character, each such prime is sharp. Thus I �1RM D .IRM /�1 by Theorem 2.5.4.
Hence IRM D .IRM /v D I vRM . It follows that I D I v.

For the converse, assume R is an integrally closed domain such that each nonzero
ideal is divisorial. Since R is integrally closed, c.fg/v D .c.f /c.g//v for each
pair of nonzero polynomials f; g 2 RŒX� [34, Proposition 34.8]. Hence we have
c.fg/ D c.fg/v D .c.f /c.g//v D c.f /c.g/. Thus R is a Prüfer domain [34,
Theorem 28.6]. That each maximal ideal is invertible follows from the fact a
maximal ideal of a Prüfer domain is divisorial if and only if it is invertible.

Let P be a branched prime, and let M be a maximal ideal that contains P .
Then P is minimal over a finitely generated ideal I . Since IRM

T
R is divisorial,

Theorem 2.5.2 ensures that P is sharp and that M is the only maximal ideal that
contains P . As each (nonzero) unbranched prime contains a branched prime, each
nonzero prime is sharp and contained in a unique maximal ideal.

Next, let r 2 R be a nonzero nonunit. Then the only maximal ideals of � .rR/ are
those that are extended from maximal ideals of R that contain r (Lemma 2.5.1(1)).
Thus the Jacobson radical of � .rR/ is nonzero, each maximal ideal of � .rR/ is
invertible, and each nonzero prime of � .rR/ is both sharp and contained in a unique
maximal ideal. By Theorem 2.5.11, � .rR/ has only finitely many maximal ideals.
Therefore R has finite character and hence is h-local. ut

We end this section with three lemmas which will be used later.
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Lemma 2.5.13. The following are equivalent for a nonzero prime P of a Prüfer
domain R.

(i) P is invertible as an ideal of .P W P /.
(ii) P is sharp and PRP is principal.

(iii) There is an invertible prime of .P W P / that contains P .

Proof. If P is a maximal ideal, then .P W P / D R. In this case, P invertible is
equivalent to it being sharp and locally principal. For the remainder of the proof we
assume P is not maximal.

If P is invertible as an ideal of .P W P /, then it is a maximal ideal of .P W P / and
there is a finitely generated ideal I � P such that P.P W P / D I.P W P /. As each
maximal ideal of R that does not contain P extends to a maximal ideal of .P W P /,
no such maximal ideal contains I . Hence P is sharp and PRP is principal. Thus (i)
implies (ii).

If P is sharp and PRP is principal, then P is branched and a maximal ideal of
.P W P / (Theorem 2.3.11 and Corollary 2.3.21). Also, P D p

J for some finitely
generated ideal J , which we may further assume has the property that JRP D PRP .
The other maximal ideals of .P W P / are extended from maximal ideals of R that
do not contain P [24, Theorem 3.1.2]. Hence checking locally in .P W P / yields
P.P W P / D J.P W P /. Thus (ii) implies both (i) and (iii).

To complete the proof, we show that (iii) implies (i). We prove the contrapositive.
Suppose P is not invertible as an ideal of .P W P / and let Q © P be a prime of
R. Since R is a Prüfer domain, PQ D P and .R W P / D .P W P /. It follows that
..P W P / W Q/ D ..R W P / W Q/ D .R W PQ/ D .R W P / D .P W P /. Hence each
prime of .P W P / that properly contains P has a trivial inverse in .P W P / and so is
not invertible. ut
Recall that an ideal I is said to be SV-stable (stable in the sense of Sally-
Vasconcelos) if I is invertible as ideal of .I W I /. Also recall that if .R W I / D
.I W I / for some ideal I , then .R W P / D .P W P / for each minimal prime P of I

[48, Proposition 2.1(2)].

Lemma 2.5.14. Let R be a domain, and let I be an ideal of R. If each minimal
prime of I is an invertible maximal ideal of R, then not only is I invertible but so is
each ideal that contains I .

Proof. It suffices to prove the following form of the contrapositive: if some ideal
that contains I is not invertible but each minimal prime of I is maximal, then some
minimal prime of I is not invertible. Let J be a noninvertible ideal that contains I

and let B WD J.R W J /. Then I � B and .R W B/ D .B W B/, and so by [48,
Proposition 2.1], each minimal prime P of B is such that .R W P / D .P W P /.
Hence no such prime is invertible. It follows that some minimal prime of I is not
invertible. ut
Lemma 2.5.15. Let I be a radical ideal of a Prüfer domain R. If .R W I / D .I W I /

and each minimal prime of I is SV-stable, then I has only finitely many minimal
primes and I is SV-stable.
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Proof. Assume .R W I / D .I W I / and each minimal prime of I is SV-stable. To
simplify notation, we let T WD .I W I /. Also, let P 2 Min.R; I /. Since .R W I / D
.I W I / D T , T � .R W P / D .P W P / [48, Proposition 2.1(2)]. As P is invertible
as an ideal of .P W P /, it is maximal as an ideal of .P W P /. Moreover, RP �
T � .P W P /, whence P T is an invertible maximal ideal of T . Thus Max.T; I / D
fP.I W I / j P 2 Min.R; I /g with each maximal ideal in Max.T; I / invertible.
It follows from Lemma 2.5.14 that I is invertible as an ideal of T , equivalently,
I is SV-stable. We also have �T .I / D ˚R.I / with each maximal ideal of �T .I /

invertible. By Theorem 2.5.11, �T .I / has only finitely many maximal ideals. Hence
I has only finitely many minimal primes. ut



Chapter 3
Factoring Ideals in Almost Dedekind Domains
and Generalized Dedekind Domains

Abstract We start with an overview of the rings for which every proper ideal
is a product of radical ideals, rings introduced by Vaughan and Yeagy under the
name of SP-rings. The integral domains with this property are called here domains
with radical factorization. We give several characterizations of this type of integral
domains by revisiting, completing and generalizing the work by Vaughan–Yeagy
(Canad. J. Math. 30:1313–1318, 1978) and Olberding (Arithmetical properties of
commutative rings and monoids, Chapman & Hall/CRC, Boca Raton, 2005). In
Sect. 3.2, we study almost Dedekind domains having the property that each nonzero
finitely generated ideal can be factored as a finite product of powers of ideals of
a factoring family (definition given below). In the subsequent section, we provide
a review of the Prüfer domains in which the divisorial ideals can be factored as a
product of an invertible ideal and pairwise comaximal prime ideals, after papers
by Fontana–Popescu (J. Algebra 173:44–66, 1995), Gabelli (Commutative Ring
Theory, Marcel Dekker, New York, 1997) and Gabelli–Popescu (J. Pure Appl.
Algebra 135:237–251, 1999). The final section is devoted to the presentation of
various general constructions due to Loper–Lucas (Comm. Algebra 31:45–59, 2003)
for building examples of almost Dedekind (non Dedekind) domains of various kinds
(e.g., almost Dedekind domains which do not have radical factorization or which
have a factoring family for finitely generated ideals or which have arbitrary sharp or
dull degrees (definitions given below)).

3.1 Factoring with Radical Ideals

In a 1978 paper, Vaughan and Yeagy [75] studied the rings for which every proper
ideal is a product of radical ideals (also called semi-prime idealsor SP-ideals). The
rings with this property were called SP-rings. To emphasize the factorization aspect,
we will say that an integral domain with this property has radical factorization. In
addition, we say that an ideal I has a radical factorization if there are finitely many
radical ideals J1; J2; : : : ; Jn such that I D J1J2 � � � Jn.

M. Fontana et al., Factoring Ideals in Integral Domains, Lecture Notes of the Unione
Matematica Italiana 14, DOI 10.1007/978-3-642-31712-5 3,
© Springer-Verlag Berlin Heidelberg 2013
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By one of the main results of Vaughan–Yeagy, an SP-domain is an almost
Dedekind domain [75, Theorem 2.4]. Using a construction given by Heinzer and
J. Ohm [45] of a non-Noetherian almost Dedekind domain, Vaughan and Yeagy
also provide a non-Noetherian example of an SP-domain.

In 1976, Butts and Yeagy [14] introduced the notion of a maximal ideal being
critical as meaning that each finite subset of this particular maximal ideal is
contained in the square of some maximal ideal. In 1979, Yeagy used this concept
to give another class of non trivial examples of SP-domains as an application of the
following.

Theorem 3.1.1. (Yeagy [77, Theorem 3.2]) Let R be an almost Dedekind domain
that is a union of a tower of Dedekind domains. Then R is an SP-domain if and only
if R has no critical maximal ideals.

Clearly, no maximal ideal of a Dedekind domain is critical since a finitely
generated maximal ideal is obviously not critical. Also, an idempotent maximal
ideal is obviously critical.

The classical example of a non-Dedekind almost Dedekind domain constructed
by N. Nakano in 1953 [65], using the ring of integers in the (non finite) number field
obtained by adjoining to Q the p-th roots of unity, for all primes p, turns out to be
an SP-domain since it has no critical maximal ideals.

An example of an almost Dedekind domain that is a union of a tower of Dedekind
domains having a critical maximal ideal was given by Butts and Yeagy in 1976 [14].
In particular, this example shows that SP-domains are a proper subclass of the class
of almost Dedekind domains.

In 2005, Olberding [69] completed and generalized Vaughan–Yeagy results,
proving several characterizations of SP-domains. We list some of these in the
following.

Theorem 3.1.2. (Olberding [69, Theorem 2.1]) Let R be an integral domain, but
not a field. The following statements are equivalent.

(i) R is a SP-domain; i.e., R has radical factorization.
(ii) R is an almost Dedekind domain having no critical maximal ideals.

(iii) R is an almost Dedekind domain and, for every proper finitely generated ideal
J of R,

p
J is finitely generated.

(iv) R is a one-dimensional Prüfer domain, and every proper principal ideal of R

is the product of radical ideals.
(v) Every proper nonzero ideal I of R can be uniquely represented as a product

I D Q1Q2 � � � Qn of radical ideals Qk, where Q1 � Q2 � � � � � Qn.
(vi) R is a one-dimensional Prüfer domain having no critical maximal ideals.

Note that the equivalences (i),(ii),(iii),(v),(vi) are given explicitly in [69,
Theorem 2.1((i),(ii),(iii),(vii)) and Corollary 2.2]. The equivalence (ii),(vi)
is a straightforward consequence of the fact that in a one-dimensional Prüfer domain
having no critical maximal ideals, M ¤ M 2 for all M 2 Max.R/, and this implies
that MRM is a principal ideal in the one-dimensional valuation domain RM , for all
M 2 Max.R/.
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Vaughan and Yeagy also introduced a function to “measure” a nonzero ideal in
an almost Dedekind domain. Olberding gives an alternate characterization of SP-
domains (D domains with radical factorization) in terms of continuity properties of
this function [69, Theorem 2.1].

We provide an alternate characterization of radical factorization below that more
or less mimics what Olberding did, but without explicit mention of continuity
properties.

Before presenting this result, we revisit a notion considered by Butts and Gilmer
in 1964 [13].

An integral domain R is said to have property .˛/ if every primary ideal is a
power of its radical [13]. It is clear that if R is a domain with property .˛/, then
both RP and R=P have property .˛/ for each prime P of R.

The next three lemmas are based on [13, Theorems 1, 2 and 3]. The first is just a
local version of the second.

Lemma 3.1.3. Let R be a local domain with property .˛/. If the maximal ideal
M is minimal over an ideal of the form tR C P for some t 2 M nP and some
nonmaximal prime P , then

T
n M n is a prime ideal that contains P and is properly

contained in M .

Proof. If M is minimal over the ideal I1 WD tR C P , then I1 is M -primary. The
same conclusion holds for Ik WD tkR C P for each k � 1. If tk D tkC1s C q

for some elements s 2 R, q 2 P , then tk.1 � ts/ D q implies q 2 M nP , a
contradiction. Hence Ik © IkC1 for each k. By property .˛/, for each k there is an
integer mk � 1 with Ik D M mk . Since M mk D Ik © IkC1 D M mkC1 , each power
of M is distinct. Hence a consequence of property .˛/ is that M n D bR C M m for
each b 2 M nnM nC1 and all positive integers m > n.

Let J WD T
n M n D T

k M mk � P . Then M © J and for x; y 2 M nJ ,
there are integers n and m such that x 2 M nnM nC1 and y 2 M mnM mC1. Thus
M n D xR C M nC1 and M m D yR C M mC1. As M nCmC1 ¨ M nCm D xyR C
xM mC1 C yM nC1 C M nCmC2, xy 2 M nCmnM nCmC1. Therefore J is a prime
ideal of R that contains P and is properly contained in M . ut
Lemma 3.1.4. Let R be a domain with property .˛/, and let P be a prime of R. If
Q is a prime minimal over an ideal tR CP for some t … P , then Q ©

T
n Qn � P

with
T

n Qn a prime ideal.

Proof. Since RQ has property .˛/ with QRQ minimal over tRQ C PRQ,
Lemma 3.1.3 implies that

T
n QnRQ is a prime ideal of RQ that contains PRQ and

is properly contained in QRQ. For each integer k � 1, set Ik WD tkR C P . By first
localizing at Q and then contracting to R, we obtain Q-primary ideals which by
property .˛/ must be powers of Q. Let mk be such that IkRQ

T
R D Qmk . Then by

Lemma 3.1.3,
T

k IkRQ is a prime ideal of RQ that contains PRQ and is properly
contained in QRQ. Thus there is a prime Q0 ¨ Q such that

T
k IkRQ D Q0RQ

with P � Q0 � Qn for each n. It follows that Q0 D T
n Qn ¨ Q. ut
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Lemma 3.1.5. Let R be a domain with property .˛/ and let N be a nonzero prime
ideal of R. Then

T
n N n is a prime ideal of R that contains every prime that is

properly contained in N . Moreover, if N ¤ N 2, then NRN is principal.

Proof. Suppose P is a prime that is properly contained in N , and let t 2 N nP .
Then there is a prime Q � N that is minimal over tR C P . By Lemma 3.1.4,T

n Qn is a prime ideal that contains P and is properly contained in Q. Obviously,T
n N n contains

T
n Qn. It follows that

T
n N n contains each prime that is properly

contained in N . If N D N 2, we simply have
T

n N n D N . If N ¤ N 2, then
by property .˛/, NRN D bRN C N 2RN for each b 2 N nN 2. By the proof of
Lemma 3.1.3,

T
n N n is a prime ideal in this case as well.

Continuing with the assumption that N ¤ N 2, set Q0 WD T
n N n and let r 2

N nN 2. Since Q0 (which is properly contained in N 2) contains each prime that is
properly contained in N and it is properly contained in N , NRN is the radical of
rRN . Thus rRN is NRN -primary. By property .˛/, the only possibility is to have
NRN D rRN . ut

In the absence of property .˛/, it is possible to obtain the same conclusion as that
in Lemma 3.1.5 under the assumption the “N ” is the radical of a finitely generated
ideal and fN ng is the complete set of N -primary ideals. We will find the next lemma
useful in Sect. 5.3.

Lemma 3.1.6. Let R be a local domain with maximal ideal M . If M is the radical
of a finitely generated ideal, then M is principal if and only if fM n j n � 1g is the
complete set of M -primary ideals. Moreover, if M is principal, then

T
n M n is a

nonmaximal prime ideal that contains each nonmaximal prime of R.

Proof. It is well-known that if M is principal, then the only M -primary ideals are
the powers of M (and each is distinct). For the converse, assume M is the radical
of a finitely generated ideal I and that fM n j n � 1g is the complete set of M -
primary ideals. As I is M -primary, there is an integer n � 1 such that I D M n.
Then M 2n D I 2 ¨ I , and therefore M © M 2 © M 3 © � � � . Moreover, we have
M n�1 D bR C M n for each b 2 M n�1nM n. Hence M n�1, and recursively, M k is
finitely generated for each k � n. In particular, M is finitely generated.

To see that M is principal, suppose, by way of contradiction, that M is minimally
generated by n > 1 elements, say M D .a1; a2; : : : ; an/. Since M ¤ M 2, we
may assume that an … M 2. The ideal .a2

1; a2
2; : : : ; a2

n�1; an/ is M -primary and must
therefore be equal to M . This gives an equation a1 D r1a

2
1 Cr2a

2
2 C� � �Crn�1a

2
n�1 C

ran. However, we then have a1.1 � r1a1/ 2 .a2; : : : ; an/, with 1 � r1a1 a unit,
contradicting that n is minimal. Hence M is indeed principal. Let M D .a/. Now
suppose, again by way of contradiction, that for some nonmaximal prime Q and
some k � 1, we have Q � M k but Q ª M kC1. Then Q C M kC1 is M -primary,
whence Q C M kC1 D M k, and we have an equation ak D q C takC1; with t 2 R,
q 2 Q. However, this yields ak.1 � ta/ 2 Q, a contradiction. ut

We now have enough to prove that a domain with radical factorization is an
almost Dedekind domain.
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Theorem 3.1.7. (Vaughan–Yeagy [75, Theorem 2.4]) If R is a domain with radical
factorization, then R is an almost Dedekind domain.

Proof. Let Q be a proper P -primary ideal for some nonzero prime P and factor
Q into radical ideals as Q D J1J2 � � � Jn. Since Q is P -primary, if some Ji is not
contained in P , we have Q � Q

j ¤i Jj � Q. On the other hand, if Jj � P , we
must, in fact, have Jj D P since each prime that contains Q also contains P . Hence
Q D P k for some integer k � 1. Therefore R has property .˛/.

If P is a height one prime, then the only way a nonzero principal ideal of RP

can factor into radical ideals is as a power of PRP . It follows that PRP is principal.
Thus we are done once we show R is one-dimensional.

By way of contradiction, assume dim.R/ > 1 and let P ¨ N be a pair of nonzero
prime ideals. We may further assume N is minimal over an ideal of the form tRCP

for some t 2 N nP and that P is minimal over a (nonzero) principal ideal sR. Then
NRN ¤ N 2RN by Lemma 3.1.3, and thus by Lemma 3.1.5, NRN is principal andT

n N n ¨ N contains each prime that is properly contained in N .
Factor the ideal sRN as sRN D I1I2 � � � InRN with each Ii RN a radical ideal of

RN . Each Ii RN is invertible and at least one, say I1RN , is contained in PRN . Then
NRN is not minimal over I1RN and by Lemma 2.4.3(2), we obtain a contradiction
from having RN ¨ .RN W NRN / � .I1RN W I1RN / D RN . Therefore R is one-
dimensional, as desired. ut

Olberding’s continuity characterization for radical factorization is based on the
collection of functions f�a j a 2 Rnf0gg each of which maps Max.R/ to Z as
follows: �a.M / WD k where aRM D M kRM (equivalently �a.M / WD vM .a/ where
vM is the valuation map corresponding to RM ). By [69, Theorem 2.1], an almost
Dedekind domain R has radical factorization if and only if the function �a is both
bounded and upper semi-continuous (in the Zariski topology on Max.R/) for each
nonzero a 2 R. Note that �a is upper semi-continuous if and only if ��1

a .Œn; 1//

is closed in Max.R/. It turns out that simply having �a upper semi-continuous for
each nonzero nonunit a 2 R is sufficient to imply that R has radical factorization
(and thus that �a is bounded for each a). We take a slightly different approach in the
next theorem.

For each nonzero ideal I and each maximal ideal M of an almost Dedekind
domain R, we set �M .I / WD h if IRM D M hRM . Then we set �.I / WD
supf�M .I / j M 2 Max.R/g. Also, for each positive integer k, let Yk.I / WD fM 2
Max.R/ j IRM � M kRM g and Ik WD TfM 2 Yk.I /g, with Ik WD R if Yk.I /

is empty. It is clear that I1 D p
I � I2 � � � � . We employ this notation in the

statement of our next theorem. In the case I D bR is a principal ideal, we simply
use Yk.b/ in place of Yk.I /. The characterizations in (ii)–(v) are new.

Theorem 3.1.8. (Vaughan–Yeagy [75, Sect. 3] and Olberding [69, Theorem 2.1])
The following statements are equivalent for an almost Dedekind domain R.

(i) R has radical factorization.
(ii) For each nonzero ideal I , �.I / is bounded and, for each positive integer k �

�.I /, the only maximal ideals that contain Ik .D TfM 2 Yk.I /g/ are those
in the corresponding set Yk.I /.
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(iii) For each nonzero finitely generated ideal J and each positive integer k, the
only maximal ideals that contain Jk WD TfN 2 Yk.J /g are those in the
corresponding set Yk.J /.

(iv) For each nonzero principal ideal bR and each positive integer k, the only
maximal ideals that contain Bk WD TfN 2 Yk.b/g are those in the
corresponding set Yk.b/.

(v) The function �a is upper semi-continuous for each nonzero nonunit a 2 R.

Proof. It is clear that (ii) implies (iii) and that (iii) implies (iv).
Let b be a fixed nonzero nonunit of R and for each k � 1, let Bk WD TfN 2

Yk.b/g (equal to R if Yk.b/ is empty). It is clear that ��1
b .Œk; 1// D Yk.b/. If the

only maximal ideals of R that contain Bk are those in the set Yk.b/, then Yk.b/ is
closed. Conversely, if Yk.b/ is closed and M is a maximal ideal that contains Bk ,
then M 2 Yk.b/. Hence (iv) and (v) are equivalent.

Next we show (iv) implies (ii).
Let I be a nonzero ideal of R. Then for each maximal ideal M 2 Max.R; I /,

there is a positive integer n such that I � M n and I ª M nC1. Thus there is an
element b 2 InM nC1. As above, we let Bk D TfN 2 Yk.b/g and Ik D TfN 2
Yk.I /g. We have Yk.b/ � Yk.I / for each k and so Bk � Ik . Since b … M nC1, M

does not contain BnC1 and thus does contain InC1. It follows that the only maximal
ideals that contain InC1 are those in the YnC1.I /. Therefore for each k, the only
maximal ideals that contain Ik are those in the set Yk.I /.

To see that �.I / is bounded, note that the family of ideals fIkg1
kD1 forms an

ascending chain. Hence H WD S1
kD1 Ik is an ideal of R. For a given maximal

ideal N of R, there is an integer k such that IRN D N kRN which puts N 2
Yk.I /nYkC1.I /. Thus N � Ik but N does not contain IkC1 and therefore N does
not contain H . It follows that H D R and thus there is an integer m such that
Im ¨ ImC1 D R which implies �.I / D m. Therefore (iv) implies (ii).

To see that (ii) implies (i), suppose that for each nonzero ideal I , �.I / is bounded
and for each positive integer k � �.I /, the only maximal ideals that contain Ik are
those in the corresponding set Yk.I /. We will show that I D I1I2 � � � Im where
m D �.I /.

Since Ij � Ij C1 for all j .� m � 1/, if a maximal ideal N contains Ij C1, it also
contains Ij . As each Ij is a radical ideal, Ij RN D NRN whenever N contains Ij

and Ij RN D RN when N does not contain Ij . By our assumptions on the ideals Ij ,
Ij � N if and only if IRN � N j RN . Hence if �N .I / D h, then N � Ij for all j �
h and Ij RN D RN for all j > h. It follows that IRN D N hRN D I1I2 � � � IhRN ,
with IhC1 � � � ImRN D RN whenever h < m. Hence IRM D I1I2 � � � ImRM for each
maximal ideal M , and thus I D I1I2 � � � Im. Therefore R has radical factorization.

To complete the proof we show that (i) implies (iii). Note that if �.I / is
unbounded for some nonzero ideal I , then there is no hope of factoring I as a finite
product of radical ideals (since if J is a radical ideal, we have JRM D MRM ©
M 2RM for each maximal ideal M � J ). Hence if R has radical factorization, then
�.I / < 1 for each nonzero ideal I .

If B is a finitely generated ideal such that �.B/ D 1, then B D B1 is a radical
ideal and Yk.B/ is empty for each k > 1. We proceed by induction on �.J /.
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Assume (iii) holds for each finitely generated ideal B with �.B/ < m and
let J be a finitely generated ideal with �.J / D m. Let J D A1A2 � � � An be a
factorization of J into radical ideals. Then each Ai is invertible. Obviously, each
maximal ideal that contains J contains at least one Ai . Since R is a Prüfer domain,
A1

T
A2

T � � � T An is both an invertible ideal [34, Proposition 25.4] and a radical
ideal. In fact, A1

T
A2

T � � � T An D p
J D J1 and the ideal J.R W J1/ is

invertible.
Let N be a maximal ideal that contains J . Then JRN D N kRN for some integer

1 � k � m and NRN D J1RN . Thus J.R W J1/RN D N k�1RN . It follows
that Yk.J / D Yk�1.J.R W J1// and �.J.R W J1// D m � 1. By the induction
hypothesis, the only maximal ideals that contain

TfN 2 Yj .J.R W J1//g DTfP 2 Yj C1.J /g D Jj C1 are those in Yj .J.R W J1// D Yj C1.J /. Therefore
(i) implies (iii). ut
Remark 3.1.9. It is still an open problem to find characterizations of SP-rings with
zero divisors.

3.2 Factoring Families for Almost Dedekind Domains

As is well-known (and recalled above in Proposition 2.1.3), in a Dedekind domain,
each nonzero proper ideal can be factored (uniquely) as a finite product of positive
powers of maximal ideals. More generally, Gilmer proved the following lemma.

Lemma 3.2.1. [34, Proposition 37.5] If I is a proper ideal of an almost Dedekind
domain R that is contained in only finitely many maximal ideals M1; M2; : : : ; Mn,
then I D M

e1

1 M
e2

2 � � � M en
n , for some positive integers e1; e2; : : : ; en.

In 2003, A. Loper and Lucas [58] observed that a consequence of the previous
lemma is that a finitely generated ideal in an almost Dedekind domain may have a
factorization into prime ideals. More precisely, if Max#.R/ denotes the set of sharp
maximal ideals of R, they proved the following.

Proposition 3.2.2. (Loper–Lucas [58, Lemma 2.2]) Let R be an almost Dedekind
domain and let I be a finitely generated proper ideal of R. Then there are maximal
ideals M1; M2; : : : ; Mn of R such that I D M

e1

1 M
e2

2 � � � M en
n for some positive

integers e1; e2; : : : ; en if and only if I 6� N , for all N 2 Max.R/nMax#.R/.

Proof. First suppose there are maximal ideals M1; M2; : : : ; Mn such that I factors
as I D M

e1

1 M
e2

2 � � � M en
n , for some positive integers e1; e2; : : : ; en. Then, obviously,

no other maximal ideals contain I . For each Mi , there is an element bi 2
Min S

j ¤i Mj . The ideal Bi WD bi R C I is a finitely generated ideal with radical
Mi . Hence each Mi is sharp (and invertible).

For the converse, assume each maximal ideal that contains I is in Max#.R/.
Let M be a maximal ideal that contains I . Since MRM is principal and M is
sharp, M is finitely generated and therefore invertible. Also IRM D M eRM for
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some positive integer e. By Lemma 2.5.1, each maximal ideal of � .I / is extended
from a maximal ideal in the set Max.R; I /. It follows that each maximal ideal
of � .I / is both invertible and minimal over I� .I /. Hence by Theorem 2.5.11,
� .I / has only finitely many maximal ideals. Thus Max.R; I / is finite and, for each
Mi 2 Max.R; I /, we have IRMi D M

ei

i RMi for some positive integer ei . Checking
locally shows that I D M

e1

1 M
e2

2 � � � M en
n . ut

In the same paper [58], Loper and Lucas investigated the following problem:
Given an almost Dedekind domain R with Max.R/ D fM˛ j ˛ 2 A g, when is it
possible to find a family of finitely generated ideals fJ˛ j ˛ 2 A g of R such that
J˛RM˛ D M˛RM˛ for each ˛, and every finitely generated nonzero ideal of R can
be factored as a finite product of powers of ideals from the family fJ˛ j ˛ 2 A g?

In order to state some of the main results obtained in [58] concerning this
problem, we need some preliminary notions.

For an almost Dedekind domain R with Max.R/ D fM˛ j ˛ 2 A g, we say that
a set of finitely generated ideals J WD fJ˛ j ˛ 2 A g is a factoring family for R if
J˛RM˛ D M˛RM˛ for each ˛, and every finitely generated nonzero ideal of R can
be factored as a finite product of powers of ideals from the family J . A factoring
set of an almost Dedekind domain is a factoring family such that no member appears
more than once.

Given a one-dimensional Prüfer domain R with quotient field K , call a maximal
ideal M dull if M 2 Max�.R/ WD Max.R/nMax#.R/. We can recursively define a
family of overrings of R as follows:

R1 WD R; Rn WD
\

f.Rn�1/N j N 2 Max�.Rn�1/g for n > 1;

where Rn D K , for n � 2, if Max�.Rn�1/ D ;.
We say that R has sharp degree n if Rn ¤ K but RnC1 D K (and dull degree n

if Rn�1 ¨ Rn D RnC1 ¨ K , with R0 D f0g). Note that a domain is a #–domain if
and only if it has sharp degree 1. For an fractional ideal J of R, we say that J has
sharp degree n if JRn ¤ Rn, but JRnC1 D RnC1. Note that a proper (integral) ideal
I of R has sharp degree 1 if and only if each maximal ideal containing I is sharp.

Theorem 3.2.3. (Loper–Lucas [58, Theorem 2.3 and Corollary 2.4]) Let R be an
almost Dedekind domain such that each maximal ideal has finite sharp degree. Then
there exists a factoring set J such that each finitely generated fractional ideal of
R factors uniquely over J . In particular, every almost Dedekind domain of finite
sharp degree admits a factoring set.

The factoring set of this theorem can be simply constructed as follows. First note
that the maximal ideals of R which generate sharp maximal ideals of Rn are exactly
the maximal ideals of R of sharp degree n. For each maximal ideal M˛ of R, we
know that M˛ has finite sharp degree, say n, with n � 1. Then pick J˛ to be a
finitely generated ideal of R such that J˛RM˛ D M˛RM˛ and J˛ is contained in no
other maximal ideal of Rn. Finally, set J WD fJ˛ j ˛ 2 A g.
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Theorem 3.2.4. (Loper–Lucas [58, Theorem 2.5]) Let R be a one-dimensional
Prüfer domain. Then R is an almost Dedekind domain with at most one nonin-
vertible maximal ideal if and only if there exists a nonzero element d 2 R such
that, for each finitely generated nonzero ideal I of R, there is a finite set of maximal
ideals fM1; M2; : : : ; Mmg, a finite set of integers fe1; e2; : : : ; emg, and a nonnegative
integer n such that

I D .d/nM
e1

1 M
e2

2 � � � M em
m :

Moreover, if R is an almost Dedekind domain with exactly one noninvertible
maximal ideal N , then the element d 2 R must be such that dRN D NRN , and the
set J WD Max#.R/

SfdRg is a factoring set for R.

The paper [58] contains a general construction for obtaining almost Dedekind
domains with various sharp degrees and, in particular, an almost Dedekind domain
of sharp degree 2 satisfying the hypothesis of Theorem 3.2.4. It also includes
a general construction for obtaining almost Dedekind domains with various dull
degrees. In the construction, the resulting almost Dedekind domain R is the union
of a countable chain of Dedekind domains fRng such that for each maximal ideal
M of R, MnRM D MRM , where Mn D M

T
Rn is a maximal (hence, finitely

generated) ideal of Rn. It follows that R has no critical maximal ideals and therefore
is an SP-domain (Theorems 3.1.1 or 3.1.2); equivalently, R has radical factorization.
We consider this construction in more detail in Sect. 3.4

3.3 Factoring Divisorial Ideals in Generalized Dedekind
Domains

A Prüfer domain R is said to be a generalized Dedekind domain if each localizing
system is finitely generated (or, equivalently, RF D RG for a pair of localizing
systems F and G of R implies F D G ) [73, Sect. 2], [72], and [24, Sect. 5.2]. In
the local case, the generalized Dedekind domains can be characterized as follows.

Theorem 3.3.1. (Fontana–Popescu [26, Théorème 2.2]) The following statements
are equivalent for a domain R.

(i) R is a local generalized Dedekind domain.
(ii) R is a valuation domain such that PRP is principal for each nonzero prime P

of R.
(iii) R is a discrete valuation domain .i.e., no branched prime ideal is idempotent,

[34, page 192]/ and each prime ideal of R is the radical of a principal ideal.
(iv) R is a valuation domain such that each ideal can be factored as a principal

ideal times a prime ideal.

A valuation domain V with no nonzero idempotent prime ideals is said to
be strongly discrete; equivalently, P VP is principal for each nonzero prime ideal
P . Similarly, a Prüfer domain R is strongly discrete if it has no nonzero idem-
potent prime ideals; equivalently, PRP is principal for each nonzero prime P .
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From the equivalence of (i) and (ii), a local generalized Dedekind domain is the
same as a strongly discrete valuation domain. The analogous equivalence does not
hold for generalized Dedekind domains. While a generalized Dedekind domain is a
strongly discrete Prüfer domain, there are strongly discrete Prüfer domains that are
not generalized Dedekind domains.

From a global point of view, we have the following characterizations of
generalized Dedekind domains (see [24, Theorems 5.3.8 and 5.4.9]).

Theorem 3.3.2. (Popescu [73, Theorem 2.5]). Let R be an integral domain. The
following statements are equivalent.

(i) R is a generalized Dedekind domain.
(ii) R is a Prüfer domain with no nonzero idempotent prime ideals and each

nonzero prime of R is the radical of a finitely generated ideal.
(iii) R is strongly discrete Prüfer domain and Spec.R/ is a Noetherian space.

By Proposition 2.3.10 above, a nonzero branched prime of a Prüfer domain
is sharp if and only if it is the radical of a finitely generated ideal. Also, by
Theorem 2.4.10, each branched prime of a Prüfer domain R is the radical of a
finitely generated ideal if and only R is an RTP-domain. Thus we have the following
alternate characterization of generalized Dedekind domain. The equivalence of
(i) and (ii) is due to Gabelli [28].

Corollary 3.3.3. (Gabelli [28, Theorem 5]) The following statements are equiva-
lent for a Prüfer domain R.

(i) R is a generalized Dedekind domain.
(ii) R is an RTP-domain with no nonzero idempotent prime ideals.

(iii) R is a Prüfer domain such that each nonzero prime ideal is sharp, and no
nonzero prime is idempotent.

Theorem 3.3.4. (Gabelli–Popescu [31, Theorem 3.3]) Let R a generalized Dede-
kind domain and let I be a nonzero ideal of R . Then I v D HP1P2 � � � Pn for some
invertible ideal H and prime ideals P1; P2; : : : ; Pn of R .

In the above mentioned paper, Gabelli and Popescu gave a more precise
statement, providing a characterization of generalized Dedekind domains among
Prüfer domains [31, Theorem 3.3]. For a domain R, we let Div.R/ denote the set of
divisorial (integral) ideals of R, Fv.R/ denote the set of divisorial fractional ideals
of R, Inv.R/ the set of invertible ideals of R (including R itself) and H.R/ the set of
invertible fractional ideals of R. What Gabelli and Popescu showed is that a Prüfer
domain R is a generalized Dedekind domain if and only if Fv.R/ D fBP1P2 � � � Pn j
B 2 H.R/ and P1; P2; : : : ; Pn are pairwise comaximal primesg. Their proof can
be easily modified to show that one also has R a generalized Dedekind domain
if and only if (R is Prüfer and) Div.R/ D fIQ1Q2 � � � Qm j I 2 Inv.R/ and
Q1; Q2; : : : ; Qm are pairwise comaximal primesg. We will use several of our earlier
results to give a different proof for this equivalence.

The following lemma was observed in [25, page 495].
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Lemma 3.3.5. If I is a divisorial ideal of a domain R, then .I W I / D .II �1 W
II �1/ D .R W II �1/.

Proof. It is always the case that .I W I / � .II �1 W II �1/ D .R W II �1/. Let
t 2 .R W II �1/, q 2 I and b 2 .R W I /. Since .R W II �1/ � .R W I /, both tq and
t.qb/ D .tq/b are in R. Thus tq 2 I v D I . ut
Theorem 3.3.6. The following statements are equivalent for a Prüfer domain R.

(i) R is a generalized Dedekind domain.
(ii) Fv.R/ D fHP1P2 � � � Pn j H 2 H.R/, and P1; P2; : : : ; Pn are pairwise

comaximal prime ideals of Rg.
(iii) Div.R/ D fIP1P2 � � � Pn j I 2 Inv.R/, and P1; P2; : : : ; Pn are pairwise

comaximal prime ideals of Rg.

We prove that (i) and (iii) are equivalent. For a proof of the equivalence of (i) and
(ii), see [31].

Proof. Assume R is a generalized Dedekind domain. By Theorem 3.3.2, there are
no nonzero idempotent primes and each nonzero prime is the radical of a finitely
generated ideal and thus sharp. Hence each maximal ideal of R is invertible. For
a nonzero prime P , PRP is principal and P is sharp. Hence P is an invertible
maximal ideal of .P W P / by Lemma 2.5.13. Therefore by Lemma 2.5.15, if H is a
radical ideal of R with .R W H/ D .H W H/, then H has only finitely many minimal
primes and H is invertible as an ideal of .H W H/.

If A is an invertible proper ideal of R and M is a maximal ideal that contains
A, then AM �1 is an invertible ideal of R (equal to R if A D M ) and we have
A D .AM �1/M .

Next, let I be a noninvertible ideal of R and let J WD I.R W I /. Then
.R W J / D .J W J /. Since R has RTP, J D p

J . Also, if P is a minimal prime
of J , then .R W P / D .P W P / [48, Proposition 2.1], and, as observed above, P

is an invertible maximal ideal of .P W P /. Thus J is invertible as an ideal of
T WD .J W J / (Lemma 2.5.14), and, as an ideal of R, it has only finitely many
minimal primes, each extending to an invertible maximal ideal of T . It follows that
J D P1P2 � � � Pn where P1; P2; : : : ; Pn are the minimal primes of J .

Further, assume I is a divisorial ideal of R. Then .I W I / D T (Lemma 3.3.5),
and T D J.T W J / D I.R W I /.T W J /. Hence IT D I is an invertible ideal of T .
As J is invertible as an ideal of T , there are invertible ideals B and C of R such that
I D BT and J D C T . Since BCC is an invertible ideal of T with J D .BCC /T ,
we may assume B � C . From this we have I.R W B/ D T D J.R W C / which
yields I D B.R W C /J D AP1P2 � � � Pn with A D B.R W C / an invertible (integral)
ideal R.

To see that (iii) implies (i), assume that Div.R/ D fBP1P2 � � � Pn j B 2 Inv.R/

and P1; P2; : : : ; Pn pairwise comaximal primes of Rg. Then each nonzero prime is
divisorial. In particular, as R is a Prüfer domain, each maximal ideal is invertible.

Let P be a nonzero nonmaximal prime of R and let I WD r.R W P / where r 2 P

is nonzero. Since P is divisorial and not maximal .R W P / D .P W P / © R.
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Thus I is a proper divisorial ideal of R that is contained in P . Factor I D
BP1P2 � � � Pn with B invertible and the Pi pairwise comaximal primes of R. Since
I is both an ideal of R and an invertible ideal of the proper overring .R W P /, I

cannot be invertible as an ideal of R. Hence at least one Pi is not a maximal ideal of
R, say P1. On the other hand, BP1P2 � � � Pn is an invertible ideal of .R W P /. Hence
each Pi .R W P / is invertible as an ideal of .R W P /, and thus a maximal ideal of
.R W P /. Note that each maximal ideal of R that does not contain P extends to a
maximal ideal of .R W P /. Since each prime of .R W P / is extended from a prime of
R, all other maximal ideals of .R W P / are extended from primes of R that contain
P . It follows that P1 contains P . If P1 properly contains P , then P D P1P . But
then we have ..R W P / W P1/ D .R W P1P / D .R W P / which implies P1.R W P /

is not invertible as an ideal of .R W P /. Thus it must be that P D P1 is a maximal
invertible ideal of .R W P /. Hence there is a finitely generated ideal J � P such
that P.R W P / D J.R W P / with

p
J D P and JRP D PRP . By Theorem 3.3.2,

R is a generalized Dedekind domain. ut
For more on generalized Dedekind domains, see Gabelli’s survey article [29].

3.4 Constructing Almost Dedekind Domains

The purpose of this section is to construct almost Dedekind domains of various sharp
and dull degrees. Some of the results in this section are stated for one-dimensional
Prüfer domains while others are specific to almost Dedekind domains. Recall from
above that Max#.R/ denotes the set of sharp maximal ideals of a Prüfer domain
R (see Page 45), and (usually used only when R is one-dimensional) Max�.R/ D
Max.R/nMax#.R/ denotes the set of dull maximal ideals of R (see Page 46). In the
one-dimensional case, we recursively defined a chain of overrings of R as follows:

R1 WD R; Rn WD
\

f.Rn�1//N j N 2 Max�.R.n�1//g for n � 2;

stopping at Rm in the event either RmC1 D K or Rm D RmC1.¤ K/. If Rm ¤ K ,
then RmC1 D K if and only if each maximal ideal of Rm is sharp. In this case R

is said to have sharp degree m. For the case R D R1 ¨ R2 ¨ R3 ¨ � � � ¨ Rm D
RmC1.¤ K/, then R has dull degree m. In particular, R has dull degree one if and
only if each of its maximal ideals is dull. In addition, a fractional ideal I of R has
sharp degree n if IRn ¤ Rn but IRnC1 D RnC1. Note that we will assume the
notation for Rn as

Tf.Rn�1/M j M 2 Max�.Rn�1/g to be standard throughout this
section.

We start with two examples that make use of a modification of the construction in
[58]. Both are based on the first example in [58] which is Example 3.4.13 below. The
first is an almost Dedekind domain with a single maximal ideal that is not sharp, and
even though �.I / (see Page 3.1) is bounded for each nonzero ideal I , the domain
does not have radical factorization. In the second, R is an almost Dedekind domain
with a nonzero nonunit element b such that �.b/ is unbounded.
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Example 3.4.1. Example of an almost Dedekind domain with a single maximal
ideal that is not sharp, and even though �.I / is bounded for each nonzero ideal I ,
the domain does not have radical factorization.

Let fX1; X2; : : : ; Xn; : : :g be a countable set of indeterminates over a field F . Set

Y0 WD X2
1X2

2X2
3 � � � ; Y1 WD X2

2X2
3X2

4 � � � ; : : : ; Yn WD
1Y

iDnC1

X2
i ; : : : :

D0 WD F ŒY0�Y0 ,
D1 WD F ŒX1; Y1�.X1/

T
F ŒX1; Y1�.Y1/,

D2 WD F ŒX1; X2; Y2�.X1/

T
F ŒX1; X2; Y2�.X2/

T
F ŒX1; X2; Y2�.Y2/,

Dn WD F ŒX1; X2; : : : ; Xn; Yn�.Yn/

T
.
Tn

iD1 F ŒX1; X2; : : : ; Xn; Yn�.Xi //.
Each Dn is a semilocal Dedekind domain with n C 1 maximal ideals: Pn WD

YnDn and Nn;k WD XkDn for 1 � k � n.
For Pn, we have .Yj Dn/Pn D .PnDn/Pn for 0 � j � n.
For Nn;k , we have

.Yj Dn/Nn;k
D .Nn;kDn/k

Nn;k
; for 0 � j < k; while

.Nm;kDn/Nn;k
D .XkDn/Nn;k

D .Nn;kDn/Nn;k
; for k � m � n:

Let R WD S
Dn.

(1) Let I be a nonzero ideal of R. Then there is a Dn such that I
T

Dn is a nonzero
ideal of Dn. Clearly, each nonzero ideal of Dn contracts to a nonzero ideal of
D0. In particular, I

T
D0 is a nonzero ideal of D0.

(2) The quotient field of R is K WD F.Y0; X1; X2; X3; : : : /.
(3) R is an almost Dedekind domain (that is not Dedekind).

Let Q be a nonzero prime ideal of R. Then Q
T

Dn is a nonzero prime ideal
of Dn for each n. It follows that Q

T
Dn is principal. Let r=s be a nonzero

element of QRQ with s 2 RnQ. For some i , both r and s are in Di . Clearly,
r 2 Qi D Q

T
Di and s 2 Di nQi .

Case 1. Some Xk is in Q.

In this case, r D Xq

kd for some positive integer q and some d 2 DknQk . It
follows that Q D XkR is a principal prime ideal of R.

Case 2. No Xk is in Q.

In this case, Qi D Yi Di for each i . It follows that Q contains each Yi . Since
s 2 Di nQi , there is a positive integer q and an element d 2 Di nQi such that
r D dYq

i . It follows that Yi RQ D QRQ and thus QRQ D YkRQ for each k.
Since Xi Dk C YkDk D Dk for i � k, R is a one-dimensional domain such

that RQ is principal for each maximal ideal Q. Thus R is an almost Dedekind
domain.

(4) For each k � 1, let Mk WD XkR. Also, let M be the ideal of R generated by
the set fYi j 0 � i < 1g. Then Max.R/ D fM; M1; M2; M3; : : : g.
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(5) For a monomial g in
S

n F ŒX1; X2; : : : ; Xn; Yn�, there is a smallest n such that
g D bYr0

n Xr1

1 Xr2

2 � � � Xrn
n 2 F ŒX1; X2; : : : ; Xn; Yn� with r0 � 0. In the case r0 �

1, g factors further as Yr0
mX2r0

nC1 � � � X2r0
m Xr1

1 Xr2

2 � � � Xrn
n in F ŒX1; X2; : : : ; Xm; Ym�

for all m > n. But these are the only other factorizations of g. It follows that
�.b/ is bounded for each nonzero nonunit b of R. For a nonzero ideal I , it is
clear that �.I / � �.b/ for each nonzero b 2 I . Hence �.I / is bounded.

(6) Consider the principal ideal I WD Y0R. Clearly, this is contained in each
maximal ideal. So

p
Y0R is the Jacobson radical of R. Also Y0 2 M 2

k for all
k � 1 while Y0RM D MRM . Hence M 2 does not contain I . On the other hand,
since M is the only maximal ideal of R that is not sharp,

T
k Mk D p

Y0R.
Thus M contains I2. That R does not have radical factorization follows from
Theorem 3.1.8.

Example 3.4.2. Example of an almost Dedekind domain R with a nonzero nonunit
b such that �.b/ is unbounded. As in Example 3.4.1, R has a single maximal ideal
that is not sharp. By Theorem 3.1.8, R does not have radical factorization.

Let fX1; X2; : : : ; Xn; : : :g be a countable set of indeterminates over a field F .
Start with Y0 WD Q1

iD1 Xi
i , and then for k � 1: Yk WD Q1

iDkC1 Xi
i . Set

D0 WD F ŒY0�Y0 ,
D1 WD F ŒX1; Y1�.X1/

T
F ŒX1; Y2�.Y1/,

D2 WD F ŒX1; X2; Y2�.X1/

T
F ŒX1; X2; Y2�.X2/

T
F ŒX1; X2; Y2�.Y2/,

Dn WD F ŒX1; X2; : : : ; Xn; Yn�.Yn/

T
.
T

i F ŒX1; X2; : : : ; Xn; Yn�.Xi //.
Each Dn is a semilocal Dedekind domain. The maximal ideals are Nn;k WD XkDn

for 1 � k � n and Pn WD YnDn.
For Pn, we have .Yj Dn/Pn D .PnDn/Pn , for 0 � j � n.
For Nn;k , we have

.Yj Dn/Nn;k
D .N k

n;kDn/Nn;k
; for 0 � j < k; while

.Nm;kDn/Nn;k
D .XkDn/Nn;k

D .Nn;kDn/Nn;k
; for k � m � n:

Let R WD S
Dn.

(1) Let I be a nonzero ideal of R. Then there is a Dn such that I
T

Dn is a nonzero
ideal of Dn. Clearly, each nonzero ideal of Dn contracts to a nonzero ideal of
D0. In particular, I

T
D0 is a nonzero ideal of D0.

(2) The quotient field of R is K WD F.Y0; X1; X2; X3; : : : /.
(3) R is an almost Dedekind domain (that is not Dedekind).

Let Q be a nonzero prime ideal of R. Then Q
T

Dn is a nonzero prime ideal
of Dn for each n. It follows that Q

T
Dn is principal. Let r=s be a nonzero

element of QRQ with s 2 RnQ. For some i , both r and s are in Di . Clearly,
r 2 Qi WD Q

T
Di and s 2 Di nQi .

Case 1. Some Xk is in Q.

In this case, r D dXq

k for some positive integer q and some d 2 DknQk . It
follows that Q D XkR is a principal prime ideal of R.
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Case 2. No Xk is in Q.

In this case, Qi D Yi Di for each i . It follows that Q contains each Yi . Since
s 2 Di nQi , there is a positive integer q and an element d 2 Di nQi such that
r D dYq

i . It follows that Yi RQ D QRQ and thus QRQ D YkRQ for each k.
Since Xi Dk C YkDk D Dk for i � k, R is a one-dimensional domain such

that RQ is principal for each maximal ideal Q. Thus R is an almost Dedekind
domain. The maximal ideals of R are the principal ideals Mi WD Xi R and the
unique noninvertible maximal ideal M generated by the set fYi j 0 � ig.

Finally, the element Y0 is such that Y0 2 M k
k for each k � 1. Hence �.Y0/

is unbounded.

We describe next an alternate approach to building examples of almost Dedekind
domains. It is related to (but not the same as) the construction used in [58, Sect. 3].

Example 3.4.3. Example of an almost Dedekind domain with an explicit descrip-
tion of the complete set of its valuation overrings.

Start with D WD F ŒY � and K WD F.Y / where Y WD fYi g1
iD0 is a countably

infinite set of algebraically independent indeterminates over the field F . Also, let
Dn WD F ŒY0; Y1; : : : ; Yn� and Kn WD F.Y0; Y1; : : : ; Yn/ for each n.

Set P0 WD fA0;1g where A0;1 WD N and set n0 WD 1. Then, recursively, for each
positive integer m, let Pm WD fAm;1; Am;2; : : : ; Am;nmg be a partition of N such that
nm > nm�1 and, for each 1 � i � nm, Am;i � Am�1;j for some Am�1;j 2 Pm�1.
The set P WD S

m Pm is a countable subset of the power set of N. Let fBig1
iD0

be the collection of sets in P ordered in such a way that, if Bi 2 PmnPm�1

and Bj 2 Pk for some k < m, then j < i . In particular, we have j < i if
Bi ¨ Bj . Thus B0 D N D A0;1 and, for 1 � i � n1, Bi D A1;k for some
1 � k � n1. For each positive integer k, let qk denote the number of sets in Pk

that are not in Pk�1. Since Pk is a proper refinement of Pk�1, qk is positive. We
have a strictly increasing sequence of integers m0 WD 0 < m1 < m2 < � � � , where
mk WD q1 C q2 C � � � C qk for each positive integer k. Thus mk D mk�1 C qk for
each positive integer k.

Next let A WD fAm;img1
mD0 be a family of sets such that AmC1;imC1

� Am;im

for each m. We say that A is a chain through P . Let I be an index set for the
collection of all chains through P . Note that A0;1 D B0 is in each A . For each
˛ 2 I define a valuation v˛ on K as follows:

(i) v˛.b/ D 0, for all nonzero b 2 F ,
(ii) v˛.Yi / D 0, if Bi … A˛,

(iii) v˛.Yi / D 1, if Bi 2 A˛,
(iv) extend in the necessary way to products of the indeterminates, then to sums

using “min” and finally to quotients.

Let V˛ denote the corresponding valuation domain of K , for each ˛ 2 I . Each
such valuation domain is discrete of rank one.

Since n1 > n0 D 1, the sets B1 ¤ B2 are in P1, so at most one of these is in a
particular A˛. Thus the element Y1 C Y2 is a unit in each V˛ .
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Let R WD T
˛2I V˛ . We will show that R is an almost Dedekind domain and

that fV˛g˛2I is the complete set of valuation overrings of R. Note that since Y0 is a
nonunit of each V˛ , it is contained in each maximal ideal of R (for if Y0RCwR D R

for some w 2 R, then w is a unit of each V˛ and thus a unit of R).
For each positive integer k, set gk WD Xk C Y1 C Y2. It is clear that g2 and g3

are relatively prime in KŒX�. To see that R is a Bézout domain, it suffices to show
that both g2 and g3 are unit valued in each V˛ [57, Corollary 2.7]. It is in fact the
case that each gk is unit valued in each V˛ .

Fix a k � 2 and an ˛ 2 I . Since Y1 C Y2 is a unit in V˛ , gk.t/ D tk C Y1 C Y2

is unit for each nonunit t 2 V˛ . Suppose u 2 V˛ is a unit. Then there is a pair
of nonzero polynomials r; s 2 D such that u D r=s, necessarily with v˛.r/ D
v˛.s/. Let r˛ and s˛ denote the corresponding sums of the monomials of r and s,
respectively, with minimum value under v˛ . Then rk

˛ is the sum of the monomial
terms of rk with minimum value under v˛ and sk

˛ is the sum of the monomial terms
of sk with minimum value under v˛. We have v˛.rk/ D v˛.rk

˛ / D kv˛.r˛/ D
kv˛.s˛/ D v˛.sk

˛/ D v˛.sk/. Also both v˛.rk � rk
˛ / and v˛.sk � sk

˛/ are strictly
larger than v˛.rk/ D v˛.sk/. It is clear that rk

˛ C sk
˛.Y1 C Y2/ is not the zero

polynomial, nor is either of rk
˛ Csk

˛ Y1 or rk
˛ Csk

˛Y2. Hence v˛.rk Csk.Y1 CY2// D
v˛.rk

˛ C sk
˛.Y1 C Y2// D v˛.sk

˛/ D v˛.sk/. It follows that v˛.gk.u// D 0 and
therefore gk is unit valued in V˛.

Next, we show that R is an almost Dedekind domain. For each n � 0 and each
˛ 2 I , let Rn WD R

T
Kn and V˛;n WD V˛ \ Kn. It is clear that Rn D T

˛2I V˛;n.
Moreover, note that each V˛;n is a discrete rank one valuation domain, which is
entirely determined by the values v˛.Yi / for 0 � i � n. There are only finitely
many such valuations and thus Rn is a semilocal Dedekind domain, where each
valuation overring has the form V˛;n for some ˛ 2 I .

Let M be a maximal ideal of R and let W WD RM . Since R is Bézout, W is
a valuation domain which necessarily contains Y0 as a nonunit. It follows that, for
each positive integer n, W

T
Kn is a proper valuation domain of Kn that contains

Rn. Hence W
T

Kn D V˛;n for some ˛ 2 I . A consequence is that W is discrete
rank one valuation domain. Therefore R is an almost Dedekind domain.

Finally, we show that W D V˛ for some ˛ 2 I . For each n, there is an ˛n 2 I
such that Wn WD W

T
Kn D V˛n;n. We consider the sequence of integers fmkg1

kD0

and the corresponding chain of valuation domains Wm0 ¨ Wm1 ¨ Wm2 ¨ � � � . From
above, we know Y0 2 Wm0 is a nonunit. For each k, Wmk

contains Dmk
. Hence Wmk

contains all Yi s for 0 � i � mk. In the valuation domain Wm1 , the element Y0 is a
nonunit as is exactly one other Yi for some 1 � i � m1; the other Yj s in Dm1 are
units of Wm1 . As k increases, there is at most one integer i between mk�1C1 and mk

such that the corresponding Yi is a nonunit of Wmk
. From this analysis, we obtain a

(possibly finite) descending chain of sets B0 © Bi1 © Bi2 © � � � corresponding to
the Yi s that are nonunits in some Wmk

. The set Bi1 is a set in the partition P1. Thus
Bi1 D A1;j1 for some 1 � j1 � n1. For each integer k, there is a set Ak;jk

2 Pk

that is one of the sets Bih in the descending chain above. The corresponding family
A WD fAk;jk

g is a chain through P . Thus there is ˇ 2 I such that A D Aˇ. We
have Wn D Vˇ;n for each n and therefore W D Vˇ .
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Next, we apply the techniques introduced in Example 3.4.3 to give an alternate
construction of almost Dedekind domains that do not have radical factorization.
More precisely, start with P0 WD fNg and C0 WD N and then for m � 1 let Pm WD
f1; 2; : : : ; m; Cmg where Cm WD Nnf1; 2; : : : ; mg. We number the Bi s as follows:
Bi WD Cm when i D 2m and Bi WD fmg when i D 2m � 1. Thus B0 D N. The
chain A0 WD fCmg1

mD0 is the only one that is not finite. The others have the form
Ak WD fC0; C1; : : : ; Ck�1; fkgg. In the next two examples, we modify the definitions
of the valuation domains associated with the chains through P to obtain almost
Dedekind domains that do not have radical factorization.

Example 3.4.4. Example of an almost Dedekind domain that does not have radical
factorization and with an explicit description of the complete set of its valuation
overrings.

As in Example 3.4.3, let D WD F ŒY � and K WD F.Y / where Y WD fYig1
iD0 is a

countably infinite set of algebraically independent indeterminates over the field F .
For each positive integer n, define a valuation vn W F.Y0; Y1; Y2; Y3; : : : /nf0g ! Z

by first setting vn.Y2n�1/ D 1, vn.Y2m/ D 2 for 0 � m � n � 1, and vn.b/ D
vn.Yk/ D 0 for all b 2 F nf0g and all k … f0; 2; 4; : : : ; 2.n � 1/; 2n � 1g, extend
to products and then to sums using “min”, and finally to quotients. Let Vn be the
corresponding valuation domain. For n D 0, v0.b/ D 0 for all b 2 F nf0g and for
all m, v0.Y2m/ D 1 and v0.Y2m�1/ D 0, extend as above. Finally, let R WD T1

nD0 Vn

and, for each n � 0, let Mn be the contraction of the maximal ideal of Vn to R.

(1) R is an almost Dedekind domain such that Y0 is contained in every maximal
ideal.

(2) The set fVng1
nD0 is the complete set of valuation overrings of R. For each n � 1,

Mn D Y2n�1R is a maximal ideal of R and Y0; Y2; : : : ; Y2n�2 2 M 2
n . No other

Yi s are contained in Mn.
(3) M0 is not invertible and it is the only maximal ideal of R that is not principal.
(4) Since M0 is the only noninvertible maximal ideal and every maximal ideal

contains Y0, M0 contains
T1

kD1 Mk . Hence the principal ideal Y0R cannot be
factored as a product of radical ideals, and therefore R does not have radical
factorization.

Proof. For each Vn, at least one of Y1 and Y3 is a unit and Y0 is a nonunit. As above
(Example 3.4.3), gk WD Xk C Y1 C Y3 is unit valued in Vn for each k � 2. Hence R

is a Bézout domain [57, Corollary 2.7]. Also, Y0 is contained in each maximal ideal
of R.

For each n and m, let Rn WD R
T

Kn and Vm;n WD Vm

T
Kn. Each Vm;n is

determined by the values of the vm.Yi /s for 0 � i � n. The only possible values
are 0 and 1 when i is odd, and 0, 1 and 2 when i is even. Hence there are only
finitely many distinct Vn;m. As Rn D T

m Vm;n, it is a semilocal Dedekind domain
such that each valuation overring is the contraction of some Vm.

Let m be a positive integer. If 2m�1 � n, then Vm;n is the only valuation overring
of Rn that contains Y2m�1 as a nonunit. On the other hand, if 2m � 1 > n, then Vm;n

contains each Y2k 2 Dn and it follows that Vm;n D V0;n for all such m.
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Let M be a maximal ideal of R. Then RM is a valuation domain which contains
Y0 as a nonunit. It follows that RM

T
Kn is a proper valuation overring of Rn

for each n. Hence RM

T
Kn is discrete rank one valuation domain. Thus RM is a

discrete rank one valuation domain and therefore R is an almost Dedekind domain.
If Y2m�1 2 MRM for some m � 1, then RM

T
Kn D Vm;n for all n � 2m � 1. It

follows that RM D Vm in this case. The only other possibility is that Y2m 2 MRM

for each m � 0. In this case, RM D V0. Therefore fVmg1
mD0 is the complete set of

valuation overrings of R.
We have Y0 2 M 2

n for each n � 1, but Y0 2 M0nM 2
0 . As M0 is the only

maximal ideal that is not principal, it contains
T1

nD1 Mn. Hence R does not have
radical factorization (Theorem 3.1.8). ut

Next, we give another example of an almost Dedekind domain of the type
considered in Example 3.4.2.

Example 3.4.5. Example of an almost Dedekind domain with an explicit descrip-
tion of the complete set of its valuation overrings and with a nonzero nonunit
element b such that �.b/ is unbounded. In particular, this domain does not have
radical factorization (Theorem 3.1.8).

As in Example 3.4.3, let D WD F ŒY � and K WD F.Y / where Y WD fYig1
iD0 is a

countably infinite set of algebraically independent indeterminates over the field F .
For each positive integer n, define a valuation vn W F.Y0; Y1; Y2; Y3; : : : /nf0g ! Z

by setting vn.Y2n�1/ D 1, vn.Y2m/ D n for 0 � m � n�1, and vn.b/ D vn.Yk/ D
0 for all b 2 F nf0g and all k … f0; 2; 4; : : : ; 2n � 2; 2n � 1g, extend to products
and then to sums using “min”, and finally to quotients. Let Vn be the corresponding
valuation domain. For n D 0, set v0.Y2m/ D 1 and v0.Y2mC1/ D 0 D v0.b/ for all
nonzero b 2 F and all m � 0, and again extend to products and then to sums using
“min”, and finally to quotients. We again set R WD T1

nD0 Vn and, for each n � 0, let
Mn be the contraction of the maximal ideal of Vn to R.

(1) R is an almost Dedekind domain such that Y0 is contained in every maximal
ideal.

(2) For each n � 1, Mn WD Y2n�1R is a maximal ideal of R and Y0 2 M n
n . So

�.Y/ is unbounded. Therefore R does not have radical factorization.

For (1), adapt the proof used in the previous example. The statement in (2) is
clear.

Lemma 3.4.6. (Loper–Lucas [58, Lemma 2.1]) Let R be a one-dimensional Prüfer
domain.

(1) If M is a maximal ideal of Rn for some n � 2, then there is a maximal ideal P

of R such that PRn D M and PRn�1 is a dull prime of Rn�1.
(2) If P 2 Max.R/ survives in Rn, then

(a) PRn�1 is a dull prime of Rn�1, and
(b) PRn 2 Max#.Rn/ if and only if there is a finitely generated ideal I of R

such that P is the only maximal ideal of R that both contains I and survives
in Rn.
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Proof. (1) Let M be a maximal ideal of Rn. Since R is a one-dimensional Prüfer
domain, each prime of Rn is extended from a prime of R. Thus M D PRn for some
P 2 Max.R/. To show that PRn�1 is a dull prime of Rn�1, consider what happens
to a sharp prime Q of Rn�1. Since Rn�1 is a one-dimensional Prüfer domain
[34, Theorem 26.1], Q is the radical of a finitely generated ideal J . Thus J �1 is
contained in each localization of Rn�1 at a dull prime. Hence J �1 is contained in
Rn. But then JRn D JJ �1Rn D Rn and therefore QRn D Rn. Hence PRn�1 must
be a dull prime of Rn�1.

To prove (2), suppose P 2 Max.R/ survives in Rn. Then, by the above, PRn�1

must be a dull prime of Rn�1. Obviously, if there is a finitely generated ideal I of
R such that PRn is the only maximal ideal of Rn that contains IRn, then PRn Dp

IRn is a sharp prime of Rn. Conversely, if PRn is a sharp prime of Rn, then there
is a finitely generated ideal Jn of Rn for which PRn D p

Jn. Since PRn is generated
by the elements of P , there is a finitely generated ideal I of R whose extension to
Rn is contained in PRn and contains Jn. ut

Note that if PRn is a sharp prime of Rn, any finitely generated ideal I that
satisfies the conditions in Lemma 3.4.6(2) must be contained in infinitely many
primes which do not survive in Rn, for otherwise P will be a sharp prime of Rk for
some k < n and thus not survive in Rn.

It is known that if a finitely generated ideal of an almost Dedekind domain is
contained in only finitely many maximal ideals, then the ideal is a product of positive
powers of these maximal ideals [34, Theorem 37.5]. The converse is trivial. In our
next lemma, we show that the finitely generated fractional ideals of sharp degree
one in an almost Dedekind domain are those that can be factored into finite products
of nonzero powers of maximal ideals.

Lemma 3.4.7. (cf. also [34, Theorem 37.5]) Let R be an almost Dedekind domain
and let I be a finitely generated fractional ideal of R. Then I is a finite product of
nonzero powers of maximal ideals if and only if I has sharp degree one.

Proof. First, assume I D M
r1

1 M
r2

2 � � � M rn
n with each ri a nonzero integer and no

M
ri

i D R. Since I is finitely generated, it is invertible. Thus each Mi is invertible
and therefore a sharp prime. We have Mi R2 D R2 for each i , and the same happens
for M �1

i . Thus IR2 D R2 and we have that I has sharp degree one.
To complete the proof assume I has sharp degree one. Then IR2 D R2. Partition

Max.R/ into sets (possibly with some, but not all, empty)

M 0.I / W D fP 2 Max.R/ j IRP D RP g;
M C.I / W D fP 2 Max.R/ j IRP � PRP g; and

M �.I / W D fP 2 Max.R/ j I �1RP � PRP g:

Since each dull prime survives in R2 and IR2 D R2, each dull prime must be in
the set M 0.I /. Therefore RC

I WD T
P 2MC.I / RP and R�

I WD T
P 2MC.I / RP are

both Dedekind domains with nonzero Jacobson radicals. Thus each is semilocal
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which means that both M C.I / and M �.I / are finite sets. Note that M �.I / is
empty if I is an integral ideal of R, but both may be nonempty if I is fractional.
Set M C.I / D fM1; M2; : : : ; Mng and M �.I / D fN1; N2; : : : ; Nmg. It follows that
IRC

I D M
r1

1 M
r2

2 � � � M rn
n RC

I and I �1R�
I D N

s1

1 N
s2

2 � � � N sm
m R�

I for some positive
integers ri and sj . We also have IR�

I D N
�s1

1 N
�s2

2 � � � N �sm
m R�

I . By checking
locally, we see that I D M

r1

1 M
r2

2 � � � M rn
n N

�s1

1 N
�s2

2 � � � N �sm
m . This representation

is unique since each Mi and Nj is a maximal ideal. ut
If R is an almost Dedekind domain, then a maximal ideal P is sharp if and only

if it is invertible. Hence P has sharp degree n if and only if PRk is dull for each
k < n and PRn is an invertible maximal ideal of Rn. Also, for n > 1, Max.Rn/ D
fPRn j P 2 Max�.Rn�1/g whenever Rn ¤ K .

Theorem 3.4.8. Let R be an almost Dedekind domain. For each positive integer k

and each prime P˛ of sharp degree k, let J˛ be a finitely generated ideal of R such
that J˛RP˛ D P˛RP˛ and J˛ is contained in no other prime of Rk . If I is a finitely
generated fractional ideal of R of finite sharp degree, then I factors uniquely into
a finite product of nonzero powers of ideals from the family fJ˛g. In particular, the
members of the family fJ˛g are distinct.

Proof. First note that, if P˛ is a sharp prime of R, then by checking locally we
see that the corresponding J˛ is simply P˛ itself. Moreover, by checking locally in
Rk , we see that if P˛ has sharp degree k, then J˛Rk D P˛Rk . Let P˛ and Pˇ be
distinct maximal ideals of R with P˛ of finite sharp degree k. Then, in Rk , we have
J˛Rk D P˛Rk with P˛Rk a maximal ideal of Rk . Thus the only way to have PˇRk

contain J˛ is to have Pˇ blow up in Rk . In such a case Pˇ would have sharp degree
m < k. While it might be that J˛RPˇ

D PˇRPˇ
, J˛Rm would be contained in P˛Rm

so that J˛Rm cannot equal PˇRm. Thus J˛ ¤ Jˇ . It follows that if both the distinct
maximal ideals P˛ and Pˇ have finite sharp degree, then J˛ ¤ Jˇ . Moreover, no
nonzero powers can be equal and J˛Rn D Rn for each n > k.

We will take care of uniqueness first. For this it suffices to show that there is
no nontrivial factorization of R since each of the J˛s is invertible. Assume R DQ

J
em;i

m;i is a finite factorization of R over the set fJ˛g with each Jm;i having sharp
degree m and em;i an integer, perhaps 0. Let n denote the highest sharp degree of any
“factor” of R. Then, in Rn, we have Rn D Q

J
en;i

n;i since Jm;i Rn D Rn for m < n.
As Jn;i Rn D Pn;i Rn is a maximal ideal of Rn, it must be that each en;i D 0. Thus
the factors J

en;i

n;i are all superfluous. Continue the process to show all em;i are 0.
For existence of factorizations we use induction and Lemma 3.4.7.
By Lemma 3.4.7, if I has sharp degree one, then I is a product of nonzero powers

of finitely many sharp maximal ideals, say I D M
e1

1 M
e2

2 � � � M en
n .

Now, assume I has sharp degree two. Then IR2 is a finitely generated fractional
ideal of R2 whose sharp degree as an ideal of R2 is one. Thus by Lemma 3.4.7,
there are finitely many maximal ideals P1R2; P2R2; : : : ; PnR2 of R2 which locally
contain either IR2 or .IR2/

�1. For each i , we have a finitely generated ideal Ji

in the set fJ˛g such that Ji R2 D Pi R2. Thus in R2, we can factor IR2 uniquely
as P

e1

1 P
e2

2 � � � P en
n R2 for some nonzero integers e1; e2 : : : ; en. This factorization is
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the same as the factorization J
e1

1 J
e2

2 � � � J en
n R2 since Pi R2 D Ji R2 for each i .

Let J WD J
e1

1 J
e2

2 � � � J en
n . Then I.R W J /R2 D R2. As both I and .R W J /

are finitely generated fractional ideals of R, I.R W J / is a finitely generated
fractional ideal of R. It has sharp degree one since I.R W J /R2 D R2. Thus by
Lemma 3.4.7, there are finitely many maximal ideals M1; M2; : : : ; Mm such that
I.R W J / D M

r1

1 M
r2

2 � � � M rm
m for some nonzero integers ri . Therefore I D I.R W

J /J D M
r1

1 M
r2

2 � � � M rm
m J

e1

1 J
e2

2 � � � J en
n .

Now, assume a factorization exists for each finitely generated fractional ideal
of sharp degree k or less (in every almost Dedekind domain). Let I be a finitely
generated fractional ideal of R which has sharp degree k C 1. Then IR2 is a finitely
generated fractional ideal of R2 which has sharp degree k. Thus IR2 factors into a
finite product, say IR2 D J

e1

1 J
e2

2 � � � J em
m R2. To complete the proof simply repeat

the steps used above for the case of an ideal of sharp degree 2. Namely, set J WD
J

e1

1 J
e2

2 � � � J em
m and factor the fractional ideal I.R W J / over the sharp primes of R.

This establishes existence of a factorization. ut
One special case we wish to consider is the one of an almost Dedekind domain

with exactly one dull prime.

Theorem 3.4.9. Let R be a one-dimensional Prüfer domain. Then R is an almost
Dedekind domain with at most one noninvertible maximal ideal if and only if there
is an element d 2 R such that, for each finitely generated nonzero ideal I , there is
a finite set of maximal ideals fM1; M2; : : : ; Mmg and integers e1; e2; : : : ; em and n

with n � 0 such that I D M
e1

1 M
e2

2 � � � M em
m .d/n. Moreover, if either (hence both)

holds and R is not Dedekind, then the element d 2 R must be such that dRP D
PRP for the noninvertible maximal ideal P of R and the set fdRg S

Max#.R/ is a
factoring set for R such that each finitely generated fractional ideal factors uniquely.

Proof. For R Dedekind, we simply set d D 1. Thus we may assume R is not
Dedekind.

Assume R is an almost Dedekind domain with one noninvertible maximal ideal
P . Then R2 D RP and therefore there is an element d 2 R such PR2 D dR2 since
RP is a DVR. Thus by Theorem 3.4.8, the set fdRg S

Max#.R/ is a factoring set
for R such that each finitely generated fractional ideal factors uniquely as a finite
product of nonzero powers of members of this set.

For the converse, assume there is an element d 2 R such that each finitely
generated nonzero ideal can be written in the form M

e1

1 M
e2

2 : : : M em
m .d/n where

each Mi is a maximal ideal, each ei is a nonzero integer and n is a non-negative
integer. Let I be a finitely generated ideal of R and write I D M

e1

1 M
e2

2 � � � M em
m .d/n

with no M
ei
i D R. Since R is a Prüfer domain, I is invertible. Combining this with

the assumption that M
ei
i is not equal to R, we have that each Mi is invertible.

As we are not assuming that R is almost Dedekind, we need to show that each
sharp prime is invertible. Let M 2 Max.R/ be a noninvertible maximal ideal of
R, such a maximal ideal exists since we are assuming R is not Dedekind. Then no
(nonzero) power of M can appear as a nontrivial factor (i.e., not R) in a factorization
of a finitely generated ideal. Hence d must be contained in M and each finitely



60 3 Almost Dedekind and Generalized Dedekind

generated ideal contained in M must have a positive power of .d/ in a factorization.
It follows that MRM D dRM and RM is a DVR. Such a prime M cannot be
sharp, since to be sharp it would have to contain a finitely generated ideal J that
is contained in no other maximal ideal of R. By checking locally, we would then
find that M is the finitely generated (and therefore invertible) ideal dR C J . So all
of the sharp primes are invertible and the dull ones are locally principal. Hence R is
an almost Dedekind domain.

We next show that R has at most one dull maximal ideal. By way of contra-
diction, assume P1 and P2 are distinct dull maximal ideals of R. Let b be an
element of P1 that is not in P2 and write .b/ D M

e1

1 M
e2

2 � � � M em
m .d/n with no

M
ei

i D R. As above, each Mi must be invertible. Thus neither P1 nor P2 appears
in the factorization. Therefore n must be positive and d must be an element of P1.
By repeating this argument for an element in P2 that is not in P1, we find that d is
also in P2. But then we have .b/RP2 D .d/nRP2 � P2RP2 which is a contradiction.
Hence there must be exactly one dull maximal ideal and the rest are both sharp and
invertible. ut

Next we give a general construction scheme for producing an almost Dedekind
domain which will have a factoring family for finitely generated ideals. By carefully
selecting the members, we can produce a family such that each nonzero finitely
generated fractional ideal will factor uniquely over the underlying set of allowable
factors.

Theorem 3.4.10. Let D1 ¨ D2 ¨ � � � be a chain of Dedekind domains which
satisfy all of the following

(a) For i < j , each maximal ideal of Di survives in Dj .
(b) Each maximal ideal of Dj contracts to a maximal ideal of D1.
(c) If M 0 is a maximal ideal of Dj and M WD M 0 T

D1, then M.Dj /M 0 D
M 0.Dj /M 0 .

Let R WD S
Dn. Then the following hold.

(1) R is an almost Dedekind domain.
(2) For i < j , each maximal ideal of Di is contained in only finitely many maximal

ideals of Dj . Moreover, if Mi is a maximal ideal of Di and Mj;1; Mj;2; : : : ; Mj;r

are the maximal ideals of Dj that contain Mi , then MiDj D Q
Mj;k.

(3) For each finitely generated ideal I of R, there is a finitely generated ideal Ii of
some Di such that I D Ii R.

(4) A maximal ideal M is a sharp prime of R if and only if M D MnR for some
Mn WD M

T
Dn.

(5) There is a family fJ˛g that is a factoring family for R for which each nonzero
finitely generated fractional ideal can be factored uniquely over the underlying
set of the family.

(6) R is a Dedekind domain if and only if each maximal ideal of D1 is contained in
only finitely many maximal ideals of R.
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Proof. For each n, we let Kn denote the quotient field of Dn.

(1) Let M be a maximal ideal of R and let Mi WD M
T

Di . Obviously, some Mi

is not zero. But then no Mi is zero. Let r=s 2 MRM with s 2 RnM . For some
i , both r and s are in Di . So r 2 Mi . But then there is an element b 2 M1 and
an element t 2 Di nMi such that b=t D r=s. It follows that MRM D MiRM

for each i . Since each Di is Dedekind, Mi.Di /Mi is principal. Thus MRM is
principal and height one. Hence R is an almost Dedekind domain.

(2) The first statement is a simple consequence of the fact that each ideal of a
Dedekind domain is contained in only finitely many maximal ideals. For the
second, let Mi be a maximal ideal of Di and let Mj;1; Mj;2; : : : ; Mj;r be the
maximal ideals of Dj that contain Mi . Since the Mj;ks are maximal ideals of
Dj , their intersection is the same as their product. Thus Mi Dj is contained
in

Q
Mj;k . Equality comes from our assumption (c); i.e., Mi .Dj /Mj;k

D
Mj;k.Dj /Mj;k

.
(3) Since the set fDig forms a chain, each finitely generated ideal of R can be

generated by some finite subset of some Di .
(4) Since R is an almost Dedekind domain, a maximal ideal is sharp if and only if it

is finitely generated. Hence by (3), M is sharp if and only if some Dn contains
a generating set for M . As M

T
Dn D Mn is a maximal ideal of Dn, then

M D MnR.
(5) For each maximal ideal M of R and each positive integer i , let Mi WD M

T
Di .

It is easy to see that M D S
Mi . Hence the chain fMig is uniquely determined

by M . Moreover, if N1 � N2 � � � � is a chain with each Nk a maximal ideal
of Dk , then N WD S

Ni is a maximal ideal of R. We say that fMig is the chain
determined by M , and that N is the maximal ideal determined by the chain
fNig. Each member Nj of the chain fNig uniquely determines the members of
the chain below it since we have Ni D Nj

T
Di for each i < j . Thus for each

j , N is determined by the truncated chain fNig1
iDj .

Since each Dn is a Dedekind domain, the primes of any ring between Dn and
its quotient field, Kn, are all extended from primes of Dn. With the restrictions
we have placed on the maximal ideals, the quotient field of Dn (for n � 2)
properly contains the quotient field of Dn�1 with Dn�1 D Dn

T
Kn�1.

Let I be a fractional ideal of Dn�1, for n � 2. We will show that I D
IDn

T
Kn�1. We at least have I � IDn

T
Kn�1. Since Dn�1 is a Dedekind

domain, each of its fractional ideals is invertible and therefore divisorial. Thus
it suffices to show that each element of .Dn�1 W I / multiplies IDn

T
Kn�1

into Dn�1. Since both .Dn�1 W I / and IDn

T
Kn�1 are contained in Kn�1,

the product is there as well. Now, use the fact that both I and IDn

T
Kn�1

will generate IDn together with the fact that each element of .Dn�1 W I / is in
.Dn W IDn/ to verify that .Dn�1 W I /.IDn

T
Kn�1/ is contained in Dn�1. Thus

IDn

T
Kn�1 D I .

For each n and each maximal ideal Mn of Dn, let C .Mn/ denote the set
of maximal ideals of DnC1 that contract to Mn. The set C .Mn/ is finite since
DnC1 is a Dedekind domain. Now, select a member MnC1 of C .Mn/ and then
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set F .Mn/ WD C .Mn/nfMnC1g. We will refer to MnC1 as a (or the) discarded
prime sometimes including the phrase “of DnC1” for emphasis. We refer to the
members of C .Mn/ as conjugates or conjugate factors of Mn. If C .Mn/ is a
singleton set, then MnDnC1 is a maximal ideal of DnC1 and F .Mn/ will be
the empty set. Note that, in this case, we will refer to MnDnC1 as a discarded
prime (of DnC1) even if Mn is not a discarded prime of Dn. For n � 1, let
F .Dn/ WD SfF .Mn/ j Mn 2 Max.Dn/g, then set F .R/ WD S

F .Dn/.
Next, let G .R/ WD fMR j M 2 Max.D1/

S
F .R/g. We will show that each

finitely generated ideal of R can be factored uniquely as a finite product of
integer powers of ideals from the set G .R/. Then we will show how to build a
factoring family for R using only the members of G .R/.

For each positive integer n, let G .Dn/ denote the set fPDn j P 2 Max.D1/

or P 2 F .Dk/ for some 1 � k < ng. We use induction to show that each
nonzero fractional ideal of Dn can be factored uniquely as a finite product of
nonzero integer powers of members of G .Dn/. Since IR

T
Kn D I for each

fractional ideal I of Dn, each finitely generated fractional ideal of R will factor
uniquely over G .R/.

Let In be a nonzero fractional ideal of Dn. The result is trivial if n D 1 since
G .D1/ D Max.D1/, so we move on to the case n D 2. Since D2 is a Dedekind
domain, each nonzero fractional ideal has sharp degree one. Thus Lemma 3.4.7
guarantees that the fractional ideal I2 factors uniquely as a finite product of
nonzero integer powers of maximal ideals of D2, say I2 D Qk

iD1 P
ri
i , with

Pi 2 Max.D2/. If each Pi is in F .D1/, then we at least have existence of a
factorization. If not, then some Pi must be a discarded prime. In such a case,
there is a maximal ideal Mi of D1 that has Pi as a factor in D2. If Pi is the
only maximal ideal of D2 that is a factor of Mi , then we have Mi D2 D Pi ,
and we simply “substitute” MiD2 for Pi (they are in fact equal). On the other
hand, if Mi has more than one prime factor in D2, then the other factors are in
the set G .D2/ as only one prime factor is discarded from a set of conjugates.
In this case, MiD2 D Pi Q1Q2 � � � Qm where the Q`s are the conjugates of Pi

each of which is in G .D2/. Thus Pi D MiD2

Qm
`D1 Q�1

` and therefore P
ri
i

can be replaced by the product M
ri
i D2

Qm
`D1 Q

�ri

` . By doing this for each of
the discarded primes in the product

Q
P

ri
i we obtain a finite factorization of I2

using ideals in the set G .D2/.
Now assume that for each 1 � k < n, each finitely generated ideal of Dk

can be factored into a finite product of nonzero integer powers of members of
the set G .Dk/. Let In be a nonzero fractional ideal of Dn. As above, Dn is a
Dedekind domain so In factors uniquely as finite product of nonzero powers
of maximal ideals Pi s of Dn. If each Pi is in F .Dn�1/, then we have a
factorization of In over G .Dn/. If not, then some Pi must be a discarded prime.
Let Qi WD Pi

T
Dn�1 and let

Qb
aD1 N sa

a Dn�1 be a factorization over the set
G .Dn�1/ for Qi . If Qi Dn D Pi , we simply take the factorization of Qi in
Dn�1 and extend each factor to Dn to get a replacement for Pi . If QiDn ¤
Pi , then Qi Dn D Pi

Qs
cD1 Mc where the Mcs are the conjugates to Pi .
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Thus each is in the set G .Dn/. As in the case n D 2, Pi D QiDn

Qs
cD1 M �1

c .
Now, replace QiDn by

Qb
aD1 N sa

a Dn to get Pi D Qb
aD1 N sa

a Dn � Qs
cD1 M �1

c .
Do this for each discarded prime in the original factorization of In. This will
yield a finite factorization of In over the set G .Dn/. Extending both In and
each factor to R will yield a finite factorization of InR over the set G .R/. As
each finitely generated ideal of R is the extension of some ideal In in some Dn,
we have that each finitely generated ideal of R has a finite factorization over the
set G .R/.

Since D1 is a Dedekind domain, Lemma 3.4.7 implies each fractional ideal
of D1 can be factored uniquely over the set Max.D1/. This forms the base for
a proof by induction. Assume that for each integer 1 � k < n, each fractional
ideal of Dk can be factored uniquely over the set G .Dk/. Since each member
of G .Dk/ extends to a member of G .Dm/ for each m > k, our assumption is
equivalent to simply saying that each fractional ideal of Dn�1 factors uniquely
over G .Dn�1/.

Let J be a nonzero fractional ideal of Dn and let J D Qm
iD1 Q

ri
i �Qn

aD1.PaDn/sa with the Qis in F .Dn�1/ and the Pas in G .Dn/nF .Dn�1/.
Suppose

Qk
cD1 N tc

c � Qq
eD1.MeDn/ue with the Ncs in F .Dn�1/ and the

Mes in G .Dn/nF .Dn�1/ is a potentially different factorization of J over
G .Dn/. By multiplying by inverses, we may obtain

Qm
iD1 Q

ri

i � Qk
cD1 N �tc

c DQq
eD1.MeDn/ue � Qn

aD1.PaDn/�sa . Since the left hand side of the equation
is a product of integer powers of maximal ideals of Dn, its form is unique
once common factors are combined. Moreover, the primes on the left hand
side are all nontrivial factors of primes from Dn�1 and for each Nc and
Qi exactly one conjugate factor cannot appear in this product. On the other
hand, each Me and each Pa is a prime of some smaller Dk that either
factors nontrivially in Dn or generates a maximal ideal of Dn. Those that
generate maximal ideals of Dn can have no factor on the left hand side of
the equation and those that have a nontrivial factorization must be missing
the corresponding discarded prime on the left hand side. Thus the left hand
side must reduce to Dn. This can occur only if the factors in

Q
Q

ri

i are
simply a rearrangement of the factors in

Q
N tc

c . As each factor is an invertible
fractional ideal of Dn, we may cancel the products

Q
Q

ri

i and
Q

N tc
c and obtainQ

.PaDn/sa D Q
.MeDn/ue . Since IDn

T
Kn�1 D I for each fractional ideal

of Dn�1, we have
Q

.PaDn�1/sa D Q
.MeDn�1/ue . Now simply invoke the

induction hypothesis to get uniqueness of factorizations.
It remains to show that we can build a factoring family using only the

members of the set G .R/. This is actually relatively easy because given any
ideal J in G .R/, there is some unique integer n such that J D PnR for
some maximal ideal Pn of Dn that is not a discarded prime of Dn. This places
Pn in G .Dn/. While there may be primes above Pn that are not discarded
primes, there is a unique chain of primes PnC1 ¨ PnC2 ¨ � � � with each
Pk a discarded prime of Dk and Pk

T
Dn D Pn. Let P˛ be the prime of R
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determined by this particular chain through Pn and set J˛ WD J WD PnR.
Since Pn D P˛

T
Dn, J˛RP˛ D P˛RP˛ . Note that this means there is a natural

one-to-one correspondence between the set G .R/ and the subset of Max.R/

consisting of those maximal ideals Mˇ for which there is largest integer n

such that Mˇ

T
Dn is not a discarded prime. There may be a(or even infinitely

many) maximal ideal M� of R for which there is no largest integer n such that
M�

T
Dn is not a discarded prime. For such a prime, simply set J� equal to

any member J WD MnR of G .R/ such that Mn D M�

T
Dn. With this we

have a factoring family for R such that the underlying set allows for unique
factorization of nonzero finitely generated fractional ideals.

(6) By the proof of (5), we see that if each maximal ideal of D1 is contained
in only finitely many maximal ideals of R, then each maximal ideal of R

is finitely generated. Thus R is a Dedekind domain. Conversely, if R is a
Dedekind domain, each maximal ideal of R is finitely generated. Thus for
M 2 Max.R/, there is a maximal ideal Mn of some Dn such that M D MnR.
Assume M1 2 Max.D1/ is contained in infinitely many maximal ideals of R.
Then there must be a chain of maximal ideals fMng with each Mn a maximal
ideal of Dn such that each Mn is contained in infinitely many maximal ideals
of R. Thus none of these ideals can generate a maximal ideal of R. Hence
M D S

Mn must be a maximal ideal of R which is not finitely generated, a
contradiction of the Dedekind assumption. Therefore each maximal ideal of D1

is contained in only finitely many maximal ideals of R.

ut
The examples that follow make use of ideas in Theorem 3.4.10 and some of the

notation and terminology used in Example 3.4.3.

Notation 3.4.11. Let P0 WD fNg and let P1 WD fA1;1; A1;2; : : : ; A1;n1g be a
partition of N into finitely many disjoint nonempty sets with n1 > 1. Recursively,
for each positive integer m > 1, let Pm WD fAm;1; Am;2; : : : ; Am;nmg be a refinement
of the partition Pm�1 with nm > nm�1 but allowing some Am�1;k to survive intact
in Pm.

Let F be a field and let fX1; X2; : : : ; Xn; : : :g be a set of countable infinite
indeterminates over F . For each set Am;k 2 Pm, let Ym;k WD Q

i2Am;k
Xi . For ease

of notation, we let Y0;1 D Q
i2N Xi DW Y. Let Dm WD Tmn

kD1 Vm;k where Vm;k WD
F ŒYm;1; Ym;2; : : : ; Ym;nm�.Ym;k/. Set R WD S1

mD0 Dm. From the construction it is
obvious that D0 � D1 � D2 � � � is an ascending chain of semilocal Dedekind
domains. Moreover, each maximal ideal of Dm contracts to a maximal ideal of
Dm�1. In particular, each contracts to the maximal ideal YF ŒY�.Y/ in D0 D F ŒY�.Y/.
We say that a family of sets A WD fAm;kmg1

mD0 is a chain through the series of
partitions P WD fPmg1

mD0 if for each m, Am;km � AmC1;kmC1
. Depending on the

choice of refinements Pm, there may be chains through P which are eventually
constant. As we will see, such a chain corresponds to a sharp prime of R.
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Theorem 3.4.12. Let R be as in Notation 3.4.11.

(1) If P is a nonzero maximal ideal of R, then P
T

D0 D YD0. Moreover, PRP D
YRP .

(2) R is an almost Dedekind domain with nonzero Jacobson radical.
(3) Each finitely generated ideal of R is principal.
(4) There is a natural one-to-one correspondence between the set of maximal ideals

of R and the set of chains through the family of partitions P . Moreover, if M

is a maximal ideal of M , then the corresponding chain of sets A is such that
Ym;kmRM D MRM for each Am;km in A .

(5) The set fYm;k j 0 � m; 1 � k � mkg contains the base set for a factoring
family for R. Moreover, the set can be selected is such a way that each nonzero
finitely generated fractional ideal will factor uniquely.

(6) A maximal ideal M of R is sharp if and only if the corresponding chain of sets
A in statement (4) stabilizes at some Am;k .

Proof. Statements (1), (2) and (3) follow from Theorem 3.4.10. In particular, (3) is a
result of Theorem 3.4.10(3) and the fact that each Di is a PID. Statement (4) follows
from the proof of Theorem 3.4.10(4) and the fact that each Ym;k generates a maximal
ideal of Dm. The statement in (5) follows from the proof of Theorem 3.4.10(5).
Since each member of the factoring family is principal, each finitely generated ideal
of R must be principal. Statement (6) is simply a combination of statement (4) and
Theorem 3.4.10(4). ut

This construction can be used to form almost Dedekind domains with various
sharp degrees. Note that the domain R will have finite sharp degree if and only if
there is an integer n such that Rn is semilocal.

We first show how to construct an almost Dedekind domain of sharp degree 2.
The domain has a single dull maximal ideal.

Example 3.4.13. Let P0 WD fNg and set Pm WD fAm;1; Am;2; : : : ; Am;m; Am;mC1g
for each m � 1 where Am;i D fig for 1 � i � m and Am;mC1 D fk 2 N j
k > mg. Let R be an almost Dedekind domain determined as in Notation 3.4.11
(and Theorem 3.4.12) by the series of partitions P WD fPmg1

mD0 of N. Then the
following hold.

(1) R has exactly one maximal ideal M which is not sharp.
(2) R has sharp degree 2.
(3) R is a Bézout domain.
(4) Max#.R/ D fXnR j n � 1g and the set fXnR j n � 1g SfYRg is a factoring

set for R such that each finitely generated ideal factors uniquely.
(5) There is a factoring family for R such that no nonzero finitely generated

fractional ideal has a unique factorization over the underlying set of ideals.

Proof. (1)–(4) Let Yn WD Q1
kDnC1 Xk and hence, Y0 D Q

k2N Xk DW Y. The
maximal ideals of Dn consist of the ideal YnDn and the ideals of the form XkDn

for 1 � k � n. (Note that, for n D 0, D0 D F ŒY�.Y/ is a local domain
with maximal ideal .Y/.) Thus for each integer n � 1, XnR is a maximal
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ideal of R. Obviously, each of these is a sharp prime of R. The only other maximal
ideal of R corresponds to the chain fYnDng. Thus R2 D RM where M is the
maximal ideal of R determined by the chain fYnDng (corresponding to the chain
A WD fN; fAm;mC1 j m > 0gg through P).

Since M is the only dull prime of R and YRM D MRM we have YR2 D MR2.
By Theorem 3.4.9, the set fYRg SfXnR j n � 1g is a factoring set for R such that
each finitely generated fractional ideal factors uniquely over this set.

(5) For each n � 1, let Pn WD XnR and write n D 4k � i where k � 1 and
0 � i � 3. Build a factoring family for R as follows:

(a) for M again use J0 WD YR,
(b) if i D 0 (i.e., n D 4k), let Jn WD X3

2k�1YR,
(c) if i D 1 (i.e., n D 4k � 1), let Jn WD X3

2kYR,
(d) if i D 2 (i.e., n D 4k � 2), let Jn WD X2

2k�1YR, and
(e) if i D 3 (i.e., n D 4k � 3), let Jn WD X2

2kYR.

Note that, obviously, XmR is the product of .X3
mYR/.X2

mYR/�1. Hence the set
fJng1

nD0 is a factoring family for R. But factorizations are not unique. For example,
XmR can also be factored as .X2

mYR/2.X3
mYR/�1.YR/�1. There are in fact

infinitely many different ways to factor each nonzero finitely generated fractional
ideal of R. By the construction of the family, it is clear that each factorization of
XmR must contain nonzero powers of both X2

mYR and X3
mYR. On the other hand,

YR is redundant, as it can be factored as .X2
mYR/2.X3

mYR/�1. ut
Next, we construct an almost Dedekind domain for which each maximal ideal is

dull and where at least some finitely generated ideals will fail to factor uniquely over
whatever factoring family we might use, but not necessarily fail to factor uniquely
over the underlying set of potential factors.

Example 3.4.14. Let P0 WD fN DW A0;1g and let Pn WD fAn;1; An;2; � � � ; An;2ng
for each n � 1 where An;k WD fm2n C k j m 2 Z; m � 0g for each integer
1 � k � 2n. Let R be the almost Dedekind domain determined as in Notation 3.4.11
(and Theorem 3.4.12).

(1) R is an almost Dedekind domain which is dull.
(2) There exists a factoring family fJ˛g such that each nonzero finitely generated

ideal factors uniquely over the underlying set of ideals making up the family.
(3) Given any factoring family fJ˛g for R, there exists a nonzero finitely generated

ideal I which does not factor uniquely over the family.

Proof. (1) As no chain of sets through P stabilizes, R has no sharp primes. Hence
R is an almost Dedekind dull domain.

(2) By the proof of Theorem 3.4.10(5) (or Theorem 3.4.12(5)), some subset of
fYm;kg contains a set such that (i) each nonzero finitely generated fractional
ideal factors uniquely, and (ii) this set is the underlying set for a factoring family
for R.
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(3) The nonuniqueness is simply a consequence of the fact that R has only
countably many nonzero finitely generated fractional ideals, but an uncountable
number of maximal ideals. Thus for each factoring family, at least two members
are the same ideal of R.

ut
It is actually rather easy to modify the construction in Example 3.4.14 to obtain

an almost Dedekind domain R of dull degree two. One quite trivial way is to simply
replace each set Ar;1, with r � 1, by the sets f1g and fm2r C 1 j m 2 Ng. This
will yield exactly one sharp prime, with the rest dull, and therefore destined to stay
that way in R2. For a more elaborate example with infinitely many sharp primes, we
modify the Pr s a bit more.

Example 3.4.15. Start with the partitions Pn of Example 3.4.14. Then, for each
n and each 0 � r � n, split each set An;2r into the singleton set f2rg and the set
A0

n;2r WD fm2n C 2r j m 2 Ng. The new Pn consists of the singleton sets f2rg
for 0 � r � n, the sets A0

n;2r and the previous sets An;k when k < 2n is not a
power of 2. Let R be almost Dedekind domain determined as in Notation 3.4.11
(and Theorem 3.4.12) by the chains through the series of partitions P WD fPng1

nD0

of N. Then R is an almost Dedekind domain with infinitely many sharp primes and
dull degree 2.

Proof. Obviously, each singleton set f2rg corresponds to a sharp prime MrR D
X2r R. Each of these primes blows up in R2.D TfRN j N 2 Max�.R/g/, the effect
is the same as beginning the construction by partitioning the set Nnf2r j r � 0g as
in Example 3.4.14. Thus R2 is a dull domain. ut

To construct almost Dedekind domains of larger sharp and dull degrees, we
essentially take a recursive approach. The basic idea is to shift the partitioning
scheme used to produce a domain with sharp/dull degree n in such a way as to
increase the sharp/dull degree up to nC. To make this precise we introduce some
useful terminology. Given a set Am;k in a chain of partitions, we consider the family
of sets fAn;j j An;j � Am;k; n � mg and call this the branch of the partition from
Am;k . Such a branch is said to have sharp degree p, if each maximal ideal which
has Am;k in its corresponding family of sets has sharp degree less than or equal to
p and at least one such maximal ideal has sharp degree p. On the other hand, a
branch is said to have dull degree p, if there is a maximal ideal which has Am;k

in its corresponding family of sets that is dull in every Rn, but there are maximal
ideals of sharp degree p � 1 corresponding to the same Am;k , but none of higher
sharp degree.

To build a branch of sharp degree two we may use a scheme quite similar
to that used in Example 3.4.13. Let fPmg be a series of refinements. For ease
of notation assume that for each pair of integers m < n, the set Am;1 is infinite
and Am;1 contains An;1. Fix m and order the elements of Am;1 as a1 < a2 <

a3 < : : : . Then, as in Example 3.4.13, for each integer n > m, let A0
n;1 WD

fa1g; A0
n;2 WD fa2g; : : : ; A0

n;n�m WD fan�mg and let A0
n;n�mC1 be the rest of Am;1.

In each Pn, replace the sets which contain Am;1 by the A0
n;j sets and leave the
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rest of Pn as it is. Then there is exactly one maximal ideal M of (the new) R, the
almost Dedekind domain determined as in Notation 3.4.11 (and Theorem 3.4.12),
whose corresponding chain contains Am;1 and is not sharp, the one associated with
the sets A0

n;n�mC1. All other maximal ideals associated with Am;1 have chains which
stabilize at some singleton set farg. We refer to this technique as building a standard
branch of sharp degree two.

In our next example we utilize this basic construction to build an almost
Dedekind domain of sharp degree 3. The construction of the partitions is more
complicated, so we will give the details of the construction in the proof rather than
the statement of what we are going to build.

Example 3.4.16. There is a series of partitions P D fPmg1
mD0 such that the

resulting domain R, determined as in Notation 3.4.11 (and Theorem 3.4.12), is an
almost Dedekind domain having a unique maximal ideal M with sharp degree 3, so
R3 D RM and R has sharp degree 3.

Let P0 WD fNg and P1 WD fE; Og, where E denotes the positive even integers
and O denotes the positive odd integers. From O , build the standard branch of
sharp degree two. But for E we proceed a little differently. First split E into the sets
E4;0 WD f4m j m � 1g and E4;2 WD f4mC2 j m � 0g. From E4;2 build the standard
branch of sharp degree two, but split E4;0 into sets E8;0 WD f8m j m � 1g and
E8;4 WD f8m C 4 j m � 0g. Then, as with E4;2, build the standard branch of sharp
degree two from E8;4, and, as with E4;0, split E8;0 into sets E16;0 WD f16m j m � 1g
and E16;8 WD f16m C 8 j m � 0g. Continue this scheme for each power of 2.
Let R be the resulting almost Dedekind domain and let M be the maximal ideal
corresponding to the chain fE2n;0g.

Proof. We will show that there is one prime of sharp degree two associated with O

and that each set E2n;2n�1 is associated to exactly one prime of sharp degree two.
The only sharp primes of R are those associated with some singleton set fag.

For each positive integer n, there is exactly one prime of sharp degree two that
contains

Q1
rD0 X2nrC2n�1 , the one associated with the chain fBm;ng1

mD1 where
Bm;n WD f2nr C 2n�1 j r � mg. On the other hand the chain associated with
M consists of the sets of the form f2nr j n � 0; r � 1g, so N, E , E4;0, E8;0, etc. For
each n, there are infinitely many primes of sharp degree two which are associated
with E2n;0. Hence M cannot have sharp degree two. As it is the only dull prime
which does not have sharp degree two, it must have sharp degree three. Thus R has
sharp degree three and R3 D RM . ut
Theorem 3.4.17. For each positive integer k � 2, there is a series of refinements
fPmg of P0 WD fNg such that the resulting domain R, determined as in
Notation 3.4.11 (and Theorem 3.4.12), is an almost Dedekind domain of sharp
degree k.

Proof. The proof is by induction on k � 2. Assume the result holds for k. The
partitioning scheme is somewhat a combination of those used in Examples 3.4.14
and 3.4.16. As in Example 3.4.14, we let P1 WD fO; Eg and P2 WD fA2;1; A2;2;

A2;3; A2;4g with each A2;r WD fm22 C r j m � 0g. The subsequent partitions will
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be different. Specifically, from A2;2 and A2;3 build branches of sharp degree k. On
the other hand, we split A2;1 into A3;1 and A3;5 and split A2;4 into A3;4 and A3;8

as in the third stage of the process in Example 3.4.14. Now continue the pattern
of splitting the sets An;2n and An;1 as in Example 3.4.14, but split the sets An;2n�1

and An;2n�1C1 into branches of sharp degree k. Each branch of the infinitely many
branches of sharp degree k corresponds to maximal ideals of sharp degree k. But,
the prime associated with the chain fAn;2ng will not have sharp degree k, since each
of the sets An;2n is in infinitely many chains associated with primes of sharp degree
k. The same is true for the prime associated with the chain fAn;1g. As these are the
only chains which do not lead to primes of sharp degree less than or equal to k,
each has sharp degree k C1 and therefore R is an almost Dedekind domain of sharp
degree k C 1. ut

We take a slightly different approach in increasing dull degree. Instead of
splitting sets into two nonempty subsets, we split them into three. Also, we allow
infinite sets to stabilize. We start with an example illustrating how to use thirds to
build an almost Dedekind domain of dull degree two with infinitely many sharp
primes. The basic construction parallels the “excluded middle” construction of a
Cantor set. This makes it rather easy to increase the dull degree. Our first task
is to create an almost Dedekind domain of dull degree 2 that has infinitely many
invertible (= sharp) maximal ideals.

Example 3.4.18. We make use of trinary expansions of integers. For each pair of
integers n � 1 and 1 � r � 3n, we set An;r WD fm3n C r j m � 0g and
let r DW rnrn�1 : : : r1 be the trinary expansion of r . We start with P0 WD fNg
and then for n � 1 we let Pn WD fAn;r j no ri is a 2g SfAk;s j 1 � k �
n is the smallest integer such that sk D 2g. The resulting domain R, determined as
in Notation 3.4.11 (and Theorem 3.4.12), has dull degree two with infinitely many
sharp primes.

Proof. We start with an explicit construction for the first few Pns. First P1 D
fA1;1; A1;2; A1;3g. Then, for P2, we leave the set A1;2 as is but split A1;1 into A2;1,
A2;4 and A2;7, and split A1;3 into A2;3, A2;6 and A2;9. The set A1;2 will appear in
each Pn from here on, as will the sets A2;4 and A2;6. On the other hand, we split
A2;1 into A3;1, A3;10, and A3;19, A2;3 into A3;3, A3;12 and A3;21, A2;4 into A3;4, A3;13

and A3;22, and A2;9 into A3;9, A3;18 and A3;27. In P4, we simply keep each “middle
third” as it is and split each pair of outer thirds based on the remainders on division
by 34. Continue this process to build the partitions Pn. As each middle third set is
stable once it appears in some Pn, each leads to a sharp prime of R. On the other
hand, if the chain of sets corresponding with a maximal ideal M of R contains no
middle third set, then each set in the chain is associated with many infinitely many
maximal ideals, including infinitely many which are not associated with a middle
third set. Thus R has dull degree 2 with infinitely many sharp primes. ut

In the proof for the next theorem, we show how the construction in the previous
example can be used to construct an almost Dedekind domain of arbitrary (finite)
dull degree k � 2.
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Theorem 3.4.19. For each integer k � 1, there exists an almost Dedekind domain
of dull degree k.

Proof. Examples 3.4.14 and 3.4.15 provide almost Dedekind domains of dull degree
one and two, respectively. As in Theorem 3.4.17, we modify a previous construction
by taking out sets which have stabilized and replacing them with branches of the
appropriate sharp degree. Our construction is based on that in Example 3.4.15.

Fix k � 3. The outer third sets are left as they are in Example 3.4.15, but each
middle third set is replaced by a branch of sharp degree k � 1. Each of the new
chains will lead to a maximal ideal of sharp degree k � 1 or less, with infinitely
many of sharp degree k � 1. This is the maximal sharp degree of any maximal ideal
of R, determined as in Notation 3.4.11 (and Theorem 3.4.12). Each prime resulting
from a chain of outer third sets remains dull in Rk . Thus Rk is a dull domain, with
Rk�1 a proper subring. Hence R has dull degree k. ut
Theorem 3.4.20. There exists an almost Dedekind domain R such that Rn is a
proper subring of RnC1 for each integer positive integer n. Moreover, the ring
R1 WD S

Rn may be a sharp domain, a dull domain or have some other sharp
or dull degree.

Proof. We start with constructing a domain R such that R1 has sharp degree one
with Rn ¤ RnC1 for each n. For this purpose, start with the basic Odd/Even
partitioning scheme used to construct branches of sharp degree k, but instead of
changing each branch to one of sharp degree k � 1, allow each new branch to have
larger and larger sharp degree. By doing so, once we hit a set high enough up in the
branch of sharp degree n, we find a single prime of sharp degree n and all others
with smaller sharp degree. But now, the chain corresponding to the powers of 2 sets
will not lead to a prime of finite sharp degree. However, once we take the union of
the Rns, we will obtain a domain of sharp degree one as the only prime which does
not have finite sharp degree is the one corresponding to the chain fEn;2ng.

We use a similar scheme to build a domain R such that R1 is a dull domain with
primes of each finite sharp degree. Start with the basic scheme used in the proof of
Theorem 3.4.17, but now instead of replacing each middle third set with a branch of
the same sharp degree, replace them with branches of larger and larger sharp degree.
We may leave the first middle third set, A1;2, alone. Then replace A2;4 and A2;6 by
branches of sharp degree two. Continue by replacing each middle third set Ak;r by a
branch of sharp degree k. The result will be that each branch through a middle third
set leads only to primes of finite sharp degree, but there is no uniform bound on the
degree that holds for all branches through all middle third sets. As in the proof of
Theorem 3.4.17, the primes whose chains involve only outer third sets will remain
dull throughout each Rn and remain dull in R1. Thus R1 is a dull domain.

For sharp and dull degree two for R1, replace branches of finite sharp degree
with ones which mimic the construction of a R1 with sharp degree one. Continue
this fractal like approach to get larger and larger sharp and dull degrees for R1. ut



Chapter 4
Weak, Strong and Very Strong Factorization

Abstract An integral domain is said to have weak factorization if each nonzero
nondivisorial ideal can be factored as the product of its divisorial closure and a finite
product of (not necessarily distinct) maximal ideals. An integral domain is said to
have strong factorization if it has weak factorization and the maximal ideals of the
factorization are distinct. If, in addition, the maximal ideals in the factorization of
a nonzero nondivisorial ideal I of the domain R can be restricted to those maximal
ideals M such that IRM is not divisorial, we say that R has very strong factorization.
In the present section, we study these properties with particular regard to the case of
Prüfer domains or almost Dedekind domains. In the Prüfer case we provide several
characterizations of domains having weak, strong or very strong factorization. We
discuss the connections with h-local domains and we prove that very strong and
strong factorizations are equivalent for Prüfer domains.

4.1 History

In [19], the authors introduced two factorization properties for integral domains. We
start by recalling the first one, called “weak” factorization.

An integral domain R is said to have weak factorization if each nonzero
nondivisorial ideal I can be factored as the product of its divisorial closure I v and
a finite product of (not necessarily distinct) maximal ideals; i.e.,

I D I vM1M2 � � � Mn ; where Mi 2 Max.R/ for 1 � i � n:

In [19], the second factorization was called “strong” factorization and had
two additional restrictions; first, the maximal ideals fM1; M2; : : : ; Mng in the
factorization of a nonzero nondivisorial ideal I were required to be distinct, and,
second, for I D I vM1M2 � � � Mn, the Mi had to be precisely those maximal ideals
M for which IRM is not a divisorial ideal of RM .

M. Fontana et al., Factoring Ideals in Integral Domains, Lecture Notes of the Unione
Matematica Italiana 14, DOI 10.1007/978-3-642-31712-5 4,
© Springer-Verlag Berlin Heidelberg 2013
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It turns out that for Prüfer domains, there is no need to include this second
requirement (see Theorem 4.4.8) below. Thus we now redefine two types of “strong”
factorization by distinguishing, a priori, two possible situations. It is convenient
to let H .I / denote the (possibly empty) set of maximal ideals M such that
IRM ¤ .IRM /v. (So formally, H .I / D fM 2 Max.R/ j IRM ¤ I vRM g.)

An integral domain R is said to have strong factorization if each nonzero
nondivisorial ideal I of R can be factored as follows:

I D I vM1M2 � � � Mn ; where Mi 2 Max.R/ and Mi ¤ Mj for 1 � i ¤ j � n:

If, in addition, the Mi in such a factorization can be restricted to those maximal
ideals M such that IRM is not divisorial, we say that R has very strong
factorization. That is, R has very strong factorization if for each nonzero
nondivisorial ideal I , I can be factored as follows:

I D I vM1M2 � � � Mn; where H .I / D fM1; M2; : : : ; Mng.¤ ;/:

Remark 4.1.1. It is rather trivial to show (by checking locally) that in any of these
factorizations, if IRMi D I vRMi for some Mi , then it must be that I vMi D I v and
thus the factor of Mi can be eliminated.

One of the main theorems of [19] is the following.

Theorem 4.1.2. [19, Theorem 1.12] The following statements are equivalent for a
Prüfer domain R.

(i) R is h-local.
(ii) R has the very strong factorization property.

(iii) For each nonzero ideal I of R, I is divisorial if and only if IRM is divisorial
in RM for each maximal ideal M of R.

(iv) For each nonzero ideal I of R, if IRM is divisorial for each maximal ideal M ,
then I is divisorial.

In Sect. 4.4, we prove a sharper version of the equivalence (i),(ii) of
Theorem 4.1.2. More precisely, in Theorem 4.4.9, we show that if R is an integral
domain that possesses (the new type of) strong factorization, then each nonzero
finitely generated ideal is divisorial. As a corollary, we have that if R is integrally
closed, then it has our redefined form of strong factorization if and only if it is
an h-local Prüfer domain (Corollary 4.4.10); i.e., in this situation, very strong
factorization and strong factorization coincide.

One of the key results used in the proof of the Theorem 4.1.2 is the following
Proposition 4.1.3 [19, Theorem 1.10]. Its expanded version, Theorem 2.5.2, plays a
significant role in proving several of the results to come.

Proposition 4.1.3. Let R be a Prüfer domain and let P be a nonzero nonmaximal
prime that is the radical of a finitely generated ideal. If I is a finitely generated
ideal whose radical is P and M is a maximal ideal that contains P , then the
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ideal J WD IRM

T
R is divisorial if and only if M is the only maximal ideal that

contains P .

As a consequence of Theorems 2.2.1, 2.4.12 and 4.1.2, we have:

Corollary 4.1.4. An almost Dedekind domain with very strong factorization is
Dedekind.

However, there exist almost Dedekind domains with weak factorization
that do not have (very) strong factorization. More precisely, we proved in
[19, Theorem 1.15] the following.

Theorem 4.1.5. Let R be an almost Dedekind domain, and let I be a nonzero ideal
of R which is contained in only finitely many nondivisorial maximal ideals of R.
Then I D I vM1M2 � � � Mn where the Mi are maximal ideals but are not necessarily
distinct. Thus if R is an almost Dedekind domain in which each nonzero ideal is
contained in only finitely many nondivisorial maximal ideals, then R has the weak
factorization property.

By using Theorem 4.1.5, [34, Example 42.6] provides an explicit example of an
almost Dedekind domain with weak factorization that does not have very strong
factorization. Other examples can be found in [58].

Below, in Proposition 4.2.14, we will give several ways of characterizing when
an almost Dedekind domain that is not Dedekind has weak factorization, essentially
establishing the converse of Corollary 4.1.4.

4.2 Weak Factorization

In Theorem 4.1.2, Prüfer domains which are h-local were characterized via the
very strong factorization property. On the other hand, in the Prüfer domain case,
h-local domains can be also characterized using the weak factorization property.
More precisely, [19, Theorem 1.13] provides the following characterization.

Theorem 4.2.1. Let R be a Prüfer domain. Then R is h-local if and only if R has
weak factorization and finite character.

In Theorem 4.4.8 below, we will give another proof of this, together with
several other new characterizations of h-local Prüfer domains based on weak
factorization-type properties.

By [19, Proposition 1.7], a Prüfer domain with weak factorization is a
wTPP-domain (Sect. 2.4) and, more precisely, we have the following.

Proposition 4.2.2. Let R be a Prüfer domain with the weak factorization property.
Then the following hold.

(1) each ideal which is primary to a nonmaximal ideal of R is divisorial
(in particular, each nonmaximal prime is divisorial),
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(2) if M is an idempotent maximal ideal of R and I is a nondivisorial M -primary
ideal, then I D I vM ,

(3) each branched maximal idempotent ideal of R is sharp,
(4) R is a wTPP-domain, and
(5) each branched nonmaximal prime ideal of R is the radical of a finitely

generated ideal.

The next lemma collects a few useful properties a Prüfer domain with weak
factorization property has in common with one having very strong factorization
(for comparison, see [67, Proposition 3.4 and Theorem 3.10] and [19, Proposition
2.10]).

Lemma 4.2.3. Let R be a Prüfer domain with the weak factorization property.

(1) Each nonzero prime is contained in a unique maximal ideal.
(2) Each maximal ideal of height greater than one is sharp.
(3) Each locally principal maximal ideal of height greater than one is invertible.

Thus (equivalently) each unsteady maximal ideal has height one.
(4) If I is a nonzero, nondivisorial ideal with factorization I D I v

Q
Ni

Q
M

rj

j

where the Ni are the steady maximal ideals for which IRNi ¤ I vRNi and the
Mj are the unsteady maximal ideals for which IRMj ¤ I vRMj , then each Ni

is idempotent and I vRNi is principal.

Proof. As each unbranched prime contains a nonzero branched prime, it suffices
to prove (1) in the case P ¤ .0/ is a nonmaximal branched prime. By
Proposition 2.3.10, there is a finitely generated ideal I such that

p
I D P .

Let M be a maximal ideal that contains P and let J WD IRM

T
R. Then by

Theorem 2.5.2(2) (enlarging I if necessary), J v D J.P 0 W P 0/ D I.P 0 W P 0/
where P 0 is the largest prime that is common to all maximal ideals that contain P .
Clearly, Max.R; P / D Max.R; P 0/. Thus P 0 is sharp by Lemma 2.3.9. Therefore
P 0 is a maximal ideal of .P 0 W P 0/ by Corollary 2.3.21(2). Moreover, P 0 is the
only maximal ideal of .P 0 W P 0/ that contains P , I and J v (since such a maximal
ideal must be extended from a prime P 00 of R which must be contained in one of
the maximal ideals containing I and must therefore be comparable to P 0). Hence
J vRP 0 D IRP 0 D JRP 0 and J v D JRP 0

T
.P 0 W P 0/. (The latter equality is true

locally since P 0 is the only maximal ideal of .P 0 W P 0/ which contains J and J v.)
It follows that J v D JRP 0

T
R.

Since R has weak factorization and JRP 0 D J vRP 0 , there is an ideal H that
is not contained in P 0 such that J D J vH (either with H D R or H a finite
product of maximal ideals). By Lemma 2.5.1(2), JRP 0 D J v� .P / and this yields
IRM D JRM � J� .P / D J vH� .P / D JHRP 0 D JRP 0 D IRP 0 � IRM .
Hence IRM D IRP 0 . Since I is finitely generated, we must have M D P 0. This
establishes (1).

For (2), (3) and (4), let M be a maximal ideal of height greater than one.
Then M contains at least one nonzero branched prime. For (2), simply apply (1),
Propositions 2.3.10 and 4.2.2(5), and Lemma 2.3.9 to see that M is sharp. For
(3), further assume that M is locally principal, say MRM D aRM with a 2 M .
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Since M is sharp, there is a finitely generated ideal A of R such that M is the only
maximal ideal that contains A. Then the ideal A C aR generates M locally, whence
M D A C aR is invertible.

Finally, (4) follows from Lemma 2.5.3. ut
As noted earlier in Sect. 2.4, a Prüfer domain with weak factorization is an

aRTP-domain. Using Lemma 4.2.3 and several of the other results above, we are
now ready to give our first alternate characterizations of Prüfer domains with weak
factorization.

Theorem 4.2.4. The following statements are equivalent for a Prüfer domain R.

(i) R has weak factorization.
(ii) Each nonzero prime is contained in a unique maximal ideal, and R is an

aRTP-domain such that for each nonzero ideal I , the set of maximal ideals
N where IRN ¤ I vRN is finite.

(iii) (a) Each steady maximal ideal is sharp,
(b) each nonzero nonmaximal prime ideal is sharp and contained in a unique

maximal ideal, and
(c) for each nonzero ideal I , the set of maximal ideals N where IRN ¤ I vRN

is finite.

Proof. By Theorem 2.4.18, a Prüfer domain is an aRTP-domain if and only if each
nonzero branched nonmaximal prime ideal and each steady branched maximal ideal
are sharp. Under the additional assumption that each nonzero prime is contained in a
unique maximal ideal, Lemma 2.3.9 guarantees that the equivalence holds true with
the word “branched” removed. Hence (ii) and (iii) are equivalent.

To see that (i) implies (ii), assume that R has weak factorization. If I is a nonzero
nondivisorial ideal, then we have I D I v

Qn
iD1 M

si

i for some finite set of maximal
ideals fM1; M2; : : : ; Mng and positive integers s1; s2; : : : ; sn. From this it is clear
that there are at most finitely many maximal ideals N such that IRN ¤ I vRN . Also,
by Lemma 4.2.3(1), each nonzero prime is contained in a unique maximal ideal.
Finally, each branched idempotent maximal ideal and each nonzero nonmaximal
branched prime ideal are sharp by Proposition 4.2.2(3 and 5), so that R is an aRTP
domain by Theorem 2.4.18.

To complete the proof we show (iii) implies (i). Assume all three conditions
in (iii) hold. By Lemma 2.3.9, statement (iii)(b) implies that each maximal ideal
of height greater than one is sharp. Combined with (iii)(a), we have that the only
maximal ideals that are not sharp are the height one unsteady maximal ideals.

Let I be a nonzero nondivisorial ideal. Then by (iii)(c), there is a nonempty finite
set of maximal ideals fM1; M2; : : : ; Mng such that IRMi ¤ I vRMi for 1 � i � n

and IRM D I vRM for all maximal ideals M not in the set fM1; M2; : : : ; Mng. If
Mi is a height one unsteady maximal ideal, then MiRMi is principal and therefore
IRMi D M

ri

i RMi ¨ I vRMi D M ti RMi for some integers ri > ti � 0. In this
case, IRMi D I vM

si

i RMi , where si D ri � ti . For those Mj that are not height
one unsteady maximal ideals, Theorem 2.5.4 (together with statements (iii)(a) and
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(iii)(b)) implies that Mj must be idempotent with IRMj D I vMj RMj . By checking
locally, we have I D I v

Qn
iD1 M

si
i for some positive integers s1; s2; : : : ; sn. Hence

(iii) implies (i). ut
Theorem 4.2.5. Let R be a Prüfer domain with the weak factorization property
that is not h-local. If S is an overring of R where no unsteady maximal ideal of R

survives, then S is h-local.

Proof. By Theorems 2.4.18 and 4.2.4, if P is a nonzero branched prime ideal of
R that is not an unsteady maximal ideal, then P is the radical of finitely generated
ideal and it is contained in a unique maximal ideal.

Assume that S is an overring of R. Then each nonzero prime of S is contained
in a unique maximal ideal. If no unsteady maximal ideal of R survives in S and
Q is a (nonzero) branched prime of S , then Q must be extended from either a
steady maximal ideal or a branched nonmaximal prime. In either case, Q

T
R is the

radical of a finitely generated ideal and therefore so is Q. Thus S has the radical
trace property by Theorem 2.4.14. Therefore S is h-local by Theorem 2.4.12. ut
Corollary 4.2.6. Let R be a Prüfer domain with the weak factorization property. If
I is an ideal that is contained in no unsteady maximal ideals, then I is contained in
only finitely many maximal ideals.

Proof. Suppose I is contained in no unsteady maximal ideals. Then each maximal
ideal that contains I is sharp (Theorem 4.2.4). Hence by Lemmas 2.5.1 and 2.4.19,
the ring � .I / has no unsteady maximal ideals and each maximal ideal of � .I /

contains I . Since R has the weak factorization property, � .I / is h-local by
Theorem 4.2.5, and so, in particular, � .I / has finite character. Thus at most finitely
many maximal ideals of R contain I . ut
Theorem 4.2.7. Let R be a Prüfer domain with weak factorization. If I is a radical
ideal of R such that I �1 is a ring, then each minimal prime of I extends to a maximal
ideal of I �1 as does each maximal ideal of R that does not contain I .

Proof. Assume that I is a radical ideal such that I �1 is a ring. Since �.I/

contains I �1 (Theorem 2.3.2(1)), it is always the case that a maximal ideal that
does not contain I extends to a maximal ideal of I �1. Suppose that P is a prime
minimal over I . If P is nonmaximal, then it is (ante)sharp by Theorem 4.2.4 and
Corollary 2.3.21(2). If P is maximal, then it is trivially antesharp. Hence PI �1 is a
maximal ideal of I �1 by Lemma 2.5.5(1). ut

We are primarily interested in applying Theorem 2.5.6 in the case that R is a
Prüfer domain with weak factorization. For this situation, we can make a slight
change in the hypothesis.

Theorem 4.2.8. Let R be a Prüfer domain with weak factorization, and let P be
a sharp prime of R. If I is radical ideal with I � P and fP˛g is a set of minimal
prime ideals such that I D T

˛ P˛ , then P contains some Pˇ 2 fP˛g. If, in addition,
P is not minimal over I , then P

T
.
T

˛¤ˇ P˛/ properly contains I .
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Proof. Simply apply Theorem 2.5.6 to the prime Q � P with Q minimal over I .
Such a prime is sharp since R has weak factorization (Theorem 4.2.4). ut

The next corollary collects several useful consequences of Theorems 2.5.6
and 4.2.8.

Corollary 4.2.9. Let R be a Prüfer domain with weak factorization.

(1) If W WD fM˛ j ˛ 2 A g is a nonempty set of unsteady maximal ideals such that
I WD T

˛ M˛ is a nonzero ideal, then no sharp prime contains I .
(2) If fP˛g is a nonempty set of pairwise incomparable sharp primes such that

J WD T
˛ P˛ ¤ .0/, then each P˛ is minimal over J and no other sharp prime

is minimal over J .
(3) No nonzero element of R is contained in infinitely many idempotent maximal

ideals.

Proof. Let I D T
˛ M˛ be nonzero, with W D fM˛ j ˛ 2 A g a nonempty set

of unsteady maximal ideals. Then each M˛ 2 W has height one (Lemma 4.2.3(3))
and is therefore minimal over I . Moreover, the M˛ are not sharp by Lemma 2.4.19.
Hence no sharp prime contains I by Theorem 4.2.8, proving (1).

For (2), assume that fP˛g is a nonempty set of pairwise incomparable sharp
primes such that J D T

˛ P˛ ¤ .0/. For each ˛, let Q˛ � P˛ be a prime ideal
that is minimal over J . Obviously, J D T

˛ Q˛ and for each Pˇ , J D T
˛ Q˛ �

Pˇ

T
.
T

˛¤ˇ Q˛/ � Pˇ

T
.
T

˛¤ˇ P˛/ D J . Thus by Theorem 4.2.8, each P˛ is
minimal over J , and no other sharp prime is minimal over J .

To see that (3) holds, further assume that each P˛ in the intersection J DT
˛ P˛ of (2) is an idempotent maximal ideal. (Note that each P˛ is sharp by

Theorem 4.2.4.) Since JRP˛ D P˛RP˛ and P˛ is idempotent, it must be that
JJ �1RP˛ D P˛RP˛ (since JRP˛ � JJ �1RP˛ � P˛RP˛ .P˛RP˛ /�1 D P˛RP˛ D
JRP˛ ). Thus JJ �1 D J , and we have J �1 D .J W J /, and so J �1 is a ring.
By Theorem 4.2.8, no other sharp prime can be minimal over J , whence by
Lemma 4.2.3, the only other minimal primes of J must be height one (unsteady)
maximal ideals. Thus J �1 D � .J /

T
�.J / D R (Theorem 2.3.2(2)) and so

J ¤ J v D R. It follows that the set fP˛g is finite by Theorem 4.2.4. Hence each
nonzero nonunit is contained in at most finitely many idempotent maximal ideals.

ut
We say that R has finite idempotent character if each nonzero element is

contained in at most finitely many idempotent maximal ideals and finite unsteady
character if each nonzero element is contained in at most finitely many unsteady
maximal ideals. By Corollary 4.2.9, a Prüfer domain that has weak factorization
also has finite idempotent character. In the next theorem, we show that a Prüfer
domain with weak factorization also has finite unsteady character. A consequence
of this is that a Prüfer domain has weak factorization if and only if each unsteady
maximal ideal has height one, each nonzero nonunit is contained in at most finitely
many noninvertible maximal ideals and .IRM /�1 D I �1RM for each nonzero ideal
I and each sharp maximal ideal M (see Theorem 4.2.12 below).
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Recall from Sect. 2.5 that if P 2 S is a prime ideal of a Prüfer domain R

where S is a set of incomparable primes of R, then P is relatively sharp in S if
it contains a finitely generated ideal that is contained in no other prime of the set
S (or equivalently, RP does not contain

TfRQ j Q 2 S nfP gg). The set S is
relatively sharp if each prime in S is relatively sharp in S . We make use of these
notions in the proof of our next theorem.

Theorem 4.2.10. Let R be a Prüfer domain. If R has weak factorization, then R

has finite unsteady character.

Proof. By way of contradiction, assume there is an infinite set of unsteady maximal
ideals W WD fM˛ j ˛ 2 A g with a nonzero intersection I WD T

˛ M˛. Each
M˛ 2 W has height one by Lemma 4.2.3(3). Also, by Corollary 4.2.9(1), no sharp
prime contains I , so we may assume W is the complete set of minimal primes
of I . Note that if I �1 D R, then we cannot have weak factorization, since in this
case I v D R, so it would be impossible to factor I as I v times a finite product of
maximal ideals. Thus we may further assume there is an element t 2 I �1nR. Since
R is Prüfer, the ideal C WD .R W .1; t// is an invertible ideal that contains I . Thus
C is contained in no maximal ideal that does not contain I . Since I is a radical
ideal and each of its minimal primes is maximal, C is a radical ideal as well with
Max.R; C / � Max.R; I / D W . It is easy to see that the set Max.R; C / must be
infinite since no member of W is sharp and C is finitely generated (Theorem 2.3.11).
Hence we may further assume that I is invertible.

If either W or an infinite subset of W is a relatively sharp set, then we have a
contradiction by way of Corollary 4.2.9 and Theorem 2.5.9. Hence we may further
assume no infinite subset of W is a relatively sharp set. Using this assumption
we will arrive at a contradiction by constructing an infinite subset of W that is a
relatively sharp set.

Let Mˇ 2 W and let q 2 MˇnI . Then the ideal E WD qRCI is an invertible ideal
that properly contains I . Moreover, for each M˛ 2 W , ERM˛ contains IRM˛ D
M˛RM˛ . Since E is invertible, IEE�1 D I . Thus the ideal G WD IE�1 is an
invertible ideal of R that is contained in each maximal ideal of W that does not
contain E and in no maximal ideal of W that contains E .

Suppose M1; M2; : : : ; Mn 2 W are relatively sharp in W , n � 1. Then for each
i , there is a finitely generated ideal Ji ¨ Mi such that no other member of W
contains Ji . Moreover, we may assume each Ji contains I and Ji C Jk D R for all
i ¤ k. Then the product J WD J1J2 � � � Jn contains I and is contained in each Mi

but in no other member of W . Since J is invertible, it follows that the ideal IJ �1 of
R is contained in each maximal ideal of W except M1; M2; : : : ; Mn. Hence IJ �1 is
the intersection of these ideals.

Since we have assumed at most finitely many members of W are relatively sharp
in W , we may further assume that no member of W is relatively sharp. Under this
assumption, if B is a finitely generated ideal with I ¨ B � Mˇ for some Mˇ 2 W ,
then B is contained in infinitely many members of W as is IB�1, and no member
of W contains both B and IB�1.
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With all of these assumptions, it is now relatively easy to construct a countably
infinite subset of W that is relatively sharp and with this arrive at a contradiction.

We construct such a subset as follows.
Let A be a well-ordered index set for W and let ˛1 be the smallest member of

A . Next set M1 WD M˛1 , select an element s1 2 M1nI and set J1 WD I Cs1R. Then
from the above, infinitely many members of W contain J1 and infinitely many do
not.

For M2, let ˛2 be the smallest ˛ 2 A such that M˛ does not contain J1, then
set M2 WD M˛2 . Since infinitely many members of W do not contain J1, there is
an element s2 2 M2nIJ �1

1 such that s1 and s2 are comaximal but s1s2 is not in I .
Set J2 WD I C s2R. Then, clearly, I ¨ J1

T
J2 D J1J2. As above, infinitely many

members of W do not contain C2 WD J1J2.
Recursively, for n � 3, define ideals Mn, Jn and Cn as follows. Let ˛n be the

smallest ˛ 2 A such that M˛ does not contain Cn�1, then set Mn WD M˛n . For
Jn, there is an element sn 2 MnnIC �1

n�1 such that sn is comaximal with the ideal
Cn�1 but snCn�1 is not contained in I . Set Jn WD I C snR. Then Cn WD Cn�1Jn D
Cn�1

T
Jn © I .

For n ¤ m, the elements sn and sm are comaximal. Thus each Mm is relatively
sharp in the set fMng1

nD1, a contradiction to our assumption that no infinite subset
of W is relatively sharp. Therefore it must be that no nonzero element is contained
in infinitely many unsteady maximal ideals. ut

The next result is a straightforward consequence of Corollary 4.2.9(3),
Theorem 4.2.10, and Lemma 2.1.10.

Corollary 4.2.11. Let R be a Prüfer domain. If R has weak factorization, then each
nonzero nonunit is contained in at most finitely many noninvertible maximal ideals.

Theorem 4.2.12. The following statements are equivalent for a Prüfer domain R.

(i) R has weak factorization.
(ii) (a) R is an aRTP-domain,

(b) each nonzero prime ideal is contained in a unique maximal ideal, and
(c) each nonzero nonunit is contained in at most finitely many noninvertible

maximal ideals.
(iii) (a) Each steady maximal ideal is sharp,

(b) each nonzero nonmaximal prime is both sharp and contained in a unique
maximal ideal, and

(c) each nonzero nonunit is contained in at most finitely many noninvertible
maximal ideals.

(iv) (a) Each unsteady maximal ideal has height one,
(b) each nonzero ideal (or nonunit) is contained in at most finitely many

noninvertible maximal ideals, and
(c) .IRM /�1 D I �1RM for each nonzero ideal I and each steady maximal

ideal M .
(v) For each nonzero nondivisorial ideal I , there is a finite family of primes

fP1; P2; : : : ; Png such that I D I vP1P2 � � � Pn.
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(vi) For each nonzero nondivisorial ideal I , there is a finite set of incomparable
primes fQ1; Q2; : : : ; Qmg such that I D I vQ

r1

1 Q
r2

2 � � � Qrm
m for some positive

integers r1; r2; : : : ; rm.

Proof. For (i) implies (ii), simply apply Theorem 4.2.4 and Corollary 4.2.11. Also,
the same argument used in the first part of the proof of Theorem 4.2.4 shows that
(ii) and (iii) are equivalent.

To see that (iii) implies (iv), first apply Lemma 2.3.9 to see that each maximal
ideal of height greater than one is sharp. Thus the only unsteady maximal ideals,
if any, have height one. Also, by Theorem 2.5.4, I �1RM D .IRM /�1 for each
nonzero ideal I and each steady maximal ideal M .

Next we show (iv) implies (i). Let I be a nonzero, nondivisorial ideal. By
Theorem 2.5.4(2), if M is an invertible maximal ideal that contains I , then
IRM D I vRM . Thus there must be at least one noninvertible maximal ideal N

that contains I and is such that IRN ¤ I vRN . Let fM1; M2; : : : ; Mng be the
set of these maximal ideals. If Mi is idempotent, then IRMi D I vMiRNi by
Theorem 2.5.4(3). On the other hand, if Mi is locally principal (equivalently, not
idempotent), then it has height one and there is a positive integer si such that
IRMi D I vM

si
i RMi (see also the proof of Theorem 4.2.4((iii))(i))). Checking

locally shows that I D I v
Qn

iD1 M
si
i for some positive integers s1; s2; : : : ; sn. Thus

R has weak factorization.
Clearly, weak factorization implies the existence of the factorizations in (v) and

(vi).
Since R is a Prüfer domain, if Q ¨ P are distinct prime ideals, then PQ D Q.

Hence in statement (v), if Pi ¨ Pj , then all occurrences of Pj can be removed from
the factorization. It follows that (v) and (vi) are equivalent.

To complete the proof, we show that if each nonzero nondivisorial factors in the
form given in (v), then R has weak factorization. For this, it suffices to show that R

satisfies the criteria of Theorem 4.2.4(iii).
First, let P be a branched nonmaximal prime ideal. Then it is minimal over a

finitely generated ideal I [34, Theorem 23.3(e)]. Let J WD IRM

T
R where M is

a maximal ideal that contains P . Then, clearly, I � J � P and Max.R; J / D
Max.R; P /. Note that J ¨ P ; otherwise, PRM D JRM D IRM is a nonmaximal
finitely generated prime in the valuation domain RM , which is impossible. If P

is not sharp, then J ¨ P � P v D J v by Theorem 2.5.2(1). Now, consider a
factorization J D J vP1P2 � � � Pn as in statement (v). In the valuation domain RM ,
JRM D IRM is principal, and therefore from this factorization of J , so are J vRM

and each Pi RM . Hence either Pi D M or Pi RM D RM . Since P is not maximal,
it cannot contain any of the Pi s. It follows that P � J v and hence J v D P .
Thus, as above, PRM is a principal nonmaximal prime ideal of RM , a contradiction.
Therefore P is sharp.

If P is sharp but M is not the only maximal ideal that contains P , then J

is not divisorial (Theorem 2.5.2(2)). Also, from the proof of Theorem 2.5.2(2),
J vRM D JRP 0 D IRP 0 where P 0 ¨ M is the largest prime common to
all maximal ideals that contain P . As above, factor J as J D J vP1P2 � � � Pn.
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We again have J vRM and each Pi RM principal. However, since IRP 0 D J vRM

is both a proper principal ideal of RP 0 and an ideal of RM , this contradicts the fact
that no proper principal ideal of a valuation domain can be an ideal in a proper
overring. Thus having P sharp and in more than one maximal ideal is impossible.
Therefore J D J v, P is sharp and M is the only maximal ideal that contains P by
Theorem 2.5.2(3).

Consequently, we have that each nonzero nonmaximal prime is sharp as is each
maximal ideal of height greater than one (Lemma 2.3.9).

Thus according to Theorem 4.2.4, the only remaining case we need to consider
(for sharpness) is that of a height one idempotent maximal ideal. Accordingly, let
M D M 2 be a height one maximal ideal and let Q be a proper M -primary ideal. If
Q�1 is a ring, then Q�1 D M �1 D R by Lemma 2.3.15. Hence Qv D R, and we
have the (only possible) factorization Q D QvM D M , a contradiction. Thus Q�1

is not a ring, whence M is sharp by Theorem 2.3.17((i),(iv)).
To complete the proof, we need only show that for each nonzero nondivisorial

ideal B , the set of maximal ideals N for which BRN ¤ BvRN is finite (criterion
(iii)(c) of Theorem 4.2.4). Let B be a nonzero nondivisorial ideal. Then B D
BvQ1Q2 � � � Qm for some finite family of prime ideals fQ1; Q2; : : : ; Qmg. Each Qi

is in a unique maximal ideal Ni and clearly BRN D BvRN for each maximal ideal
N not in the family fN1; N2; : : : ; Nmg. Therefore R has weak factorization. ut

We record the following simple consequence of Theorem 4.2.12 for ease of
reference in Example 4.3.4 below.

Corollary 4.2.13. Let R be a Prüfer domain with finite unsteady character. If each
steady maximal ideal is invertible and each nonzero nonmaximal prime is sharp and
contained in a unique maximal ideal, then R has weak factorization.

One of the main concepts studied by Loper and Lucas in 2003 [58] is how far
an almost Dedekind domain is from being Dedekind. For example, from what has
already been observed in Sect. 3.2, an almost Dedekind domain R has sharp degree
2 if it is not Dedekind, but the intersection R2 WD T

RM is Dedekind, where
the intersection is taken over all maximal ideals M that are not invertible in R

(in this case, they coincide with the dull maximal ideals of R, considered in
Sect. 3.2). Note that R must have infinitely many invertible maximal ideals for this to
happen. An example in [19] shows that an almost Dedekind domain with infinitely
many noninvertible maximal ideals can have sharp degree 2 [19, Example 3.2].
Higher sharp degrees (including infinite ordinal degrees) can be defined recursively,
as in Sect. 3.2. For example, an almost Dedekind domain R has sharp degree 3, if R2

is not Dedekind and R ¨ R2 ¨ R3 with R3 Dedekind where R3 is the intersection of
the localizations at the (nonempty set of) noninvertible maximal ideals of R2. It turns
out that an almost Dedekind domain that is not Dedekind has weak factorization
if and only if it has sharp degree 2. More precisely, Theorem 4.1.5 essentially
shows that an almost Dedekind domain with sharp degree 2 has weak factorization.
In Proposition 4.2.14 below, we establish the converse, as well other ways to detect
weak factorization in almost Dedekind domains.
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Proposition 4.2.14. Let R be an almost Dedekind domain that is not Dedekind.
The following are equivalent.

(i) R has weak factorization.
(ii) If fM˛g is a set of noninvertible maximal ideals such that

T
˛ M˛ is nonzero,

then the set fM˛g is finite.
(iii) Each noninvertible maximal ideal contains a finitely generated ideal that is

contained in no other noninvertible maximal ideal.
(iv) If fM˛g is a nonempty set of noninvertible maximal ideals, then

T
˛ RM˛ is

Dedekind.
(v) R has sharp degree 2.

Proof. Let fM�g be the (complete) set of noninvertible maximal ideals of R. Then
as observed above, R has sharp degree 2 if and only if R2 D T

� RM� is a Dedekind
domain. Since an overring of a Dedekind domain is Dedekind, statements (iv) and
(v) are equivalent. Moreover, if R2 is Dedekind, then it is easy to see that each
nonzero nonunit of R is contained in at most finitely many noninvertible maximal
ideals. Thus (v) implies (i) by Theorem 4.2.12.

By Lemma 3.4.6, if (iii) holds, then each noninvertible maximal ideal becomes
sharp in R2 and from this and Theorem 2.2.1, we have that R has sharp degree 2
(so (iii) implies (v)).

Assume that R has weak factorization. Then by Theorem 4.2.12, each finitely
generated nonzero ideal is contained in at most finitely many noninvertible maximal
ideals. Thus an infinite intersection of noninvertible maximal ideals is zero, and we
have that (i) implies (ii).

To see that (ii) implies (iii), let M be a noninvertible maximal ideal of R, and
let a be a nonzero element of M . By (ii), a is contained in only finitely many
noninvertible maximal ideals, say M1 D M; M2; : : : ; Mn. For each 1 < i � n,
pick an element ai 2 M n Mi . Then the ideal .a; a2; : : : ; an/ is contained in M and
no other noninvertible maximal ideal of R. ut

4.3 Overrings and Weak Factorization

Let R be a Prüfer domain with weak factorization. Also, let fM˛g be the set of
unsteady maximal ideals, and assume that this set is nonempty. By Theorem 4.2.12,
each M˛ has height one, and each nonzero nonunit of R is contained in at most
finitely many of the M˛. Let T WD T

˛ RM˛ . By definition, sharp primes of R do
not survive in T . Hence T is a one-dimensional Prüfer domain with finite character
such that each localization is a rank one discrete valuation domain, that is, T is a
Dedekind domain. Since an overring of a Dedekind domain is Dedekind, we have
the following result.
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Theorem 4.3.1. Let R be a Prüfer domain. If R has weak factorization, thenT
˛ RM˛ is a Dedekind domain for each nonempty set of unsteady maximal ideals

fM˛g.

Corollary 4.3.2. Let R be a Prüfer domain with weak factorization. The following
are equivalent for an overring T of R.

(i) T has weak factorization.
(ii) T has finite idempotent character.

(iii) If fP˛g is a set of incomparable idempotent primes of R with a nonzero
intersection, then at most finitely many P˛’s extend to maximal ideals of T .

Proof. Let T be an overring of R, and let J be a nonzero ideal of T . Then J D IT

for some ideal I of R [34, Theorem 26.1(3)]. Also, if N is an idempotent maximal
ideal of T , then N D P T for some idempotent prime P of R. Thus statements (ii)
and (iii) are equivalent.

Each unsteady maximal ideal of T is extended from an unsteady maximal ideal,
and each sharp prime of R that survives in T is still sharp and contained in a unique
maximal ideal of T . Note that an unsteady maximal ideal of R may extend to a
steady maximal ideal of T , but in such a case the extension is an invertible height
one maximal ideal (Lemma 4.2.3). Thus we have J �1TN D .JTN /�1 for each
steady maximal ideal N of T (if N is extended from a steady maximal ideal M

of R, then I �1RM D .IRM /�1 (Theorem 4.2.12), and so J �1TN D .JTN /�1;
on the other hand, if N is extended from an unsteady maximal ideal M of R,
then N is invertible in T with height one, in which case J �1TN D .JTN /�1

by Theorem 2.5.4). This shows that T satisfies condition (iv) of Theorem 4.2.12,
so that T has weak factorization. Thus (ii) implies (i). Finally, (i) implies (ii) by
Corollary 4.2.9(3). ut
Corollary 4.3.3. If R is Prüfer domain with weak factorization and no nonzero
idempotent primes, then each overring has weak factorization.

The next example shows that not all overrings of a Prüfer domain with weak
factorization have weak factorization.

Example 4.3.4. Let fW; X; Y1; Y2; : : : ; Z1; Z2; : : : g be a countably infinite set of
algebraically independent indeterminates over the field K and let D WD KŒX; fYn j
n � 1g; fZ˛

n j n � 1; ˛ 2 R
Cg�. For each n � 1, define a valuation vn on the

quotient field F WD K.X; fYn j n � 1g; fZ˛
n j n � 1; ˛ 2 R

Cg/ of D with
value group R � Z (lexicographically ordered) by first setting vn.a/ D .0; 0/ for
all nonzero elements in K , vn.X/ D .1; 0/, vn.Yn/ D .0; 1/, vn.Z˛

n/ D .˛; 0/ and
vn.Ym/ D vn.Z˛

m/ D .0; 0/ for all ˛ 2 R and m ¤ n, and then extending vn to
F using “min.” Let Vn be the corresponding valuation domain with quotient field
F . By standard arguments, it can be shown that YnVn is the maximal ideal of the
two-dimensional valuation domain Vn. Let R WD T

n Vn.W/, where Vn.W/ is the
canonical (trivial) extension of Vn to the field of rational functions F.W/.
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(1) R is a Bézout domain.
(2) For each n, the ideal Mn WD YnR is an invertible height two maximal ideal.
(3) For each n, Pn WD p

ZnR is a height one idempotent prime that is sharp and
Mn is the only maximal ideal of R that contains Pn.

(4) Let J be the ideal generated by the set fX=Zn j n � 1g. Then M WD p
J is an

unsteady height one maximal ideal.
(5) There are no other nonzero prime ideals in R.
(6) R has weak factorization. Moreover, each nonzero nondivisorial ideal I factors

as I vM k for some positive integer k.
(7) Let S WD fYk

n j n � 1; k � 0g. The ring RS is a one-dimensional Prüfer
domain that does not have weak factorization.

(8) If Q is an infinite proper subset of fPng1
nD1, then the ideal H WD TfPm j

Pm 2 Qg is a (nonzero) radical ideal such that .H W H/ does not have weak
factorization.

Proof. For each n, let v�
n denote the trivial extension of vn to F.W/ (set the value

of W to be 0, and extend to F.W/ using “min”) [34, page 218]. The corresponding
valuation domain is Vn.W/ [34, Propositions 18.7 and 33.1]. That R is a Bézout
domain with Mn D YnR a maximal ideal, that RMn D Vn.W/ and that Mn has
height two for each n follow from results on eab-operations and Kronecker function
rings in [34, Chap. 32] (cf. also Halter–Koch [40, Theorem 2.2(2)]).

For each n, let Dn WD KŒX; fYm j 1 � m � ng; fZ˛
m j 1 � m � n; ˛ 2 R

Cg�
and let Tn WD DnŒW�.

Let z be a nonzero element of the quotient field F.W/ of R. Then there is a
pair of integers s and n such that z can be factored as a product Xs.g=f / where
g; f 2 TnnXTn. For each k > n, z is in Vk.W/ if and only if s � 0. Also, for
k > n, z is a unit of Vk.W/ if and only if s D 0. Hence z 2 R implies s � 0, and
z 2 T

n Mn implies s > 0.
By Theorem 2.5.10,

T
n Mn is the Jacobson radical of R and no maximal ideal

other than one of the Mn’s is sharp. Also, by Corollary 4.2.9, the only sharp primes
that contain

T
n Mn are the Mn’s. Since X is in each Mn, each maximal ideal

contains X.
Let t WD a=b 2 RnMn be a nonunit of R with a; b 2 DŒW� and let k be a

positive integer greater than the largest power of Zn that appears in a term of a.
Then no “cancellation” can occur in the numerator of t C Zk

n D .a C bZk
n/=b. In

Vn.W/, t C Zn is a unit since t … Mn. For m ¤ n, v�
m.a/ � v�

m.b/ and v�
m.Zk

n/ D
vm.Zk

n/ D .0; 0/. From the definition of (the original) vm, v�
m.a C bZk

n/ D v�
m.b/

and therefore v�
m.t C Zk

n/ D .0; 0/. Hence t C Zk
n is a unit of R.

Let N be a maximal ideal of R that does not contain some particular X=Zn. Since
X 2 N , then N must contain Zn, and all positive powers of Zn. From the argument
in the previous paragraph, we must have N D Mn. This not only shows that Mn is
the only maximal ideal that contains Zn, it also shows that Pn D p

ZnR is a sharp
prime and Mn is the only maximal ideal that contains Pn.
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Let J be the ideal of R generated by the set fX=Zn j n � 1g. Since each Pn

contains the set fX=Zm j m ¤ ng, each element of J is in infinitely many Pn’s. On
the other hand, Pn does not contain X=Zn. Thus no Pn contains J , nor does any Mn.

Let E WD KŒW; fYn j n � 1g; fZ˛
n j n � 1; ˛ 2 R

Cg� and let h 2 Enf0g.
Then there is an integer n such that h 2 En WD KŒW; fYm j 1 � m � ng; fZ˛

m j
1 � m � n; ˛ 2 R

Cg�. Let sn WD Pn
mD1 X=Zm and consider the element h C sn.

For k > n, h is a unit of Vk.W/ and sn is a nonunit, and for m � n, .0; 0/ D
vm.sn/ D v�

m.sn/ D v�
m.h C sn/. Thus h C sn is a unit of R. This implies that if M

is a maximal ideal that contains J , then RM contains L the quotient field of E . It
follows that RM D LŒX�.X/ is a discrete rank one valuation domain. We also have
that M is the only prime that contains J . Hence M is height one, unsteady and the
only other nonzero prime besides the Mn’s and Pn’s. Thus R has weak factorization
by Corollary 4.2.13. By Theorem 2.5.4, if I is a nonzero nondivisorial ideal, then
IRMn D I vRMn for each Mn and therefore I D I vM k for some positive integer k.

Obviously, each Mn blows up in RS , but each Pn survives. Hence RS is a
one-dimensional Prüfer domain. As each element in M is in all but finitely many
Pn’s, the extension of M to RS remains unsteady. Thus RS D T

n RPn . Let B WDT
n PnRS . Since X is in B , PnRS is minimal over B . As PnRPn is idempotent and

BRPn D PnRPn , RPn � B.RS W B/RPn D Pn.RS W B/RPn D PnRPn . Hence
B.RS W B/ D B . Since RS D T

n RPn , .RS W B/ D RS . Clearly, we cannot
factor B as Bv .D RS / times a finite product of powers of maximal ideals. Hence
RS does not have weak factorization.

Finally, let Q be an infinite proper subset of fPng1
nD1 and let H WD TfPm j

Pm 2 Qg. As above X 2 H . Thus by Corollary 4.2.9(2), Q is the complete set
of sharp primes that are minimal over H . Also H �1 D .H W H/ as above since
HRPm D PmRPm being idempotent implies HH �1RPm D HRPm for each Pm 2
Q. Hence each Pm 2 Q extends to a (idempotent) maximal ideal of .H W H/

(Theorem 4.2.7). But this means that H is contained in infinitely many idempotent
maximal ideals of .H W H/. Then Corollary 4.2.9(3) shows that .H W H/ does not
have weak factorization. ut

This example also shows that a ring of quotients of a Prüfer domain with weak
factorization need not have weak factorization.

Theorem 4.3.5. Let R be a Prüfer domain with weak factorization. If M is an
unsteady maximal ideal, then there is a finitely generated ideal I and an infinite
set of steady maximal ideals fM˛g each containing I , such that M T is the only
unsteady maximal ideal of T WD T

˛ RM˛ and the only other maximal ideals of T

are those of the form M˛T .

Proof. Let M be an unsteady maximal ideal and let J be a nonzero finitely
generated ideal that is contained in M . Since R has finite unsteady character
(Theorem 4.2.10), at most finitely many other unsteady maximal ideals contain
J , say M1; M2; : : : ; Mn. For each i , there is an element bi 2 M such that
biR C Mi D R. Let I WD J C b1R C b2R C � � � C bnR. Then M is the only
unsteady maximal ideal that contains I .
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Let fM˛g be the set of maximal ideals, other than M , that contain I . This
set is infinite since M is not sharp. On the other hand, each M˛ is steady and
therefore sharp. By Lemma 2.5.1, the maximal ideals of � .I / are the ideals of the
form M˛� .I / and M� .I/. Since at most finitely many of the M˛ are idempotent,
� .I / has weak factorization (Proposition 4.2.14). It also has infinitely many sharp
maximal ideals and each maximal ideal contains the nonzero finitely generated
ideal I� .I /. Hence M� .I/ must be the unique unsteady maximal ideal of � .I /.
Moreover, � .I / D T

˛ RM˛ . ut
Recall that for a nonzero ideal I of a domain R, Min.R; I / denotes the set of

minimal primes of I (in R) and ˚.I / D TfRP˛ j P˛ 2 Min.R; I /g.

Lemma 4.3.6. Let R be a Prüfer domain with weak factorization and let I be a
nonzero ideal of R. Then Max.˚.I // D fP ˚.I / j P 2 Min.R; I /g.

Proof. Since R has weak factorization, the only nonzero primes that are not sharp
are the unsteady maximal ideals, each of which has height one. If M is a maximal
ideal that is minimal over I , then M˚.I/ is a maximal ideal of ˚.I /. Let P ¨ Q

be primes with P 2 Min.R; I /. Since P is sharp, there is a finitely generated ideal
J � Q such that P ¨ J � Q (Proposition 2.3.20). Obviously, no other minimal
prime of I contains J . Hence RQ does not contain ˚.I /. It follows that P ˚.I / is
a maximal ideal of ˚.I /. ut
Lemma 4.3.7. Let R be a Prüfer domain with weak factorization and let I be a
nonzero ideal that is not contained in the Jacobson radical of R. If N is a maximal
ideal of �.I/, then either N

T
R is a maximal ideal of R that does not contain I

or N
T

R is an unsteady maximal ideal of R.

Proof. Let P be a nonzero prime of R that is neither comaximal with I nor an
unsteady maximal ideal of R. Since R has weak factorization, P is contained
in a unique maximal ideal M and it is sharp (Theorem 4.2.4). Hence there is a
(nonzero) finitely generated ideal J � P such that M is the only maximal ideal
that contains J . It follows that RP does not contain �.I/ .D TfRQ j Q 2
Max.R/nMax.R; I /g/. Since R is a Prüfer domain, P �.I / D �.I/. As each prime
of �.I/ is extended from a prime of R, if N is a maximal ideal of �.I/, then either
N

T
R is a maximal ideal of R that does not contain I or it is an unsteady maximal

ideal. ut
Theorem 4.3.8. Let R be a Prüfer domain with weak factorization, and let I be a
nonzero ideal of R.

(1) Both � .I / and �.I/ have weak factorization.
(2) ˚.I / has weak factorization if and only if at most finitely many minimal primes

of I are idempotent.

Proof. By Lemma 2.5.1, Max.� .I // D fM� .I/ j M 2 Max.R; I /g. As
no nonzero ideal is contained in infinitely many idempotent maximal ideals
(Corollary 4.2.9), the same occurs in � .I /. Hence � .I / has finite idempotent
character. Thus � .I / has weak factorization by Corollary 4.3.2.
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From Lemma 4.3.7, each maximal ideal of �.I/ is extended from a maximal
ideal of R. Hence �.I/ also has finite idempotent character. Another application of
Corollary 4.3.2 yields that �.I/ has weak factorization.

For ˚.I /, Max.˚.I // D fP ˚.I / j P 2 Min.R; I /g by Lemma 4.3.6. Thus
˚.I / has finite unsteady character if and only if at most finitely many minimal
primes of I are idempotent. It follows that ˚.I / has weak factorization if and only
if at most finitely many minimal primes of I are idempotent. ut
Theorem 4.3.9. If R is a Prüfer domain with weak factorization, then each
overring has weak factorization if and only if there is no nonzero ideal with infinitely
many idempotent minimal primes.

Proof. From the previous theorem, if I ¤ .0/ has infinitely many idempotent min-
imal primes, then ˚.I / does not have weak factorization. Conversely, suppose T ©
R is an overring that does not have weak factorization. Then by Corollary 4.3.2,
there is a nonzero ideal B of T that is contained in infinitely many idempotent
maximal ideals of T . It follows that the ring �T .B/ has infinitely many idempotent
maximal ideals, each of which contains B . Thus we may assume B is contained in
each maximal ideal of T . Let M be a maximal ideal of T . Then M D PR for some
prime P of R. If M is idempotent, then P is a sharp prime of R. It follows that M is
a sharp prime of T . By Corollary 2.5.7, M is minimal over the Jacobson radical of
T . Hence the Jacobson radical has infinitely many idempotent minimal primes. ut

4.4 Finite Divisorial Closure

If R is an h-local Prüfer domain and I is a nonzero nondivisorial ideal, then there
is a finitely generated ideal J � I v such that I C J D I v [19, Proposition 2.10].
In the next lemma, we generalize this result by showing that a Prüfer domain with
weak factorization has the same property.

Lemma 4.4.1. Let R be a Prüfer domain with the weak factorization property.
If I is a nonzero ideal of R, then there is a finitely generated ideal J such that
I C J D I v.

Proof. If I is divisorial, there is nothing to prove. Hence we assume that I is not
divisorial with factorization I D I v

Q
i Ni

Q
j M

rj

j . We may further assume that
each Ni is steady with I vNi ¤ I v and each Mj is unsteady with rj > 0. At least
one of the (finite) sets fNig or fMj g is nonempty.

Since Mj RMj is principal and has height one by Lemma 4.2.3, there is an
element aj 2 I v such that aj RMj D I vRMj . Now, consider an Ni . Since it is steady,
if it is locally principal, then it is invertible. But, in that case, I vNi is a divisorial
ideal that contains I and is properly contained in I v, which is impossible. Thus it
must be that Ni is idempotent with I � I vNi ¨ I v. Hence I vRNi is principal
by Lemma 2.5.3, and we may choose bi 2 I v such that I vRNi D bi RNi . Now,
set J WD .a1; : : : ; am; b1; : : : ; bn/. To see that I v D I C J simply check locally.
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By construction, we have I C J � I v, I vRMj D aj RMj � .I C J /RMj for each
Mj , I vRNi D bi RNi � .I C J /RNi for each Ni , and I vRN D IRN � .I C J /RN

for all other maximal ideals N (if any). Hence I v D I C J . ut
We say that R has the finite divisorial closure property if, for each nondivisorial

ideal I ¤ .0/, there is a finitely generated ideal J such that I v D I C J . A Prüfer
domain with the finite divisorial closure property need not have weak factorization.
For example, in the ring of entire functions the only divisorial ideals are the principal
ones, so that this Prüfer domain has the finite divisorial closure property trivially.
However, the primes reverse roles from what occurs with weak factorization—the
only sharp primes are the height one invertible maximal ideals, all other primes have
infinite height, and none of these is sharp, but each is contained in a unique maximal
ideal. (For the properties of the ring of entire functions mentioned above see, for
example, [47], [34, Pages 146–148 and Exercise 19, page 256] and [24, Sect. 8.1].)

In Theorem 4.4.7, we combine the finite divisorial closure property with another
to obtain yet another characterization for Prüfer domains with weak factorization.
In Theorem 4.4.8, we do the same for h-local Prüfer domains.

Lemma 4.4.2. Let R be a Prüfer domain and let I be a nonzero nondivisorial ideal.
If there is a finitely generated ideal J such that I C J D I v, then for each maximal
ideal M containing I with IRM ¤ I vRM , I vRM is principal.

Proof. Assume that I v D I C J for some finitely generated ideal J , and let M

be a maximal ideal such that IRM ¤ I vRM . Since RM is a valuation domain,
I vRM D JRM is principal. ut
Theorem 4.4.3. Let R be a Prüfer domain with the finite divisorial closure
property.

(1) If P is a nonzero nondivisorial prime, then P v D R.
(2) If P is a nonzero divisorial prime, then P is sharp and contained in a unique

maximal ideal.

Proof. Let P be a nonzero prime ideal of R. We may assume that P is not maximal
since both parts of the theorem hold trivially if P is maximal (Lemma 2.1.1(1) and
Remark 2.1.2(1)).

For (1), we assume that P is not divisorial. In this case, there is a finitely
generated ideal A such that P v D P C A © P . Then P �1 D .P W P /

(Theorem 2.3.2(2)), and, since R is integrally closed, P �1 D .P v/�1 D .
p

P v/�1

by Remark 2.3.3. Thus .
p

P v/P �1 D .
p

P v/.
p

P v/�1 � R, whence .
p

P v/ � P v,
and we have that P v is a radical ideal. Now, by way of contradiction, suppose
that P v ¤ R. If M is a maximal ideal that contains P v, then P vRM is a prime
ideal of the valuation domain RM that properly contains PRM . Hence P vRM D
.P CA/RM D ARM is a principal prime ideal, and we must have P vRM D MRM .
It follows that each minimal prime of P v is a maximal ideal of R and therefore
� .P v/ D ˚.P v/. But in this case, P �1 D .P v/�1 D � .P v/

T
�.P v/ D R

(Theorem 2.3.2(1, b)), whence P v D R, the desired contradiction.



4.4 Finite Divisorial Closure 89

For (2), first assume P is both divisorial and branched. Then there is a proper
P -primary ideal Q. If P is not sharp, then �.P / D .P W P / � P �1 � Q�1 D
�.P / (Corollary 2.3.18). Hence Qv D P v D P . Thus we have a finitely generated
ideal B such that P D Qv D Q C B . As Q ¤ Qv, there is a maximal ideal M that
(properly) contains P with QRM ¨ PRM D QvRM D BRM , which is impossible
since P is not maximal. Thus it must be that P is sharp.

Continuing with the assumption that P is both divisorial and branched, and now
sharp as well, let A be a finitely generated ideal with radical P (Proposition 2.3.10).
Also, let M be a maximal ideal that contains P and let C WD ARM

T
R. Then by

Theorem 2.5.2, C v D A.P 0 W P 0/, where P 0 is the largest prime common to all
maximal ideals that contain P . If M is not the only maximal ideal that contains P ,
then C is not divisorial (Theorem 2.5.2 again), and so there is a finitely generated
ideal J 6� C such that C v D C C J . We may assume that A � J , which implies
that CRM D ARM � JRM . Hence JRM D C vRM D A.P 0 W P 0/RM D ARP 0 ,
the latter equality following from the fact that P 0 is a maximal ideal of .P 0 W P 0/ D
�.P /

T
RP 0 (Lemma 2.3.9 and Theorem 2.3.2(2)(b)). But, since P 0 is properly

contained in M , ARP 0 cannot be an invertible ideal of RM . Thus M must be the
only maximal ideal that contains P .

The only case left is when P is a (nonmaximal) prime ideal that is both divisorial
and unbranched. In this case, P contains a nonzero branched prime P0 which, from
(1), cannot be nondivisorial. Thus P0 is divisorial and branched, and therefore by the
above, it is sharp and contained in a unique maximal ideal. It follows that this same
maximal ideal is the only one that contains P . Hence P is sharp by Lemma 2.3.9.

ut
Corollary 4.4.4. Let R be a Prüfer domain. If R has the finite divisorial closure
property, then the following statements are equivalent.

(i) Each nonzero nonmaximal prime is sharp and contained in a unique maximal
ideal, and each maximal ideal of height greater than one is sharp.

(ii) Each nonzero nonmaximal branched prime is sharp (i.e., R is a wTPP-domain
by Theorem 2.4.17).

(iii) Each nonzero nonmaximal branched prime is divisorial.

Proof. Obviously, (i) implies (ii). Also, (ii) implies (iii) since a nonmaximal sharp
prime in a Prüfer domain must be divisorial (Corollary 2.3.21).

Assume that R has the finite divisorial closure property. If each nonzero
nonmaximal branched prime is divisorial, then each is sharp and contained in a
unique maximal ideal by Theorem 4.4.3(2). A maximal ideal of height greater
than one contains a nonzero nonmaximal branched prime as does an unbranched
(nonzero) prime. But such a branched prime is contained in a unique maximal ideal.
Thus each maximal ideal of height greater than one is sharp as is each unbranched
prime (Lemma 2.3.9). ut

From Theorem 2.4.18 and the previous corollary, we immediately deduce the
following.
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Corollary 4.4.5. Let R be a Prüfer domain. If R is an aRTP-domain and has the
finite divisorial closure property, then each nonzero prime is contained in a unique
maximal ideal.

We do not know whether the conclusion of Corollary 4.4.5 can be strengthened
to “R has the weak factorization property” or not.

Lemma 4.4.6. Let I be a nonzero nondivisorial ideal in a Prüfer domain R.
If there is a finitely generated ideal J � I v and a finite set of maximal
ideals fM1; M2; : : : ; Mng such that I v D I C J and J

Q
M

ri
i � I for some

positive integers r1; r2; : : : ; rn, then I D I v
Q

M
si
i for some nonnegative integers

s1; s2; : : : ; sn with si � ri for each i .

Proof. Assume that there is a finitely generated ideal J � I v and a finite set of
maximal ideals fM1; M2; : : : ; Mng such that I v D I C J and J

Q
M

ri

i � I

for some positive integers r1; r2; : : : ; rn. For a maximal ideal M outside the set
fM1; M2; : : : ; Mng, we have JRM � IRM � I vRM D .I C J /RM . Thus
IRM D I vRM .

We may divide the set fM1; M2; : : : ; Mng into three disjoint subsets: A1.I / WD
fMi j IRMi D I vRMi g, A2.I / WD fMi j IRMi ¤ I vRMi and Mi is idempotentg
and A3.I / WD fMi j IRMi ¤ I vRMi and Mi is locally principalg. While
A1.I / may be empty, at least one of A2.I / and A3.I / must be nonempty since
I is not divisorial. Note that

Q
M

ri

i RMj D M
rj

j RMj for each j . Hence we

have JM
rj

j RMj � IRMj . Also, since each RMj is a valuation domain, IRMj ¨
I vRMj D JRMj for each Mj 2 A2.I /

S
A3.I /.

The maximal ideals in A1.I / and A2.I / are quite easy to deal with. For Mi 2
A1.I /, we set si D 0. For Mj 2 A2.I /, M r

j D Mj for each positive integer r .
Also, there can be no ideals properly between JMj RMj D I vMj RMj and JRMj D
I vRMj for Mj 2 A2.I /. Since I vMj RMj D JMj RMj � IRMj ¨ I vRMj , we
have IRMj D I vMj RMj and we may set sj D 1.

Finally, for Mk 2 A3.I /, the only ideals between JM
rk

k RMk
D I vM

rk

k RMk

and JRMk
D I vRMk

are the ideals of the form JM s
k RMk

D I vM s
k RMk

for each
nonnegative integer s � rk. As observed above, one such ideal is IRMk

. Thus
IRMk

D I vM
sk

k RMk
for some positive integer sk � rk. Checking locally at each

maximal ideal now yields I D I v
Q

M
si
i for the nonnegative integers s1; s2; : : : ; sn

(in each case with si � ri ). ut
Theorem 4.4.7. Let R be a Prüfer domain. Then R has weak factorization if and
only if for each nonzero nondivisorial ideal I , there is an invertible ideal J � I v,
a finite set of maximal ideals fM1; M2; : : : ; Mng and positive integers r1; r2; : : : ; rn

such that I v D I C J and J
Q

M
ri
i � I .

Proof. If I is a nondivisorial ideal and R has weak factorization, then there is a
finite set of maximal ideals fM1; M2; : : : ; Mng and positive integers r1; r2; : : : ; rn

such that I D I v
Q

M
ri
i . By Lemma 4.4.1, there is an invertible ideal J � I v such

that I v D I C J . Obviously, we also have J
Q

M
ri
i � I .

For the converse, simply apply Lemma 4.4.6. ut
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As we recalled in Theorem 4.2.1, the equivalence of (1) and (6) in the following
theorem originally appeared in [19] as part of Theorem 1.13. Using Theorem 4.2.4,
we will give an alternate proof that (6) implies ((5) implies) (1).

Theorem 4.4.8. The following statements are equivalent for a Prüfer domain R.

(i) R is h-local.
(ii) For each nonzero nondivisorial ideal I , there is a finite set of distinct maximal

ideals fM1; M2; : : : ; Mkg such that I D I vM1M2 � � � Mk.
(iii) For each nonzero nondivisorial ideal I , there is a finite set of incomparable

primes fQ1; Q2; : : : ; Qmg such that I D I vQ1Q2 � � � Qm.
(iv) For each nonzero nondivisorial ideal I , there is a finite set of distinct prime

ideals fP1; P2; : : : ; Png such that I D I vP1P2 � � � Pn.
(v) R has the weak factorization property and no unsteady maximal ideals.

(vi) R has both the weak factorization property and finite character.
(vii) R has the weak factorization property, and each maximal ideal of R is sharp.

(viii) R has the weak factorization property, and each nonzero nonunit is contained
in only finitely many invertible maximal ideals.

(ix) R has both finite character and the finite divisorial closure property.
(x) R has both the radical trace property and the finite divisorial closure

property.
(xi) For each nonzero nondivisorial ideal I of R, there is a finite nonempty set

of maximal ideals fM1; M2; : : : ; Mng and a finitely generated ideal J � I v

such that I v D I C J and J
Q

Mi � I .

Proof. We establish the following sets of implications: (vi), (viii); (iii), (iv);
(i)) (xi)) (ii)) (iii)) (v)) (i); (i)) (ix)) (x)) (i); and (i)) (vi)) (vii))
(v). We note that (i) ) (ii) is clear from Theorem 4.1.2.

It is clear that (vi) implies (viii). Also, we have that (viii) implies (vi) since
weak factorization implies that each nonzero nonunit of R is contained in only
finitely many noninvertible maximal ideals (Theorem 4.2.12). Several of the other
implications are also easy to deal with. The equivalence of (iii) and (iv) follows from
the fact that, checking locally, QP D Q if Q ¨ P are primes (in a Prüfer domain).
Thus a factorization as in (iv) can simply be reduced to one with incomparable
primes.

Next, we establish the series of implications (i)) (xi)) (ii)) (iii)) (v)) (i).
It is clear that (ii) implies (iii). For (xi) implies (ii), just apply Lemma 4.4.6. To
see that (iii) implies (v), assume that (iii) holds. Then R has weak factorization by
Theorem 4.2.12 ((vi)) (i)). In order to prove (v), it remains to show that R has
no unsteady maximal ideals. For this, suppose that M is a maximal ideal that is
locally principal. Then M 2 ¤ M . If M is not invertible, then .R W M 2/ D ..R W
M / W M / D .R W M / D R (Remark 2.1.2(1)), in which case by (iii) we must have
M 2 D .M 2/vM D R �M D M , a contradiction. Thus we must have M invertible.
Hence (iii) implies (v).

Next, we show that (v) implies (i). Hence we assume that R has weak factor-
ization and no unsteady maximal ideals. By Theorem 4.2.12, each nonzero prime
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is contained in a unique maximal ideal, and, since there are no unsteady maximal
ideals, each nonzero (branched) prime ideal is sharp. Thus R is an RTP-domain by
Theorem 2.4.10. Therefore R is h-local by Theorem 2.4.12.

To complete the sequence of implications (i))(xi)) (ii)) (iii)) (v)) (i), we
show (i)) (xi). Assume that R is h-local, and let I be a nondivisorial ideal of R.
By Lemma 4.4.1 and the implications (i)) (ii)) (iii)) (v) (or, directly, by [19,
Proposition 2.10]), there is a finitely generated ideal J such that I v D I C J . Since
R also has very strong factorization (Theorem 4.1.2), there is a finite set of maximal
ideals fM1; M2; : : : ; Mng with I D I v

Q
Mi D .I C J /

Q
Mi . Of course, this

yields J
Q

Mi � I , and we have that (i) implies (xi), completing the set. This also
gives (i) implies (ix) since an h-local domain has finite character by definition.

To complete the set (i)) (ix)) (x)) (i), we need (ix)) (x) and (x)) (i). If
R has finite character, then it has the radical trace property by Theorem 2.4.11(2)
and Lemma 2.3.4(2). Hence (ix) implies (x). Since a RTP-domain is clearly an
aRTP-domain, (x) implies (i) by Corollary 4.4.5 and Theorem 2.4.12.

Finally, we consider the set (i)) (vi)) (vii)) (v). By definition, if R is h-local,
then it has finite character. Also it has very strong, hence weak, factorization by
Theorem 4.1.2. Thus we have (i) implies (vi). An unsteady maximal ideal is not
sharp. Thus (vii) implies (v).

Assume (vi). If M is a maximal ideal of R, then using finite character (and prime
avoidance), it is easy to produce a finitely generated ideal I such that

p
I D M .

Hence M is sharp (Proposition 2.3.10). Also, recall that a sharp maximal ideal must
be steady by Lemma 2.4.19. Therefore (vi) implies (vii). ut

By Theorem 4.1.2((i),(ii)), the equivalence of (i) and (ii) in Theorem 4.4.8
means that, for Prüfer domains, very strong factorization and strong factorization
are equivalent. Without the Prüfer assumption, we still have the following general
result.

Theorem 4.4.9. Let R be an integral domain. If R has strong factorization, then
each nonzero finitely generated ideal of R is divisorial (equivalently, each nonzero
ideal is a t-ideal).

Proof. Suppose that R has strong factorization. We first observe, by checking
locally, that if A is a nonzero ideal of R with factorization A D AvN1N2 � � � Nk with,
say, ARN1 D AvRN1 , then N1 can be omitted from the factorization. Now, by way of
contradiction, assume that I is a nonzero finitely generated ideal of R which is not
divisorial and write I D I v

Q
Mi for distinct maximal ideals M1; M2; : : : ; Mn (and

n � 1). We may assume no Mi can be omitted. Let Q WD Q
Mi and consider the

ideal IQ. Calculating the divisorial closure, we have .IQ/v D .I vQ/v D I v. If IQ

is divisorial, then I v D IQ � I and so I is also divisorial, a contradiction. Thus IQ

is not divisorial and must therefore have a factorization as I v times a finite product
of distinct maximal ideals. Clearly, IQRM D IRM D I vRM for each maximal
ideal M outside the set fM1; M2; : : : ; Mng. Hence the only possible way to factor
IQ is as IQ D I vQ1, where Q1 is a product of a subset of the Mi . However,
this yields I � IQ, which contradicts Nakayama’s Lemma. Hence each nonzero
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finitely generated ideal of R is divisorial. The parenthetical statement follows easily
from the definition of the t-operation. ut

One of many characterizations of Prüfer domains is that an integrally closed
domain is Prüfer if and only if each nonzero finitely generated ideal is divisorial
(see, for example, [34, Proposition 34.12]). Also, a celebrated result of Heinzer
states that in an integrally closed domain R, each nonzero ideal is divisorial if
and only if R is Prüfer h-local with all maximal ideals invertible (Theorem 2.1.6).
The next result shows that, in the class of integrally closed integral domains, Prüfer
domains with strong factorization lie in between the domains in which all nonzero
ideals are divisorial and those in which all nonzero finitely generated ideals are
divisorial.

Corollary 4.4.10. Let R be an integrally closed domain. Then R has strong
factorization if and only if R is an h-local Prüfer domain.

Proof. Simply apply [34, Proposition 34.12] and Theorems 4.4.9 and 4.4.8. ut
We close this section by showing that, in the integrally closed case, a domain

with weak factorization must also be Prüfer. We need a preliminary result.

Lemma 4.4.11. Let R be a domain with weak factorization. Then RM is a valuation
domain for each nondivisorial maximal ideal M of R.

For a nonzero fractional ideal J of R, there is a nonzero element r 2 R such that
rJ is an (integral) ideal of R. Moreover, .rJ /v D rJ v so that J is divisorial if and
only if rJ is divisorial. Hence we may easily extend weak (and strong) factorization
to fractional ideals.

Proof. Let M be a nondivisorial maximal ideal, and assume x 2 K n RM where
K is the quotient field of R. We shall show that x�1 2 RM . Consider the fractional
ideal M C Rx. Since M is nondivisorial, we have .M C Rx/v D .M v C Rx/v D
.R C Rx/v. If M C Rx is divisorial, this yields 1 2 .R C Rx/v D M C Rx,
and we can write 1 D m C rx with m 2 M; r 2 R. In this case, we have x�1 D
r.1 � m/�1 2 RM , as desired. Hence we assume that M C Rx is not divisorial, in
which case we have a factorization M CRx D .M CRx/vQ D .RCRx/vQ, where
Q is a product of (not necessarily distinct) maximal ideals. Suppose that R C Rx is
divisorial. Then M C Rx D .R C Rx/Q. If Q � M , then M C Rx � M C M x,
and we can write x D a C bx with a; b 2 M , whence x D a.1 � b/�1 2 RM , a
contradiction. On the other hand, if Q ª M , we have MRM CRM x D RM CRM x,
which yields 1 2 MRM C RM x, and we obtain x�1 2 RM , as above.

It remains to consider the case where RCRx is not divisorial (and M CRx is also
not divisorial). Recall that we have M CRx D .RCRx/vQ. Since (we are assuming
that) R C Rx is not divisorial, we have a factorization R C Rx D .R C Rx/vQ0,
where Q0 is a product of maximal ideals. Let I WD .R C Rx/v. Locally, we have
MRM C RM x D IRM .MRM /i and RM C RM x D IRM .MRM /j , for some
nonnegative integers i; j . If i � j , then MRM CRM x � RM CRM x, and we obtain
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x�1 2 RM as above. If i > j , then MRM C RM x D IRM .MRM /j .MRM /i�j D
.RM C MRM x/.MRM /i�j � MRM C MRM x, and, as before, we obtain the
contradiction x 2 RM . This completes the proof. ut
Theorem 4.4.12. If R is an integrally closed domain with weak factorization, then
R is a Prüfer domain.

Proof. As in Theorem 4.4.9, we show that each nonzero finitely generated ideal
is divisorial. Suppose, on the contrary, that I is a nonzero finitely generated ideal
which is not divisorial. Then we may write I D I vQ with Q a product of (not
necessarily distinct) maximal ideals. We still have .IQ/v D .I vQ/v D I v as in the
proof of Theorem 4.4.9. This yields Q�1I v D Q�1.QI/v � .Q�1QI/v � I v.
Hence Q�1I D Q�1I vQ � I vQ D I . Since I is finitely generated and R

is integrally closed, then R � Q�1 � .I W I / D R [34, Proposition 34.7],
thus we must have Q�1 D R. It follows that each factor M of Q must be a
nondivisorial maximal ideal. By Lemma 4.4.11, RM is a valuation domain for each
such M . Hence IRM is a principal ideal of RM . Thus I vRM D .I �1/�1RM �
.I �1RM /�1 D .IRM /v D IRM , and we have IRM D I vRM . Since this equality
obviously holds for any maximal ideal which is not a factor of Q, we obtain the
contradiction that I D I v. ut



Chapter 5
Pseudo-Dedekind and Strong Pseudo-Dedekind
Factorization

Abstract The present chapter is devoted to the study of integral domains having
two other kinds of ideal factorization. An integral domain is said to have strong
pseudo-Dedekind factorization if each proper ideal can be factored as the product
of an invertible ideal (possibly equal to the ring) and a finite product of pairwise
comaximal prime ideals with at least one prime in the product. On the other hand,
an integral domain is said to have pseudo-Dedekind factorization if each nonzero
noninvertible ideal can be factored as the product of an invertible ideal (which might
be equal to the ring) and finitely many pairwise comaximal primes. We observe
that an integral domain with pseudo-Dedekind factorization has strong factorization
(Sect. 4.1) and an integrally closed domain with pseudo-Dedekind factorization is an
h-local Prüfer domain. Nonintegrally closed local domains with pseudo-Dedekind
factorization are fully described in terms of pullbacks of valuation domains. Several
characterizations of integral domains with strong pseudo-Dedekind factorization
are also given. In particular, we show that an integral domain has strong pseudo-
Dedekind factorization if and only if it is an h-local generalized Dedekind domain.
Finally, we investigate the ascent and descent of several types of ideal factorizations
from an integral domain R to the Nagata ring R.X/ and vice versa.

5.1 Pseudo-Dedekind Factorization

In 2000, Olberding introduced the notion of a ZPUI-ring (or a Zerlegung Prim- und
Umkehrbaridealen ring) as a ring such that each proper ideal can be factored as
the product of an invertible ideal (possibly equal to the ring) and a finite product
of prime ideals with at least one prime in the product [68]. We introduce two
variations on this concept. We say that R has pseudo-Dedekind factorization if for
each nonzero noninvertible ideal I , there is an invertible ideal B (which might
be R) and finitely many pairwise comaximal primes P1; P2; : : : ; Pn such that
I D BP1P2 � � � Pn (the requirement that n > 0 “comes for free”). If, in addition,
each invertible ideal J has a factorization of the form J D CQ1Q2 � � � Qm

M. Fontana et al., Factoring Ideals in Integral Domains, Lecture Notes of the Unione
Matematica Italiana 14, DOI 10.1007/978-3-642-31712-5 5,
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with C invertible (possibly with C D R) and pairwise comaximal prime ideals
Q1; Q2; : : : ; Qm with m � 1, then R has strong pseudo-Dedekind factorization.
Thus a domain that has strong pseudo-Dedekind factorization is a ZPUI-domain.
In 1998, Olberding [67, Theorem 5.2] proved that a Prüfer domain R has (in our
terminology) strong pseudo-Dedekind factorization if and only if R is an h-local
generalized Dedekind domain. In subsequent work [68] and [70], he has been able
to eliminate the assumption that R is a Prüfer domain and prove further that one
only needs a factorization in terms of a finitely generated ideal and a nonempty finite
product of not necessarily comaximal primes. Hence a ZPUI-domain is the same
as a domain with strong pseudo-Dedekind factorization. Note that [70] corrects
some gaps/errors that appear in [68]. We provide a simple example of a domain
with pseudo-Dedekind factorization that is not integrally closed (and hence does
not have strong pseudo-Dedekind factorization) after the proof of Corollary 5.2.5.

Recall that a valuation domain V is strongly discrete if no nonzero prime ideal
is idempotent (equivalently if P VP is principal for each nonzero prime ideal P ).
In 1987, Anderson [1] proved a result that now can be stated as follows: A strongly
discrete valuation domain is a ZPUI-domain. More precisely,

Theorem 5.1.1. (Anderson [1, Theorem 2]). Let V be a valuation domain.

(1) If I is a nonzero ideal of V such that I.V W I / D P is a branched prime of V ,
then I D xQ for some x 2 V and some P -primary ideal Q.

(2) If each nonzero prime ideal of V is branched, then each nonzero noninvertible
ideal is the product of a principal ideal and a primary ideal.

(3) If V is a strongly discrete valuation domain, then each nonzero noninvertible
ideal I is the product of a principal ideal and a power of a prime ideal (more
precisely, I D xP n, for some n � 1 and some x 2 V , where P WD I.V W I /).

Both (1) and (2) are directly from [1, Theorem 2]. For (3), first recall that if I

is a nonzero noninvertible ideal of a valuation domain V , then II�1 is a prime ideal
of V (Proposition 2.4.1). If, in addition, P WD II�1 is such that P VP is principal,
then not only is P branched, but fP ng is the complete set of P -primary ideals [34,
Theorem 17.3 (b)]. Statement (3) now follows easily from (1).

Remark 5.1.2. (1) We note the following with respect to statements (1) and (2) of
Theorem 5.1.1.

(a) There exists a valuation domain with an unbranched maximal ideal and
a nonzero noninvertible ideal I such that I is not the product of a principal
ideal and a primary ideal [1, Example].

(b) There exists a valuation domain with an unbranched maximal ideal such
that each noninvertible ideal is the product of a principal ideal and a prime
ideal [15, Theorem 7].

(2) If I is a nonzero noninvertible nondivisorial ideal of a valuation domain
V with maximal ideal M , then it is known that M is not finitely
generated (otherwise, every nonzero ideal of V would be divisorial) and
I D xM for some x 2 V by Lemma 2.1.1(5) (or, by [44, Lemma 5.2]
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and [6, Lemma 4.2]; see also [34, Exercise 12, page 431]). In this situation,
I.V W I / D xM.V W xM / D M.V W M / D M , where the last equality holds
because the maximal ideal M is not invertible (Lemma 2.1.1(1)). Therefore
no matter whether M is branched or unbranched, we have a factorization, as
in Theorem 5.1.1(1), for the nonzero noninvertible nondivisorial ideals of a
valuation domain.

Lemma 5.1.3. Let R be an integral domain with pseudo-Dedekind factorization.

(1) RS has pseudo-Dedekind factorization for each multiplicative set S of R.
(2) For each prime P of R, R=P has pseudo-Dedekind factorization.

Proof. If J is a noninvertible ideal of RS , then J D IRS for some noninvertible
ideal I of R. Factoring I D BP1P2 � � � Pn with B invertible and the Pi pairwise
comaximal primes (each with empty intersection with S ), J D BP1P2 � � � PnRS

with BRS invertible and P1RS ; P2RS ; : : : ; PnRS pairwise comaximal primes of
RS . It follows that RP has pseudo-Dedekind factorization for each prime P .

Let A be a nonzero noninvertible ideal of the domain R=P . Then there is a
necessarily noninvertible ideal C of R such that A D C=P and C © P . Factor
C D HQ1Q2 � � � Qm with H invertible and the Qj pairwise comaximal primes.
Taking images modulo P produces a corresponding factorization of A D C=P .
Hence R=P has pseudo-Dedekind factorization. ut
Theorem 5.1.4. Let R be an integral domain with pseudo-Dedekind factorization.

(1) Each nonzero finitely generated ideal of R has a nontrivial inverse. Hence each
maximal ideal is a t-ideal.

(2) If M is a branched maximal ideal of R, then M is the radical of an invertible
ideal.

(3) If P ¨ P 0 are nonzero primes of R, then there is an invertible ideal C such
that P ¨ C ¨ P 0. Moreover, for each g 2 P 0nP , the ideal J WD gR C P is
invertible.

(4) If P is a nonzero nonmaximal prime of R, then P D P.R W P / is antesharp
and divisorial.

(5) R has the radical trace property.
(6) Each nonzero branched prime of R is sharp.
(7) R has strong factorization.

Proof. Let I be a nonzero finitely generated ideal of R. If I is invertible, it has
a nontrivial inverse. If I is not invertible, then I 2 is not invertible and is properly
contained in I . Hence there is an invertible ideal A ¤ R and comaximal primes
P1; P2; : : : ; Pn such that I 2 D AP1P2 � � � Pn. Thus ..R W I / W I / D .R W I 2/ �
.R W A/ © R, and therefore .R W I / © R. This proves (1).

For (2), let M be a branched maximal ideal of R, and let Q ¨ M be an
M -primary ideal. Certainly, there is nothing to prove if Q is invertible, but if it
is not, it factors as Q D BM with B.¤ R/ invertible, necessarily with

p
B D M .

Since M is maximal, B is M -primary.
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Let P ¨ P 0 be a pair of nonzero primes and let J WD b2R C P where
b 2 P 0nP . Let N � P 0 be a minimal prime of J and let Q WD JRN

T
R. Then

Q is a proper N -primary ideal that (properly) contains P . If Q is not invertible,
Q D CN1N2 � � � Nn for some invertible ideal C and pairwise comaximal primes
N1; N2; : : : ; Nn. If C is not contained in N , then QRN D NRN , a contradiction.
Hence P ¨ Q � C � N � P 0. Thus by Proposition 2.3.20, each (prime) ideal
that properly contains P blows up in .P W P / and for g 2 RnP , the ideal gRCP is
invertible. It follows easily that P cannot be invertible in R. Hence it cannot be the
case that PP �1 blows up in .P W P /, and therefore PP�1 D P . Also, P is divisorial
by Corollary 2.3.21(1). Thus (3) and (4) hold.

Let I be a nonzero noninvertible ideal and let I D BP1P2 � � � Pn be a factor-
ization with B invertible and the Pi pairwise comaximal primes. We may further
assume no Pi is invertible, and thus by (4), Pi P

�1
i D Pi . Since the Pi are pairwise

comaximal, Q WD P1P2 � � � Pn D P1

T
P2

T � � � T Pn with QQ�1 D Q. Since B

is invertible, I �1 D B�1Q�1, and hence II�1 D QQ�1 D Q is a radical ideal.
Therefore R has the radical trace property. Statement (6) is a consequence of (5)
and Theorem 2.4.10.

Finally, to see that R has strong factorization we continue with the
ideal I and its factorization as BP1P2 � � � Pn. As above, we have Q D
P1

T
P2

T � � � T Pn D P1P2 � � � Pn, and therefore, again applying comaximality of
the Pi (and the .Pi /

v), we have Qv D .P1P2 � � � Pn/v D .P v
1

T
P v

2

T � � � T P v
n /v D

P v
1

T
P v

2

T � � � P v
n D P v

1 P v
2 � � � P v

n . Each nonmaximal Pi is divisorial, and if some
Pj is maximal, then either Pj D P v

j or P v
j D R. Thus Qv is simply the product of

those Pi that are divisorial with Qv D R if no Pi is divisorial. Since B is invertible,
I v D .BQ/v D BQv. Let fM1; M2; : : : ; Mkg be the (possibly empty) set of maximal
Pi that are not divisorial and let fQ1; Q2; : : : ; Qj g be the (possibly empty) set of
divisorial Pi . Then Qv D Q1Q2 � � � Qj ( D R, if there are no divisorial Pi ). We now
have I D BP1P2 � � � Pn D BQ1Q2 � � � Qj M1M2 � � � Mk D BQvM1M2 � � � Mk D
I vM1M2 � � � Mk . Hence R has strong factorization. ut
Corollary 5.1.5. Let R be a domain with pseudo-Dedekind factorization.

(1) If P is a nonzero nonmaximal prime of R, then .R W P / D .P W P / and
J.P W P / D .P W P / for each ideal J © P .

(2) If N is a finitely generated nonzero prime of R, then N is maximal.

Proof. The statement in (1) follows from the fact that P is antesharp. For (2), if N

is a finitely generated nonzero prime of R, then .N W N / is contained in the integral
closure of R. Thus each maximal ideal of R that contains N survives in .N W N /. It
follows that N is a maximal ideal of R. ut
Theorem 5.1.6. Let R be a local integral domain with pseudo-Dedekind factori-
zation. If some nonzero finitely generated ideal J of R is not invertible, then R is
not integrally closed, the maximal ideal M of R is two-generated and J D bM for
some b 2 R.
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Proof. Let M be the maximal ideal of R. If some nonzero finitely generated
ideal of R is not invertible, then there is two-generated ideal that is not
invertible [34, Theorem 22.1]. Assume I WD .a; b/ is a nonzero finitely generated
ideal that is not invertible. Then I D BP for some invertible ideal B and nonzero
prime P . As R is local, B D tR for some nonzero element t . It follows that
P D .a=t; b=t/ is two-generated (and not invertible). By Corollary 5.1.5(2),
P D M . For an arbitrary finitely generated noninvertible ideal J ¤ .0/, we
must have J D qM for some q and therefore J is two-generated as well.
Also, .J W J / D .M W M /. Since M is finitely generated and not invertible,
R ¨ .R W M / D .M W M / by Theorem 5.1.4(1). As the integral closure of R

contains .M W M /, R is not integrally closed. ut
Corollary 5.1.7. Let R be an integrally closed domain. If R has pseudo-Dedekind
factorization, then it is an h-local Prüfer domain.

Proof. Assume R has pseudo-Dedekind factorization, and let M be a maximal
ideal of R. Then RM is integrally closed and has pseudo-Dedekind factoriza-
tion. Moreover, each nonzero finitely generated ideal of RM is invertible by
Theorem 5.1.6. Hence RM is a valuation domain. Therefore R is a Prüfer domain.
By Theorem 5.1.4(7), R has strong factorization and must therefore be h-local
(Corollary 4.4.10). ut
Theorem 5.1.8. Let R be an integrally closed domain. Then R has pseudo-
Dedekind factorization if and only if R is an h-local Prüfer domain such that RM

has pseudo-Dedekind factorization for each maximal ideal M .

Proof. Assume R has pseudo-Dedekind factorization. By Corollary 5.1.7 and
Theorem 5.1.4, R is an h-local Prüfer domain such that RM has pseudo-Dedekind
factorization for each maximal ideal M .

For the converse, assume R is an h-local Prüfer domain such that RM has pseudo-
Dedekind factorization for each maximal ideal M . Let I be a noninvertible ideal
of R. Since R is h-local, I is contained in only finitely many maximal ideals, say,
M1; M2; : : : ; Mn, and it has the same number of minimal primes Q1; Q2; : : : ; Qn

with Qi � Mi . Also, J WD II�1 is a radical ideal of R (Theorem 2.4.12),
necessarily with J D P1P2 � � � Pm (with m � n) where the Pi are the (pairwise
comaximal) minimal primes of II�1. Each Pi is contained in a unique Mj . Since
R is h-local, I �1RM D .IRM /�1 for each maximal ideal M (Proposition 2.1.8).
Also, Theorem 5.1.6 yields that for each Mi , IRMi is either principal or a principal
multiple of a nonprincipal prime since RMi has pseudo-Dedekind factorization. The
former occurs when II�1 is not contained in Mi , and the latter when II�1 is contained
in Mi . Split the set fM1; M2; : : : ; Mng into two sets, the set fM 0

1; M 0
2; : : : ; M 0

mg of
those Mi that contain II�1 (and the corresponding Pi ) and the (possibly empty) set
fN1; N2; : : : ; Ntg of those Mj that do not contain II�1. In RM 0

i
, IRM 0

i
D bi Pi RM 0

i

for some bi 2 R. If bi 2 M 0
i , then it has a unique (nonzero) minimal prime

contained in M 0
i that is contained in no other maximal ideal. Hence there is a finitely

generated ideal Bi � M 0
i such that Bi RM 0

i
D bi RM 0

i
where M 0

i is the only maximal
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ideal that contains Bi . In the event bi is not in Mi , set Bi WD R. For each Nj ,
IRNj is principal and, as with the case bi 2 M 0

i , there is a finitely generated ideal
Cj � Nj , where Cj RNj D IRNj , with Nj the only maximal ideal containing
Cj . The ideal A WD Q

i Bi

Q
j Cj is invertible, and checking locally shows that

I D AP1P2 � � � Pm. Hence R has pseudo-Dedekind factorization. ut

5.2 Local Domains with Pseudo-Dedekind Factorization

In 1976, P. Eakin and A. Sathaye [17] introduced the notion of a prestable ideal as
an ideal I such that for each prime P of a ring R (not necessarily a domain), there
is a positive integer n such that I 2nRP D dI nRP for some d 2 I n. (Recall that a
stable ideal of a ring R (in the sense of [56]) is an ideal I such that for each prime
ideal P of R, I 2RP D dIRP for some d 2 R; therefore a prestable ideal is an ideal
for which locally some power is stable, with the power allowed to vary from prime
to prime.) It is clear that I is prestable if and only if IRM is prestable for each
maximal ideal M of R. If I is finitely generated and contains an element that is not
a zero divisor, then it is prestable if and only if for each maximal ideal M , there is a
positive integer n and an element b 2 I n, such that I nRM D b.I nRM W I nRM / (see
the proof of [17, Corollary 1]). We note that if I nRM D b.I nRM W I nRM /, then
I 2nRM D bI nRM . Moreover, if d 2 I n is such that I 2nRM D dI nRM , then d=1

is not a zero divisor of RM . Hence .1=d/I 2nRM D I nRM , which implies I nRM �
d.I nRM W I nRM / � I nRM . While [17, Theorem 2] is stated only for semilocal
domains, it holds for all integral domains—the integral closure of a domain R is a
Prüfer domain if and only if each nonzero finitely generated ideal of R is prestable.

As we saw in Theorem 5.1.6 above, if R is a local domain with pseudo-Dedekind
factorization that is not integrally closed, then each finitely generated noninvertible
ideal is both two generated and a principal multiple of the (two-generated) maximal
ideal.

Lemma 5.2.1. Let R be an integral domain. If each two-generated ideal I of R

contains an element d such that dI D I 2, then the integral closure of R is a Prüfer
domain.

Proof. Recall that if each two-generated ideal of a domain is invertible, then the
domain is Prüfer [34, Theorem 22.1]. Denote by R0 the integral closure of R, let
J WD fR0 C gR0 be a two-generated ideal of R0, and let I WD pfR C pgR, where
p is a nonzero element of R that multiplies both f and g into R. By assumption,
there is an element d 2 I such that I 2 D dI D dpfR C dpgR. Then we have
.1=d/I �I D I . Thus .1=d/I � .I W I /. Since I is finitely generated, .I W I / � R0.
It follows that 1=d 2 .R0 W I / with d 2 I , and we have that pJ D IR0 D dR0
is an invertible ideal of R0. Hence J is invertible as an ideal of R0. Therefore R0 is
a Prüfer domain. ut

Recall from Proposition 2.4.1 that if I is a nonzero noninvertible ideal of
a valuation domain V , then II�1 is a prime ideal of V . The next two lemmas provide
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more detailed information about certain types of nonzero noninvertible ideals of
a valuation domain. The first was used in [15] to characterize which valuation
domains have the property that each nonzero noninvertible ideal I can be factored
as a principal multiple of a P -primary ideal Q where P D II�1.

Lemma 5.2.2. (Cahen–Lucas [15, Corollary 5]) Let I be a nonzero noninvertible
ideal of a valuation domain V , and let P WD II�1. Then I D bQ for some b 2 V

and P -primary ideal Q if and only if there is an element t 2 I �1 such that tI © P 0
for each prime P 0 ¨ P .

Proof. Obviously, if I D bQ for some b 2 V and P -primary ideal Q, then b�1 2
I �1 with b�1I D Q. Since V is a valuation domain, Q properly contains each
prime P 0 that is properly contained in P .

For the converse, assume there is an element t 2 I �1 such that tI © P 0 for each
prime P 0 ¨ P . Since II�1 D P , I � P and

p
tI D P . Let c; d 2 V be such that

cd 2 tI with c 2 V nP . Then d 2 P . If d is not in tI , then we have dV © tI and
therefore .1=d/ 2 .V W tI /. It follows that c D cd=d 2 tI.tI /�1 D II�1 D P ,
a contradiction. Hence d 2 tI , and therefore Q WD tI is P -primary. If t 2 V , then
either tV © P or

p
tV D P ; in either case,

p
I D P , and so the argument just

presented shows that I is P -primary. If t is not in V , then 1=t 2 V and we have
I D .1=t/Q. ut

We can say more when the prime P D II�1 is such that P VP is principal.

Lemma 5.2.3. Let I be a nonzero noninvertible ideal of a valuation domain V ,
and let P WD II�1. If P VP is principal, then there is an element b 2 V such that
I D bP .

Proof. Assume P VP D qVP with q 2 P . Then P D p
qV . There is nothing to

prove if I D P , so we may assume I ¨ P . Since the finitely generated ideals of V

are all principal, there are elements w 2 I and y 2 I �1 such that qV � wyV . For
each prime P 0 ¨ P , we have P 0 ¨ qV � yI . From the proof of Lemma 5.2.2, yI

is P -primary, and so yI D P and y … V . Thus I D .1=y/P , necessarily with 1=y

in V . ut
Recall from [43] that a local domain .R; M / is a pseudo-valuation domain

(or PVD) if .M W M / is a valuation domain (called the canonical valuation
overring of R) with maximal ideal M . A PVD R and its overring .M W M / have
the same set of prime ideals [43, Theorem 2.7]. Also, if R ¨ .M W M /, then
.M W M / D .R W M /.

Theorem 5.2.4. Let R be a local domain that is not integrally closed and let M

be its maximal ideal and R0 its integral closure. Then R has pseudo-Dedekind
factorization if and only if R0 is a valuation domain with principal maximal ideal
M , R0 has pseudo-Dedekind factorization, and ŒR0=M W R=M � D 2.

Proof. Assume R has pseudo-Dedekind factorization. Then by Theorem 5.1.6, M is
two-generated and not invertible as an ideal of R. Moreover, each finitely generated
noninvertible ideal J of R has the form J D bM for some b 2 R and so J
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is two-generated. It follows that .J W J / D .M W M / for each such J . For an
invertible ideal I , .I W I / D R. Hence R0 D .M W M /. Also R0 is Prüfer domain
by Lemma 5.2.1.

We next show that R0 is local with maximal ideal M . For each unit u of R0,
uM D M , but for a nonzero nonunit t 2 R0, tM is properly contained M . Since
M is not invertible as an ideal of R, neither is tM . Hence tM D sM for some
s 2 M . It follows that .t=s/M D M and we have that t=s D w, a unit of R0.
Thus t D ws 2 M and we have that M is the maximal ideal of R0. As R0 is a
Prüfer domain, it is a valuation domain and R is PVD, and R and R0 have the same
prime ideals. If I is not invertible in R0, then it certainly is not invertible in R, and
therefore I D bP for some b 2 R and prime P . Clearly, the same factorization is
valid in R0. Hence R0 has pseudo-Dedekind factorization.

Let a; b 2 R generate M as an ideal of R. Since M 2 D pM for some p 2 M ,
we have .1=p/M � M D M . Hence 1=p 2 .R0 W M / and we have aR C bR D
M D pR0 with a=p; b=p 2 R0. It follows that R0 D .a=p/R C .b=p/R. Hence
ŒR0=M W R=M � D 2.

For the converse, assume that R0 is a valuation domain with principal
maximal ideal M D pR0 such that R0 has pseudo-Dedekind factorization and
ŒR0=M W R=M � D 2. Then there is a unit q 2 R0 such that R0 D RCqR. Since M is
the common maximal ideal of R and R0, R is a PVD. It follows that M D pRCpqR

is two-generated in R. Also, there are no R-modules strictly between R and R0.
Each nonzero ideal I of R is of one of the following three types: (i) I D IR0 is

not invertible as an ideal of R0, (ii) I D IR0 is invertible as an ideal of R0, and (iii)
I ¨ IR0 (equivalently, I is not an ideal of R0).

As R and R0 have the same prime ideals, there is nothing to prove if I is a prime
ideal of R. Hence we assume that I is not prime.

Since R0 has pseudo-Dedekind factorization, if I D IR0 is not invertible as an
ideal R0, then I D bP for some b 2 R0 and prime P . Since we have assumed I is
not prime, b 2 M , and the factorization I D bP is of the desired type in R as well.

If I D IR0 is invertible as an ideal of R0, then I D bR0 for some b 2 I . Since
I is not prime, it is properly contained in M D pR0. Hence b=p 2 M and we have
I D p.b=p/R0 D .b=p/M with b=p 2 R.

The remaining case is when I is properly contained in IR0. Since R0 D R C qR,
it must be that qI is not contained in I . Let f; g 2 I with g=f 2 M . Then qg=f 2
M , and therefore qg D f .qg=f / 2 I . Thus if f 2 I is such that qf … I , then
we have IR0 D fR0 and fR � I ¨ fR0 D fR C f qR since R0 D R C qR.
Multiplying by 1=f yields R � .1=f /I ¨ R0. As there are no R-modules properly
between R and R0, we have .1=f /I D R and therefore I D fR is a principal ideal
of R. It follows that R has pseudo-Dedekind factorization. ut
Corollary 5.2.5. Let V be a strongly discrete valuation domain with (principal)
maximal ideal M such that ŒV=M W F � D 2 for some subfield F ¨ V=M . Then the
pseudo-valuation domain R that results from taking the pullback of F over M has
pseudo-Dedekind factorization.
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Proof. Since V is a strongly discrete valuation domain, if I is a nonzero nonin-
vertible ideal of V , then I.V W I / D P is prime and there is an element b 2 V

such that I D bP (Proposition 2.4.1 and Lemma 5.2.3). Hence V has pseudo-
Dedekind factorization. That R has pseudo-Dedekind factorization follows from
Theorem 5.2.4. ut

For a simple example, the rings R WD Q C XQŒ
p

2�ŒŒX�� ¨ R0 D QŒ
p

2�ŒŒX��

are local with pseudo-Dedekind factorization.
Our next goal is to characterize which valuation domains have pseudo-Dedekind

factorization. We again make use of the fact that a valuation domain V has the
trace property (Proposition 2.4.1). In fact, if P is prime and Q is a noninvertible
P -primary ideal, then it is not difficult to see that QQ�1 D P . It follows that if
J D tQ for some t 2 V , then JJ �1 D P also.

Lemma 5.2.6. Let V be a valuation domain with pseudo-Dedekind factorization.
If P is a nonmaximal prime of V , then P VP is principal in VP .

Proof. Let P be a (nonzero) nonmaximal prime of V , and let I WD qVP , where q

is a nonzero element of P . Then I.V W I / D qVP .V W qVP / D VP .V W VP / D
P VP D P . Thus I is a noninvertible ideal of V . Since V has pseudo-Dedekind
factorization, we have I D rP for some r 2 V . Hence qVP D I D rP D rP VP ,
and P VP is principal. ut

The next theorem characterizes which rank one valuation domains have pseudo-
Dedekind factorization.

Theorem 5.2.7. Let V be a rank one valuation domain with corresponding value
group G. Then V has pseudo-Dedekind factorization if and only if G is isomorphic
to either Z or R.

Proof. Obviously, a discrete rank one valuation domain has pseudo-Dedekind
factorization. Thus we need consider only the case where the maximal ideal M of
V is idempotent. We may then consider the value group G to be a dense subgroup
of R.

First, suppose V has pseudo-Dedekind factorization, and let ˛ be a positive real
number. Also, let A WD fa 2 GC j ˛ < ag Sf1g. Since G is dense in R, ˛ D
inffa 2 Ag. Now, let v denote the corresponding valuation, and set I WD v�1.A/.
Then I is not a principal ideal of V , so by pseudo-Dedekind factorization, I D bM

for some element b 2 M . For c WD bm; m 2 M , we have v.b/ < v.c/ D v.b/ C
v.m/. As m may be chosen with arbitrarily small positive value, it must be that
v.b/ D ˛. Hence G D R.

For the converse, assume G D R and let J be a nonzero noninvertible ideal
of V . Then (continuing to denote the valuation by v) the set C WD v.J / contains
no minimum value but does have an infimum ˇ. Since G D R, there is an element
b 2 V with v.b/ D ˇ. It follows that J D bM , and therefore V has pseudo-
Dedekind factorization. ut
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For a prime ideal P of a valuation domain V , the intersection of the P -primary
ideals is a prime ideal P0 that contains every prime that is properly contained in P .
Obviously, P0 ¨ P if and only if P is branched. We shall continue to use this
notation for the rest of this chapter.

Corollary 5.2.8. Let V be a valuation domain with pseudo-Dedekind factorization.
If the maximal ideal M is branched but not principal, then V=M0 is a rank one
valuation domain whose value group is (isomorphic to) R.

Proof. Since M is branched, M0 ¨ M and V=M0 is a rank one valuation domain.
By Lemma 5.1.3, V=M0 has pseudo-Dedekind factorization, and it is clear that
M=M0 is branched but not principal. Thus the value group of V=M0 is isomorphic
to R by Theorem 5.2.7. ut
Theorem 5.2.9. Let V be a valuation domain whose maximal ideal M is branched.
Then V has pseudo-Dedekind factorization if and only if P VP is principal for each
nonmaximal prime P and either M is principal or the value group of V=M0 is
(isomorphic to) R.

Proof. If V has pseudo-Dedekind factorization, then P VP is principal for each
nonmaximal prime P (Lemma 5.2.6). Also, by Corollary 5.2.8, either M is principal
or the value group of V=M0 is R.

For the converse, let I be an nonzero noninvertible ideal of V , and set Q WD II�1.
If QVQ is principal, then I D tQ for some t 2 V by Lemma 5.2.3. So, the only
case we need consider is when Q D M and P VP is principal for each nonmaximal
prime P but V=M0 has value group isomorphic to R. Since M is branched, it is the
radical of a principal ideal sV . Thus there are elements d 2 I and y 2 I �1 such that
dyV � sV © M0. It follows that yI is an M -primary ideal of V . As noted above,
.yI /.yI /�1 D II�1 D M . Hence we may assume I is an M -primary ideal, in
which case, I © M0. Moreover, I �1=M0 D .I=M0/

�1. Thus .I=M0/.I=M0/
�1 D

II�1=M0 D M=M0. By Theorem 5.2.7, I=M0 D bM=M0 for some b 2 V nM0 and
therefore I D bM . Hence V has pseudo-Dedekind factorization. ut

We say that a valuation domain V is principally complete if whenever there are
two families of nonzero elements fb˛g˛2A and fc˛g˛2A and a corresponding family
of primes fP˛g˛2A with A totally ordered such that for all ˛ < ˇ in A :

(i) b˛ 2 P˛ ,
(ii) b˛V � bˇV � cˇV � c˛V ,

(iii) b˛=c˛ 2 V nP˛ , and
(iv) P˛ � Pˇ with P WD S

P˛ an unbranched prime,

then there is an element c 2 V such that b˛V � cV � c˛V for all ˛ 2 A .
Note that when such an element c exists, then .b˛=c˛/V � .b˛=c/V � V for all ˛.
Thus by (iii), b˛=c 2 V nP˛ for all ˛.

Theorem 5.2.10. The following statements are equivalent for a valuation domain
V with unbranched maximal ideal M .
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(i) V has pseudo-Dedekind factorization.
(ii) P VP is principal in VP for each nonmaximal prime P of V and, for each ideal

I with II�1 D M , there is an element t 2 I �1 such tI © P for each prime
P ¨ M .

(iii) V is principally complete and P VP is principal in VP for each nonmaximal
prime P of V .

Proof. By Lemma 5.2.6, if V has pseudo-Dedekind factorization, then P VP is
principal for each nonmaximal prime P . If I is such that II�1 D M , then I must
factor as I D pM for some element p 2 V . It is clear that 1=p is in I �1 with
.1=p/I D M © P for each nonmaximal prime P . Therefore (i) implies (ii).

We next show that (ii) implies both (i) and (iii). Assume (ii) holds and let I be
an nonzero noninvertible ideal with the prime ideal P WD II�1 properly contained
in M . Then P is branched and P VP is principal. Thus I D bP for some b 2 V by
Lemma 5.2.3. If J is a nonzero noninvertible ideal with JJ �1 D M and J ¨ M ,
we have an element t 2 J �1 such that tJ © Q for each prime Q ¨ M . Since
M is unbranched, it is the union of the nonmaximal primes. Hence tJ D M , and
therefore J D .1=t/M with 1=t 2 V . Thus V has pseudo-Dedekind factorization.

To see that V is principally complete, let B WD fb˛g˛2A , C WD fc˛g˛2A , and
fP˛g˛2A be as in the definition above. Let I be the ideal generated by the set B .
A consequence of condition (ii) of the definition is that b�=c˛ 2 V for all ˛; � 2 A .
Hence c�1

˛ 2 I �1 for each ˛. It follows that II�1 properly contains each P˛ and thus
II�1 � P D S

P˛ . Since M is the only unbranched prime of V , we either have
II�1 D V or II�1 D M .

If II�1 D V , then I is principal. We then have I D b�V for some b� 2 B .
Obviously, b˛V � b�V � c˛V for each ˛, and we may take c WD b� to satisfy the
requirements of the definition in this case.

If II�1 D M , then I D cM for some c 2 V since V has pseudo-Dedekind
factorization. In this case, 1=c 2 I �1 and b˛V ¨ cV for each ˛. Since I is not
invertible, .1=c˛/I � M , and therefore cM D I � c˛M . As M �1 D V , we have
cV � c˛V for each ˛. Thus V is principally complete.

All that remains is to show that (iii) implies (ii) (or (i)). For this, all we need
prove is that if I is an ideal such that II�1 D M , then I D cM for some c 2 V .
Let P be the minimal prime of I . Since M is unbranched, if P D M , then we
also have I D M . Thus we may assume P ¨ M . Let fQ�g denote the set of
nonmaximal primes that properly contain P . Then

S
Q� D M . Since II�1 D M ,

IVQ� is invertible and therefore principal in VQ� .
Each Q� has an immediate predecessor, but there may be some with no

immediate successor. So the first step is to reduce the full set fQ�g to the set of
those primes Q� that do have an immediate successor. Denote this set/family as
fP˛g˛2A . For each P˛ , denote its immediate successor as P˛C1. For each P˛ , the
ideal IVP˛ is principal in VP˛ as is P˛VP˛ .

Let p˛ 2 P˛ be such that p˛VP˛ D P˛VP˛ . Next let b 0̨ 2 I be such that
b 0̨ VP˛C1

D IVP˛C1
. Set b˛ WD b 0̨ p˛C1. Since p˛C1 is a unit in VP˛ and VP˛C1

¨ VP˛ ,
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b˛VP˛ D b 0̨ VP˛ D IVP˛ , but b˛VP˛C1
¨ IVP˛C1

. Also, for ˛ < ˇ, b˛VPˇ
¨ bˇVPˇ

and bˇVP˛ D IVP˛ since VP˛ © VPˇ
. It follows that b˛V ¨ bˇV .

Next, let c˛ WD b 0̨ =p˛C1. In VP˛C1
, c˛VP˛C1

properly contains b 0̨ VP˛C1
D

IVP˛C1
. Hence c˛ is not in I . On the other hand, for ˛ < ˇ, cˇVP˛ D bˇVP˛ D

b˛VP˛ D IVP˛ ¨ c˛VP˛ . Thus b˛V ¨ bˇV ¨ cˇV ¨ c˛V for all ˛ < ˇ. Also
b˛=c˛ D p2

˛C1 2 V nP˛ .
Thus the families B D fb˛g˛2A , C D fc˛g and fP˛g˛2A satisfy conditions

(i)–(iv). Hence there is an element c 2 V such that b˛V ¨ cV ¨ c˛V and b˛=c 2
V nP˛ for each ˛. Since M D S

P˛ , it must be that c�1I D M , and therefore
I D cM . ut

In the next example we construct a valuation domain which has both an
unbranched maximal ideal and pseudo-Dedekind factorization. For such a valuation
domain V , if R ¨ V is pseudo-valuation domain with the same maximal ideal, then
R does not have pseudo-Dedekind factorization (Theorem 5.2.4).

Example 5.2.11. Let V be a valuation domain with corresponding value group
G WD Q1

nD1 Gn under complete lexicographic order with Gn WD Z for each n.
By [15, Theorem 7], each nonzero noninvertible ideal I factors as a principal
multiple of a primary ideal. We also have that each nonmaximal prime ideal P

of V is such that P VP is principal in VP . It then follows from Lemma 5.2.3 that V

has pseudo-Dedekind factorization. However, the maximal ideal M is not principal.
Indeed, M D S

n Pn, where the Pn are the nonzero nonmaximal primes of V .

Lemma 5.2.12. Let P � N be a pair of nonzero primes of a domain R. If bR © P

for each b 2 N nP , then P D TfbR j b 2 N nP g.

Proof. Clearly, if bR © P for each b 2 N nP , then P � TfbR j b 2 N nP g. To
achieve equality, simply note that if t 2 N nP , then t 2R ¨ tR. Thus if s 2 TfbR j
b 2 N nP g, then s 2 P . ut
Theorem 5.2.13. Let R be an integral domain with pseudo-Dedekind factorization.
Then the integral closure R0 of R is an h-local Prüfer domain with pseudo-Dedekind
factorization. Moreover, each maximal ideal M of R is contained in a unique
maximal ideal M 0 D MR0 of R0, RM is a PVD with pseudo-Dedekind factorization,
and the canonical valuation overring of the PVD RM is R0

M 0 D R0
M with common

maximal ideal MRM D M 0R0
M 0 .

Proof. Let M be a maximal ideal of R. Then RM has pseudo-Dedekind factoriza-
tion (Lemma 5.1.3). Hence by Theorem 5.2.4, RM is a pseudo-valuation domain
whose integral closure, R0

M , is a valuation domain with maximal ideal MR0
M . As

each maximal ideal of R0 that lies over M extends to a maximal ideal of R0
M , each

maximal ideal of R is contained in a unique maximal ideal of R0. In particular, for
M 2 Max.R/, M 0 D MR0

M

T
R0 D MR0 is the unique maximal ideal of R0 that

lies over M . Since each maximal ideal of R0 lies over a maximal ideal of R, R0 is a
Prüfer domain.

We next show that each nonzero nonmaximal prime of R is contained in
a unique maximal ideal. By way of contradiction, suppose there is a nonzero
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nonmaximal prime P of R that is contained in distinct maximal ideals M and N .
For S WD Rn.M

S
N /, RS has pseudo-Dedekind factorization and exactly two

maximal ideals MRS and NRS both containing PRS . Hence we may reduce to
the case that R has exactly two maximal ideals. Since both RM and RN are pseudo-
valuation domains, we may further assume that P is maximal with respect to being
contained in both M and N . Thus P compares with each prime of R. Also, for each
b 2 RnP , .1=b/PRM D PRM and .1=b/PRN D PRN . Hence bR © P .

Since RM is a pseudo-valuation domain, RP is a valuation domain with PRP

principal. Thus P D p
dR for some element d 2 P with PRP D dRP . Consider

the ideal I WD dRM

T
R. For each c 2 N nM , we clearly have d=c 2 dRM , but

also d=c 2 P from above. Thus since d=c 2 IndR, I © dR. Also, for f 2 M nP ,
while d=f is in P , it is not in I . Thus dR ¨ I ¨ P . The ideal I is generated by
the set fd=cn j c 2 N nM g and certainly no element in this set can generate IRN .
Hence IRN is not principal, and therefore I is not invertible as an ideal of R.

Potentially, there are four ways I might factor as the product of a principal ideal
hR and pairwise comaximal primes (or a single prime):

(1) I D hP ,
(2) I D hQ where P ¨ Q � M ,
(3) I D hQ0 where P ¨ Q0 � N , and/or
(4) I D hQQ0 where P ¨ Q � M and P ¨ Q0 � N .

In the first, II�1 D P ; and in the other three, II�1 © P . If I D hP with
h … P , then (checking locally) we have I D P , a contradiction. On the other
hand, if I D hP with h 2 P , then we have IRP ¨ PRP D dRP D IRP , again
a contradiction. To eliminate the other three factorizations consider an element t 2
I �1. Then r WD td 2 R. Thus for each c 2 N nP , we have td=c D r=c 2 R, putting
r 2 TfcR j c 2 N nP g D P by Lemma 5.2.12. Hence none of the factorizations
are valid. Therefore it must be that each nonzero prime of R is contained in a unique
maximal ideal (of R).

Let P 0 be a nonzero nonmaximal prime of R0 and let P WD P 0 T
R. Since P is

contained in a unique maximal ideal of R, which in turn is contained in a unique
maximal ideal of R0, P 0 must be contained in a unique maximal ideal of R0.

Let P 0 be a nonzero branched prime of R0, and let P WD P 0 T
R. If P 0 is a

maximal ideal of R0, then RP is a pseudo-valuation domain with maximal ideal
PRP D P 0R0

P 0 . Thus P is a branched maximal ideal of R. By Theorem 5.1.4, such
a maximal ideal is the radical of an invertible ideal. Hence P 0 is the radical of an
invertible ideal of R0. If, instead, P 0 is not maximal, then RP D R0

P 0 . Hence, again,
P is branched and by Theorem 5.1.4(7), RP does not contain �.P /. As �.P 0/
contains �.P / (and RP D R0

P 0 ), P 0 is a sharp prime of R0. Therefore R0 has the
radical trace property (Theorem 2.4.10). By Theorem 2.4.12, R0 is an h-local Prüfer
domain. Also, R0 has pseudo-Dedekind factorization by Theorem 5.1.8. ut

A domain R such that RM is a pseudo-valuation domain for each maximal ideal
M is said to be a locally pseudo-valuation domain [16]. Thus a necessary condition
for R to have pseudo-Dedekind factorization is for it to be a locally pseudo-valuation
domain.
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Corollary 5.2.14. Let R be an integral domain. Then R has pseudo-Dedekind
factorization if and only if it is h-local and RM has pseudo-Dedekind factorization
for each maximal ideal M .

Proof. By Theorem 5.1.8, there is nothing to prove if R is integrally closed, so we
assume it is not.

Assume R has pseudo-Dedekind factorization. Then RM has pseudo-Dedekind
factorization for each maximal ideal. Also, from the proof of Theorem 5.2.13, each
nonzero prime of R is contained in a unique maximal ideal (of both R and R0).
Since each nonzero nonunit of R0 is contained in only finitely many maximal ideals
of R0, the same occurs for each nonzero nonunit of R. Hence R is h-local.

For the converse, assume R is h-local and RM has pseudo-Dedekind factorization
for each maximal ideal M . Let I be a nonzero noninvertible ideal of R. Then
I is contained in only finitely many maximal ideals, M1; M2; : : : ; Mn. Also,
Proposition 2.1.8 assures that, for each maximal ideal M , I �1RM D .IRM /�1

(equal to RM , except possibly for M D Mi for some i ). It follows that since I is
not invertible, there is at least one Mi such that IRMi is not invertible. Renumber if
necessary to have fM1; M2; : : : ; Mkg be the set of those Mi such that IRMi is not
invertible and fMkC1; : : : ; Mng be the (possibly empty) set of Mi where IRMi is
invertible. For each Mi 2 fM1; M2; : : : ; Mkg, there is an invertible ideal Ai and
prime Pi � Mi such that IRMi D Ai Pi RMi since RMi has pseudo-Dedekind
factorization. Using finite character, we may further assume that Mi is the only
maximal ideal that contains Ai . Since R is h-local, Mi is the only maximal ideal that
contains Pi . For Mj 2 fMkC1; : : : ; Mng, all we need is an invertible ideal Bj � Mj

with IRMj D Bj RMj and with Mj the only maximal ideal containing Bj . Let
A WD Q

i Ai and B WD Q
j Bj (D R, if k D n). Checking locally, we see that

IRM D ABP1P2 � � � PkRM for each maximal ideal M , so that I D ABP1P2 � � � Pk .
Therefore R has pseudo-Dedekind factorization. ut

5.3 Strong Pseudo-Dedekind Factorization

For a nonzero ideal I of an integral domain R, a special factorization of I is a
factorization I D BP1P2 � � � Pn with B a finitely generated ideal of R (possibly
with B D R) and P1; P2; : : : ; Pn primes with n � 1. We then say that the domain
R has special factorization if each nonzero ideal of R has a special factorization.
Clearly, a ZPUI-domain, e.g., a domain with strong pseudo-Dedekind factorization,
has special factorization.

It is not completely trivial that special factorization is preserved with regard to
quotient ring formation. One must do some work to guarantee there is a factorization
of a nonzero ideal of RS that contains at least one prime of RS .

Lemma 5.3.1. Let R have special factorization. Then

(1) R=P has special factorization for each nonmaximal prime P of R, and
(2) RS has special factorization for each multiplicative set S of R.
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Proof. Let P be a prime and let I © P . Then there is a finitely generated ideal
J and prime ideals P1; P2; � � � ; Pn such that I D JP1P2 � � � Pn. Moding out by P ,
we obtain the factorization I=P D .J=P /.P1=P /.P2=P / � � � .Pn=P / in R=P .

Let S be a multiplicative set in R and I an ideal such that I
T

S D ;. There is
no problem if there is a factorization of I as JP1P2 � � � Pn with J finitely generated
and Pi

T
S D ; for at least one i . On the other hand, if each Pi has a nonempty

intersection with S , then J
T

S D ;, IRS D JRS and Pi RS D RS for each
Pi . Let H WD IRS

T
R. Factor H D BQ1Q2 � � � Qm with B finitely generated

and Q1; Q2; : : : ; Qm primes. Then IRS D HRS D BQ1Q2 � � � QmRS . If each Qi

blows up in RS , then BRS D HRS which implies B D H D BQ1Q2 � � � Qm. Since
B is finitely generated, this is impossible (by Nakayama’s Lemma). Hence at least
one Qj survives in RS and IRS has a special factorization in RS . ut

The first theorem makes use of Lemma 3.1.6 to show that at least some maximal
ideals in a domain with special factorization have properties similar to those in a
domain with property .˛/ (i.e., those domains where each primary ideal is a power
of its radical, see Sect. 3.1).

Theorem 5.3.2. Let R be a local domain such that the maximal ideal M is the
radical of finitely generated ideal. If R has special factorization, then M is principal
and P WD T

n M n is a prime that contains each nonmaximal prime and is properly
contained in M .

Proof. By Lemma 3.1.6, it suffices to show that fM kg is the complete set of
M -primary ideals. We first show that M is finitely generated.

Let I be a finitely generated ideal with
p

I D M . Then without loss of generality,
we may assume I ¤ M . Thus I D JM k for some finitely generated ideal J of R

and positive integer k. If M D M 2, then IM D JM kC1 D JM k D I which gives
a contradiction by Nakayama’s Lemma. Thus M ¤ M 2.

Next, let r 2 M nM 2. Then Q WD rR C M 2 is M -primary and Q D AM j for
some finitely generated ideal A and some positive integer j . Clearly, we must have
j D 1 and A D R. Hence M D rR C M 2.

Consider the ideal B WD rR C I . Then, clearly, M is the radical of B and M 2

does not contain B . By special factorization, B D CM j for some finitely generated
ideal C and some positive integer j . Since B is not contained in M 2, it must be that
C D R and j D 1; i.e., B D M . Thus M is finitely generated.

Next, suppose Q1 is a proper M -primary ideal. Then Q1 D A1M
k1 for some

integer k1 � 1 and finitely generated ideal A1. Since M is finitely generated, there
is a smallest integer j such that Q1 � M j . Thus k1 � j . If A1 is not R, then it
is M -primary and has a factorization A1 D A2M

k2 with A2 finitely generated and
k2 � 1 and necessarily with k1 C k2 � j . Eventually, this process must stop and
yield Q1 D M k1Ck2C���Ckn D M j . Thus fM ng is the complete set of M -primary
ideals. ut

In the next theorem, we show that the assumption that M is the radical of finitely
generated is superfluous, but to prove this we will make use of Theorem 5.3.2.
The proof is adapted from the proof of [68, Theorem 2.3].
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Theorem 5.3.3. Let R be a local domain with maximal ideal M . If R has special
factorization, then M is principal.

Proof. Assume R has special factorization, and by way of contradiction, suppose
that M is not principal. For a nonzero element t 2 M , the ideal tR factors as
the product of a finitely generated ideal J and prime ideals P1; P2; : : : ; Pn. Since
tR D JP1P2 � � � Pn is invertible and R is local, J and each Pi is principal. It follows
that M is the union of the principal primes of R.

Now, let P D pR be a nonzero principal prime of R, and let Q be a prime
minimal over qR CpR for some q 2 M nP . Then QRQ is the radical of the finitely
generated ideal qRQ C pRQ. Since RQ has special factorization by Lemma 5.3.1,
QRQ is principal (by Theorem 5.3.2), which gives a contradiction as it properly
contains the principal prime PRQ. Hence it must be that M is principal. ut
Corollary 5.3.4. If R is a domain with special factorization, then PRP is principal
for each nonzero prime P .

Proof. This follows from Theorem 5.3.3 in view of Lemma 5.3.1. ut
The following result is immediate.

Corollary 5.3.5. Let R be a domain with special factorization. Then for each
maximal ideal M , fM ng is the set of M -primary ideals, M n ¤ M m for n ¤ m

and rR C M n D M for each r 2 M nM 2.

Combining Corollary 5.3.4 with the following general lemma leads to a simple
proof that a domain with special factorization is a Prüfer domain.

Lemma 5.3.6. Let P be a nonzero prime of a domain R. If there is a finitely
generated ideal I such that P is minimal over II�1, then PRP is not principal.

Proof. By way of contradiction, assume PRP is principal and P is minimal over
II�1 for some finitely generated ideal I . Let p 2 P be such that pRP D PRP .
Then pnRP D P nRP for each n � 1 and these are the only PRP -primary
ideals. Thus there is a positive integer k and a finite subset H � I �1 such that
HIRP D pkRP . Then p�kHIRP D RP . Since HI is a finitely generated ideal
of R, there is an element t 2 RnP such that tp�kHI � R is not contained in P .
As tp�kH � I �1, we have a contradiction. ut
Theorem 5.3.7. Let R be an integral domain. If PRP is principal for each nonzero
ideal P of R, then R is a Prüfer domain. In particular, if R has special factorization,
then R is a Prüfer domain.

Proof. By Lemma 5.3.6, if some nonzero finitely generated ideal is not invertible,
then there is a nonzero prime P such that PRP is not locally principal. ut

As noted by Olberding in [68, Lemma 2.1], a factorization of an ideal
I D JQ1Q2 � � � Qm in a Prüfer domain with Q1; Q2; : : : ; Qm prime (and m � 1),
can be transformed into a factorization of the form I D JP

r1

1 P
r2

2 � � � P rn
n with

P1; P2; : : : ; Pn pairwise comaximal primes and each ri a positive integer.
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Corollary 5.3.8. Let R an integral domain. Then R has special factorization if and
only if each nonzero ideal I can be factored as I D JP

r1

1 P
r2

2 � � � P rn
n for some

invertible ideal J and pairwise comaximal primes P1; P2; : : : ; Pn.

Proof. If R has special factorization, it is a Prüfer domain by Theorem 5.3.7. Thus
if P and Q are primes with P ¨ Q, then QP D P . Also, a pair of prime ideals is
either comparable or comaximal. Hence any factorization of a nonzero ideal I can
be “reduced” to include only powers of pairwise comaximal primes, and the finitely
generated factor is invertible. ut

We next show that if R has special factorization, then each nonzero nonmaximal
prime is both sharp and contained in a unique maximal ideal.

Theorem 5.3.9. If R is a (Prüfer) domain with special factorization, then each
nonzero nonmaximal prime is both sharp and contained in a unique maximal ideal,
which is invertible.

Proof. Let P be nonzero nonmaximal prime, and let M be a maximal ideal that con-
tains P . Since R is a Prüfer domain, P �1 D .P W P / is a ring (Theorem 2.3.2(3)). By
Corollary 5.3.4, we may write PRP D aRP for some a 2 P . Let J WD aRM

T
R.

Since R has special factorization, J D AQ
r1

1 Q
r2

2 � � � Qrn
n for some invertible ideal A

and pairwise comaximal prime ideals Q1; Q2; : : : ; Qn by Corollary 5.3.8. Since A

is finitely generated, it properly contains J , and therefore aRM ¨ ARM . It follows
that exactly one of the Qi is contained in M , say Q1. Then JRM D AQ

r1

1 RM and,
moreover, J � AQ

r1

1 � AQ
r1

1 RM

T
R D JRM

T
R D J . Thus J D AQ

r1

1 . As
both AQ

r1

1 RM D JRM D aRM and MRM are invertible, we have Q1 D M and
J D AM r (with r D r1).

For the remainder of the proof, we make free use of Theorem 2.5.2. There are
two possibilities for J v. If M is invertible, then J D J v is invertible, and if M

is not invertible, then .M r/v D R and J v D A. Thus no matter what we know
about M , J v is invertible. A consequence of this is that J �1 is not a ring. On the
other hand, P �1 is a ring that is contained in J �1, so it cannot be the case that
J v D P v. Hence P is sharp by the contrapositive of Theorem 2.5.2(1). Thus there
is a finitely generated ideal B with

p
B D P and JRM D BRM . For such an ideal

B , J v D B.P 0 W P 0/ where P 0 is the largest prime contained in all maximal ideals
that contain P . Since B � P 0 and Max.R; P / D Max.R; P 0/, P 0 is sharp. If P 0
is properly contained in M , then J �1 D B�1P 0. Since J v is invertible, we would
then have R D J vJ �1 D J vB�1P 0 and then P 0 would be an invertible nonmaximal
prime of a Prüfer domain, which is impossible. Hence P 0 D M and M is both sharp
and the only maximal ideal that contains P . As MRM is principal, M is invertible.

ut
Corollary 5.3.10. If P is a nonzero nonmaximal prime of a (Prüfer) domain R with
special factorization, then there is an invertible ideal B ¨ P such that

p
B D P ,

BRP D PRP and P n D Bn�1P for each integer n > 1. Moreover, P n is divisorial
for each n � 1.
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Proof. Such an invertible ideal B exists since PRP is principal and the radical of
a finitely generated ideal. Simply, let r 2 P be such that rRP D PRP and let I be a
finitely generated ideal with

p
I D P . Then B WD rRCI clearly satisfies

p
B D P

and BRP D PRP . The statement that P n D Bn�1P comes from checking locally.
Finally, P is divisorial by [24, Corollary 4.1.12] and hence P n D Bn�1P is also
divisorial. ut
Corollary 5.3.11. If R is a (Prüfer) domain with special factorization, then it also
has weak factorization.

Proof. By Theorems 5.3.7 and 5.3.9, R is a Prüfer domain, and each nonzero
nonmaximal prime is both sharp and contained in a unique maximal ideal, and this
maximal ideal is invertible. Let I be a nonzero ideal and let I D BP

r1

1 P
r2

2 � � � P rn
n

be a factorization into a product of an invertible ideal B and pairwise comaximal
primes P1; P2; : : : ; Pn. If Pi is either a nonmaximal prime or an invertible maximal
ideal, then P

ri
i is divisorial (the first case following from Corollary 5.3.10). The

only other possibility is that Pi is an unsteady height one maximal ideal. Split
the set fP1; P2; : : : ; Png into disjoint sets fQ1; Q2; : : : ; Qmg and fM1; M2; : : : ; Mkg
where the Qi are divisorial and the Mj are unsteady (height one) maximal ideals.
Rewrite the factorization as I D BQ

s1

1 Q
s2

2 � � � Qsm
m M

t1
1 M

t2
2 � � � M tk

k (perhaps with

R D Q
i Q

si

i or R D Q
j M

tj
j in the event none or all of the Pi ’s are divisorial). As

B is invertible and the Pi ’s are pairwise comaximal, I v D B.
Q

i Q
si

i

Q
j M

tj
j /v D

B.
Q

i .Q
si

i /v/v D B.
T

i Q
si

i /v D B.
T

i Q
si

i / D B
Q

Q
si

i . Thus I D I v
Q

j M
tj
j .

Therefore R has weak factorization. ut
Lemma 5.3.12. If R is a (Prüfer) domain with special factorization, then each
overring has both special factorization and weak factorization.

Proof. Assume that R has special factorization, and let T be an overring of R.
By Corollary 5.3.11, it suffices to prove that T has special factorization. Let J

be a nonzero ideal of T . Then J D IT , where I WD J
T

R. Factor I as I D
AP1P2 � � � Pn with A invertible and P1; P2; : : : ; Pn primes of R, not necessarily
distinct but with n � 1. Since A is invertible, it properly contains I . Hence AT

properly contains IT D J . It follows that at least one of the primes Pi survives in
T and therefore extends to a prime of T . Renumber if necessary to have Pi T ¤ T

for 1 � i � m and Pj T D T for m < j (possibly with m D n). The factorization
J D AP1P2 � � � PmT has AT invertible and prime ideals P1T; P2T; : : : ; PmT , with
m � 1. ut
Theorem 5.3.13. The following statements are equivalent for an integral
domain R.

(i) R has special factorization.
(ii) R is an h-local generalized Dedekind domain.

(iii) R has strong pseudo-Dedekind factorization.
(iv) R has pseudo-Dedekind factorization, and each maximal ideal of R is

invertible.
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Proof. It is clear that (iii) implies (i). It is almost as clear that (iv) implies (iii).
The factorization of a nonzero noninvertible ideal is taken care of by pseudo-
Dedekind factorization. For an invertible ideal B , we have B � M for some
maximal ideal M . Then BM �1 is invertible (equal to R if B D M ) and B D
.BM �1/M since M is invertible. Hence (iv) implies (iii).

To see that (i) implies both (ii) and (iv), first recall from Theorem 5.3.13 and
Corollary 5.3.4 that a domain with special factorization has weak factorization and
no nonzero idempotent primes. The main step in this proof is to show that R has
no unsteady maximal ideals. By way of contradiction, assume M is an unsteady
maximal ideal. By finite unsteady character (Theorem 4.2.10), there is a finitely
generated ideal I that is contained in M and no other unsteady maximal ideal.
Since Spec.R/ is treed and each nonzero prime is contained in a unique maximal
ideal (Theorem 5.3.9), I must have infinitely many minimal primes other than M .
By Lemma 4.3.6, the maximal ideals of ˚.I / are all extended from minimal primes
of I in R. Also, since ˚.I / has both special factorization and weak factorization
(Lemma 5.3.12), we may assume R D ˚.I / with

p
I the Jacobson radical of R.

Let fM˛g be the other minimal primes of I . Then each M˛ is an invertible maximal
ideal of R, and there are infinitely many such ideals (otherwise, the original M is
the radical of a finitely generated ideal).

Let J be the Jacobson radical of R and factor it as J D CM1M2 � � � Mn with
C invertible and M1; M2; : : : ; Mn maximal ideals of R. Since J is a radical ideal
and no maximal ideal is idempotent, the Mi are distinct. Note that since M is the
only maximal ideal that is not sharp, J is the intersection of the invertible maximal
ideals (by Theorem 2.5.10). If J is not invertible, then we may assume M1 D M and
n D 1, but this puts C in each invertible maximal ideal and we have C D J D CM ,
which is impossible as C is invertible. Thus J is invertible and M is not one of
the Mi .

As Max.R/ is an infinite set, we may partition Max.R/nfM g into two infinite
sets fQ�g and fNˇg. Let Q WD T

� Q� and N WD T
ˇ Nˇ. By Theorem 2.5.6,

no Nˇ contains Q and no Q� contains N . Thus both properly contain J . On the
other hand, each Q� is invertible and minimal over Q and each Nˇ is invertible and
minimal over N . Also, by Lemma 2.5.1, no Nˇ survives in the ring � .Q/ and no Q�

survives in � .N /. Since � .Q/ has infinitely many invertible maximal ideals, each
minimal over the Jacobson radical, it must have at least one noninvertible maximal
ideal (Theorem 2.5.11). The only possibility is M� .Q/. Moreover, M� .Q/ is
the unique noninvertible maximal ideal of � .Q/. Similarly, M� .N / is the unique
noninvertible maximal ideal of � .N /. Therefore M must contain both Q and N

(Lemma 2.5.1). But, as with J , both Q and N are invertible, otherwise, Q D AM

and/or N D BM for invertible ideals A � T
� Q� and/or B � T

ˇ Nˇ. Obviously,
M is the only prime ideal that contains Q C N , but Q C N is the sum of two
finitely generated ideals which would make M sharp, a contradiction. Hence R has
no unsteady maximal ideals. Thus by Theorem 4.4.8, R is an h-local Prüfer domain
such that each maximal ideal is invertible.

To see that R has pseudo-Dedekind factorization, revisit the proof that a domain
with special factorization has weak factorization (Corollary 5.3.11). For the ideal
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I D BP
r1

1 P r2 � � � P rn
n with B invertible and the Pi pairwise comaximal, each Pi

is a sharp prime that is not idempotent. Hence for each Pi there is an invertible
ideal Ei with

p
Ei D Pi and Pi RPi D EiRPi . It follows that P

ri

i D E
ri �1
i Pi .

Substituting into the original factorization, we have I D BEP1P2 � � � Pn with both
B and E WD Q

i E
ri �1
i invertible. Thus R has pseudo-Dedekind factorization.

There are several ways to conclude that R is also a generalized Dedekind domain.
For example, PRP is principal for each nonzero prime P , but P is sharp (so the
radical of a finitely generated ideal). So, R is a generalized Dedekind domain by
Theorem 3.3.2. For an alternate proof, use pseudo-Dedekind factorization to see
that each divisorial ideal factors as the product of an invertible ideal and a finite
product of pairwise comaximal primes. Each nonzero prime is divisorial, and thus
so is an arbitrary finite product of comaximal primes. Apply Theorem 3.3.6 to see
that R is a generalized Dedekind domain.

To finish the proof, we show that (ii) implies (iv). Suppose R is an h-local gen-
eralized Dedekind domain. From the generalized Dedekind assumption, each PRP

is principal for each nonzero prime P and each such P is sharp (Theorem 3.3.2).
In particular, each maximal ideal is invertible. For each maximal ideal M , RM has
pseudo-Dedekind factorization (Theorem 5.2.9) which combines with the h-local
assumption to yield that R has pseudo-Dedekind factorization with each maximal
ideal invertible (Theorem 5.1.8). ut

5.4 Factorization and the Ring R.X/

Let R be an integral domain and let X be an indeterminate over R. Recall that, for
each h 2 RŒX�, c.h/ denotes the content of the polynomial h; i.e., the ideal of R

generated by the coefficient of h. The Nagata ring of R is the ring R.X/ WD RŒX�U
where U WD fh 2 RŒX� j c.h/ D Rg.

We may extend the notion of the content of a single polynomial to ideals of both
RŒX� and R.X/. For a nonzero ideal I of RŒX�, the content of I is the ideal of
R generated by the coefficients of the polynomials contained in I . It is quite easy
to show that the content of I is the union c.I / WD Sfc.g/ j g 2 I g . A similar
definition can be used with regard to ideals of R.X/. For each nonzero ideal J of
R.X/, the ideal IJ WD J

T
RŒX� is such that J D IJ R.X/. Using this notation,

we set c.J / WD c.IJ /, and again refer to c.J / as the content of J .
It is well-known that if R is a Prüfer domain, then not only is R.X/ a Bézout

domain but it coincides with the Kronecker function ring of R [34, Theorems 32.7
and 33.4]. Hence gR.X/ D c.g/R.X/ for each nonzero g 2 RŒX� (for an explicit
proof that gR.X/ D c.g/R.X/ see the proof of [34, Theorem 32.7]). Moreover,
if V is a valuation domain, then V.X/ is the trivial extension of V in the field of
rational functions K.X/ [34, Propositions 18.7 and 33.1].

The following lemma collects several other useful facts about R.X/ when R is
a Prüfer domain.
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Lemma 5.4.1. Let R a Prüfer domain.

(1) For each nonzero ideal I of R, I vR.X/ D .IR.X//v.
(2) Each ideal of R.X/ is extended from an ideal of R. Specifically, if J is an ideal

of R.X/, then J D c.J /R.X/.
(3) The map I 7! IR.X/ establishes an order-preserving bijection between the set

of the invertible (resp., divisorial, prime, primary, maximal) ideals of R and the
set of the invertible (resp., divisorial, prime, primary, maximal) ideals of R.X/.

(4) R has finite character if and only if R.X/ has finite character.
(5) Each nonzero prime ideal in contained in a unique maximal ideal in R if and

only if the same is true in R.X/.
(6) R is h-local if and only if R.X/ is h-local.

Proof. The statement in (1) follows from the equality .R W I /R.X/ D .R.X/ W
IR.X// that holds for each nonzero ideal I of an arbitrary integral domain R

by [20, Lemma 4.2] and its proof. The statement in (2) follows from the fact
that gR.X/ D c.g/R.X/ for each polynomial g 2 RŒX�. For (3), use (1), (2)
and [34, Proposition 33.1]. Both (4) and (5) follow directly from (3), and (6) follows
from (4) and (5). ut

Using this lemma, it is relatively easy to see that R and R.X/ have similar
factoring properties when R is a Prüfer domain. For example, if I is a nonzero
nondivisorial ideal of R that can be factored as I D I vP1P2 � � � Pn where each Pi

is a prime (maximal) ideal of R, then IR.X/ D .IR.X//v
Q

.Pi R.X// with each
Pi R.X/ a prime (maximal) ideal of R.X/. If, in addition, the Pi ’s are exactly the
nondivisorial maximal ideals M of R for which IRM is not divisorial in RM , then
the Pi R.X/’s play the same role in R.X/. Also, if no Pi can be omitted, then
the same is true about the Pi R.X/’s. As a first application of Lemma 5.4.1, we
can avoid dealing specifically with factoring individual ideals by making use of
statement (6) and Theorem 4.1.2.

Corollary 5.4.2. A Prüfer domain R has the (very) strong factorization property if
and only if R.X/ has the same property.

At this point, it is natural to show explicitly the factorization of a nonzero
nondivisorial ideal J of R.X/, when R is Prüfer with the weak factorization
property. After that we show how to factor such an ideal J when R is Prüfer with
the (very) strong factorization property

Theorem 5.4.3. Let R be a Prüfer domain.

(1) If R has the weak factorization property and if J is a nonzero nondivisorial
ideal of R.X/, then J D J v

Q
i N

si
i , with J v D c.J /vR.X/ and Ni D MiR.X/,

where the Mi ’s are exactly the maximal ideals of R appearing in the weak
factorization c.J / D c.J /v

Q
i M

si
i in the domain R.

(2) If R.X/ has the weak factorization property and if I is a nonzero nondi-
visorial ideal of R, then IR.X/ D I v.X/

Q
i .MiR.X//ri for an appropriate

finite family of maximal ideals Mi R.X/’s of R.X/ and so, by intersect-
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ing with R, we obtain I D I v
Q

i M
ri

i (note that I vR.X/
Q

i .MiR.X//ri D
.I v

Q
i M

ri

i /R.X/).

Proof. The factorization of the ideal IR.X/ in statement (2) follows from
Lemma 5.4.1 and the discussion above. To establish (1), assume R has the weak
factorization property and let J be a nonzero nondivisorial ideal of R.X/. Then by
Lemma 5.4.1, we have both J D c.J /R.X/ and J v D c.J /vR.X/. Since R has
the weak factorization property, c.J / D c.J /vM

s1

1 M
s2

2 � � � M sn
n for some maximal

ideals M1; M2; � � � ; Mn of R. Another application of Lemma 5.4.1, yields a weak
factorization of J as J D J v

Q
N

si

i with Ni D MiR.X/ for each i . ut
Corollary 5.4.4. Let R be a Prüfer domain. Then R has the weak factorization
property if and only if R.X/ has the weak factorization property.

For any domain R, the maximal ideals of R.X/ are the ideals of the form
MR.X/ where M ranges over the set of maximal ideals of R. Also RM .X/ D
R.X/MR.X/ for each M . In the case R is a Prüfer domain, if J is an ideal of
R.X/ and c.J / .¤ c.J /v/ factors as c.J / D c.J /vM1M2 � � � Mn where the Mi ’s
are the distinct maximal ideals M of R such that c.J /RM is not divisorial, then
J D J vN1N2 � � � Nn with each Ni D Mi R.X/ a maximal ideal of R.X/ such that
JR.X/Ni is not divisorial (and JR.X/N divisorial for all other maximal ideals N

of R.X/).
Since it is easy to verify that an overring of an h-local Prüfer domain is again

h-local [27, Chap. IV, Proposition 3.16], then an overring of a Prüfer domain with
strong factorization has strong factorization by Theorem 4.4.8. On the other hand,
recall that not all overrings of a Prüfer domain with weak factorization have weak
factorization (Example 4.3.4). The previous observations show that, for the problem
of studying the overrings of a Prüfer domain with the weak factorization property
(see Corollary 4.3.2), we can assume (without loss of generality) that the domain is
a Bézout domain.

For pseudo-Dedekind factorization, it is relatively easy to show that if R is
an integrally closed domain with pseudo-Dedekind factorization, then R.X/ has
pseudo-Dedekind factorization. The converse is also valid. Moreover, while more
complicated to prove, it is also the case that for any domain R, R has pseudo-
Dedekind factorization if and only if R.X/ has pseudo-Dedekind factorization.

Lemma 5.4.5. For a domain R, R is an h-local domain such that its integral
closure R0 is a Prüfer domain if and only if R.X/ is h-local with integral closure
R0.X/ a Prüfer domain.

Proof. For any domain R, each maximal ideal of R.X/ is of the form MR.X/ for
some maximal ideal M of R. It follows that if f D g=u is a nonzero nonunit of
R.X/ with g; u 2 RŒX� and c.u/ D R, then the only maximal ideals of R.X/

that contain f are those that contain c.g/. Hence f is contained in only finitely
many maximal ideals of R.X/ if and only if c.g/ is contained in only finitely
many maximal ideals of R. Thus R has finite character if and only if R.X/ has
finite character.
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By [37, Theorem 3], R0.X/ is the integral closure of R.X/ (no matter whether
R0 is Prüfer or not). Combining [34, Theorem 33.4] and [5, Theorem 2.7], we have
that the following are equivalent: (i) each prime ideal of R.X/ is extended from
a prime ideal of R, (ii) R0 is a Prüfer domain, (iii) R0.X/ is a Prüfer domain.
Therefore R is h-local with R0 a Prüfer domain if and only if R.X/ is h-local with
R0.X/ a Prüfer domain. ut

For any domain R, if I is a nonzero ideal of R, then IR.X/
T

R D I [50,
Theorem 14.1(3)]. Thus if there are ideals J1; J2; : : : ; Jn of R such that IR.X/ D
J1J2 � � � JnR.X/, then I D J1J2 � � � Jn.

Theorem 5.4.6. Let R be an integrally closed domain. Then R has pseudo-
Dedekind factorization if and only if R.X/ has pseudo-Dedekind factorization.

Proof. An integrally closed domain that has pseudo-Dedekind factorization is an
h-local Prüfer domain (Corollary 5.1.7). Also by [34, Theorem 34.2], R is a Prüfer
domain if and only if R.X/ is a Prüfer domain. Hence if either R or R.X/ has
pseudo-Dedekind factorization, then each is a Prüfer domain. In this case, each ideal
of R.X/ is extended from an ideal of R. In particular, each prime ideal of R.X/ is
extended from a prime ideal of R and each invertible ideal of R.X/ is extended
from an invertible ideal of R. Thus factorizations in R extend to factorizations in
R.X/ and factorizations in R.X/ contract to factorizations in R. Hence R.X/ has
pseudo-Dedekind factorization if and only if R has pseudo-Dedekind factorization.

ut
Essentially the same proof is valid for a domain with strong pseudo-Dedekind

factorization (equivalently, special factorization). In this case, we do not need to
assume, a priori, that R is integrally closed as it must be a Prüfer domain by
Theorem 5.3.13.

Theorem 5.4.7. For a domain R, R is a has strong pseudo-Dedekind factorization
if and only if R.X/ has strong pseudo-Dedekind factorization.

Theorem 5.4.8. For a domain R, R has pseudo-Dedekind factorization if and only
if R.X/ has pseudo-Dedekind factorization.

Proof. By Theorem 5.4.6, we may assume R is not integrally closed. It is well-
known that Max.R.X// D fMR.X/ j M 2 Max.R/g. Moreover, for each maximal
ideal M of R, RM .X/ D R.X/MR.X/.

Assume R has pseudo-Dedekind factorization. Then by Corollary 5.2.14, R

is h-local and for each maximal ideal M , RM is a PVD with pseudo-Dedekind
factorization. We also have that R0 is a Prüfer domain with pseudo-Dedekind
factorization (Theorem 5.2.13) and that R.X/ is h-local with integral closure
R0.X/ (Lemma 5.4.5). Moreover, MR0 is the unique maximal ideal of R0 that
lies over M , and the integral closure of RM is the valuation domain R0

M .
If RM D R0

M , then RM .X/ D R.X/MR.X/ is a valuation domain with pseudo-
Dedekind factorization by Theorem 5.4.6. By Theorem 5.2.4, the other possibility
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is that ŒR0=MR0 W R=M � D 2. In this case, we also have ŒR0
M .X/=MR0

M .X/ W
RM .X/=MRM .X/� D 2. Hence we always have that RM .X/ is a PVD with
pseudo-Dedekind factorization. Thus R.X/ has pseudo-Dedekind factorization
(Corollary 5.2.14).

For the converse, suppose R.X/ has pseudo-Dedekind factorization. Then R.X/

is h-local and RM .X/ is a PVD with pseudo-Dedekind factorization for each
maximal ideal M of R (Corollary 5.2.14). Also R0.X/ is a Prüfer domain with
pseudo-Dedekind factorization (Theorem 5.2.13). Therefore by [5, Theorem 2.7],
each prime ideal of R.X/ is extended from a prime of R. By Lemma 5.4.5, R is
h-local and R0 is a Prüfer domain. Thus by Corollary 5.2.14, it suffices to show that
RM is a PVD with pseudo-Dedekind factorization for each M 2 Max.R/. If RM is
a valuation domain, then we simply invoke Theorem 5.4.6. If RM is not a valuation
domain, then neither is RM .X/. Hence in this case, R0

M .X/ is the canonical
valuation overring of RM .X/ and ŒR0

M .X/=MR0
M .X/ W RM .X/=MRM .X/� D 2.

It follows that R0
M is the canonical valuation overring of RM with ŒR0

M =MR0
M W

RM =MRM � D 2. Therefore R has pseudo-Dedekind factorization. ut
One might be tempted to try the following approach to establishing the impli-

cation that R has pseudo-Dedekind factorization whenever R.X/ does. For a
nonzero noninvertible ideal I of R, factor the extension IR.X/ D AP1P2 � � � Pn

for some invertible ideal A of R.X/ and prime ideals P1; P2; : : : ; Pn (each prime
of R.X/ is extended since R0.X/ is a Prüfer domain). Then simply “show” that
A D JR.X/ for some invertible ideal J of R. However, while there may be an
invertible ideal J such that IR.X/ D JP1P2 � � � PnR.X/, there may be no such
J that extends to the ideal A. For example, let R WD Q C Y QŒ

p
2�ŒŒY �� (with

M WD Y QŒ
p

2�ŒŒY ��) and let f .X/ WD YX C p
2Y . Then R has pseudo-Dedekind

factorization (it is a PVD with integral closure R0 D QŒ
p

2�ŒŒY �� a valuation
domain such that ŒR0=M W R=M � D 2). Since

p
2 is not in R, f .X/ does not

factor as Y.X C p
2/ in RŒX�. However, f .X/.YX � p

2Y / D Y 2.X2 � 2/

and f .X/.
p

2YX � 2Y / D p
2Y.X2 � 2/ are valid factorizations in RŒX�. Thus

Y 2;
p

2Y 2 2 f .X/R.X/. In fact, f .X/R.X/
T

R D M 2. We know M 2 D YM is
a valid factorization in R, and thus M 2R.X/ D YMR.X/. However, we also have
that M 2R.X/ D f .X/MR.X/ is a pseudo-Dedekind factorization of M 2R.X/ in
R.X/, but in this factorization f .X/R.X/ is not extended from an (invertible) ideal
of R.



Chapter 6
Factorization and Intersections of Overrings

Abstract In the first section, we introduce the notion of an h-local maximal
ideal as a maximal ideal M of a domain R such that �.M /RM D K (the
quotient field of R). The second section deals with independent pairs of overrings
of a domain R. In the case R can be realized as the intersection of a pair of
independent overrings, we show that R shares various factorization properties with
these overrings. For example, R has weak factorization if and only if both overrings
have weak factorization. The third section introduces Jaffard families and Matlis
partitions. Just as domains of Dedekind type are the same as h-local domains, a
domain R can be realized as an intersection of the domains of a Jaffard family
if and only if its set of maximal ideals can be partitioned into a Matlis partition
(definitions below). As in the second section, if R D T

˛2A S˛ where fS˛g˛2A is
a Jaffard family, then R satisfies a particular factoring property if and only if each
S˛ satisfies the same factoring property. The last section is devoted to constructing
examples using various Jaffard families.

6.1 h-Local Maximal Ideals

We assume in the present section that R is an integral domain with quotient field
K ¤ R.

Lemma 6.1.1. Let M be a maximal ideal of an integral domain R and let I � M

be a nonzero ideal. Then each minimal prime of A WD IRM

T
R is contained in M .

Proof. First, we observe that
p

A D p
I RM

T
R. In fact, bn 2 A implies bns 2 I

for some s 2 RnM . It follows that bnsn 2 I , so bs 2 p
I . Thus

p
A �p

I RM

T
R. For the reverse containment, c 2 p

I RM

T
R implies ct 2 p

I

some t 2 RnM . Hence cmtm 2 I some m. Therefore cm 2 A.
Thus we may assume I is a radical ideal. By way of contradiction suppose some

minimal prime Q of A is comaximal with M . Then there are elements r 2 Q and
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m 2 M such that r Cm D 1. Since Q is minimal over A, ARQ D QRQ. Hence there
is an element t 2 RnQ such that rt 2 A. This puts t 2 M and t D rt=r 2 ARM

and thus we have t 2 A. But this implies t 2 Q a contradiction. ut
Recall that a Prüfer domain R with weak factorization also has aRTP (The-

orem 4.2.4): for each nonzero noninvertible ideal I , II�1RM is a radical ideal
whenever M is either a steady maximal ideal or an unsteady maximal ideal that
is not minimal over II�1 (as unsteady maximal ideals have height one when R

is Prüfer with weak factorization, the second case occurs only when M does not
contain II�1).

Lemma 6.1.2. Let R be a Prüfer domain with weak factorization and let M be an
invertible maximal ideal of R. Then for each nonzero ideal I � M , A WD IRM

T
R

is divisorial.

Proof. Let I be a nonzero ideal that is contained in M and let A WD IRM \ R.
Since R has weak factorization, each nonzero prime ideal P that is contained in M

is contained in no other maximal ideal of R (Lemma 4.2.3). Thus by Lemma 6.1.1,
M is the only maximal ideal that contains A. Hence the only possible factorization
for A is as A D AvM n for some nonnegative integer n. As M is invertible, AvM n

is divisorial, and thus we have A D Av. ut
Recall that a domain R is h-local if each nonzero prime ideal is contained in a

unique maximal ideal and each nonzero nonunit is contained in only finitely many
maximal ideals. This is equivalent to having �.M /RM D K for each maximal
ideal M [60, Theorem 8.5]. With this equivalence in mind, we say that a maximal
ideal M of R is an h-local maximal ideal of R if �.M /RM D K . Note that if P

is a prime ideal of R that is contained in M and at least one other maximal ideal
N , then RP � RM and RP � RN � �.M /. Hence P D .0/. Thus an h-local
maximal ideal M has the property that each nonzero prime ideal Q � M is such
that Max.R; Q/ D fM g.

A family F D fP˛g˛2A of nonzero prime ideals is said to be defining family
of R if R D T

RP˛ . In [4], Anderson and Zafrullah generalized the notion of
an h-local domain and in the process introduced the notion of a given prime P

in a defining family F being F -independent if no nonzero prime ideal that is
contained in P is contained in some other prime Q 2 F ; equivalently for each Q 2
FnfP g, no nonzero prime ideal is contained in P

T
Q. For example, if we take

F WD Max.R/, then each h-local maximal ideal is F -independent. The converse
does not hold as a non-invertible maximal ideal of an almost Dedekind domain is
not an h-local maximal ideal, but trivially each maximal ideal is F -independent.
In Theorems 6.1.3 and 6.1.4 we show that an h-local maximal ideal has many
of the same properties of each maximal ideal of an h-local domain and is itself
characterized as h-local in ways similar to several of the various properties which
provide global characterizations of h-local domains.
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Theorem 6.1.3. Let R be a domain and let M be an h-local maximal ideal of R.

(1) If P is a nonzero prime ideal that is contained in M , then P �.M / D �.M /.
(2) If I is a nonzero ideal such that Max.R; I / D fM g, then

(a) I�.M / D �.M /,
(b) .R W I /RM D .RM W IRM /,
(c) .IRM /v D I vRM , and
(d) I is divisorial if and only if IRM is divisorial.

(3) �.M / is R-flat.
(4) If I is an ideal that is comaximal with M , then

(a) .R W I /�.M / D .�.M / W I�.M //,
(b) I v D .I�.M //v, and
(c) I is divisorial if and only if I�.M / is divisorial.

(5) If J is a nonzero ideal of R, then JRM

T
R and J�.M /

T
R are comaximal.

Proof. If R is local, then �.M / is the quotient field of R. In this case, all of the
conclusions are trivial. So, we may assume R has at least two maximal ideals.

Let P be a nonzero prime ideal that is contained in M . By way of contradiction,
assume P �.M / ¤ �.M /. Then there is a prime ideal Q0 of �.M / such that
Q0 � P �.M /. Let Q WD Q0 T

R. Then Q � P and we have RP � RQ. Also
RQ � �.M /Q0 since RnQ � �.M /nQ0. From the discussion above, we have
Max.R; P / D Max.R; Q/ D fM g. But then we have RM � RQ � �.M /Q0 ¨
K D �.M /RM , a contradiction. Therefore P �.M / D �.M /.

Let I be a nonzero ideal of R. First we consider the case that M is the only
maximal ideal that contains I . Let H WD .IRM /v

T
R. Then HRM D .IRM /v. Since

M is the only maximal ideal that contains I , each prime ideal that contains I blows
up in �.M /. Hence we also have I�.M / D �.M /. For duals we have .R W H/ D
.RM W HRM /

T
�.M / D .RM W IRM /

T
�.M / D .R W I /. Hence I � H � I v.

Since R D RM

T
�.M /, we have .R W I / D .RM W IRM /

T
.�.M / W

I�.M // D .RM W IRM /
T

�.M /. Multiplying by RM yields .R W I /RM D
.RM W IRM /

T
�.M /RM D .RM W IRM / (since �.M /RM is the quotient field of

R). Hence .IRM /v D .I vRM /v and therefore H D I v with I vRM a divisorial ideal
of RM .

To see that �.M / is flat it suffices to show .R WR t/�.M / D �.M / for each
t 2 �.M /. This is quite simple. It is trivial for t 2 R and for t 2 �.M /nR, the fact
that t 2 RN for each maximal ideal N ¤ M , implies M is the only maximal ideal
of R that contains .R WR t/. Hence .R WR t/�.M / D �.M / by (1).

For (4), we now assume I C M D R and let H WD .I�.M //v
T

R. Since
�.M / is R-flat, H�.M / D .I�.M //v. Also IRM D HRM D RM and therefore
.�.M / W I / D .�.M / W H/ and .R W I / D RM

T
.�.M / W I / D RM

T
.�.M / W

H/ D .R W H/. So, as in (1), I � H � I v. Again, taking advantage of having
�.M /RM D K , we obtain .R W I /�.M / D .RM

T
.�.M / W I //�.M / D

.�.M / W I /. Similarly, .R W I /�.M / D .R W I v/�.M / D .�.M / W I v/. Thus
H D I v and .I v�.M //v D .I�.M //v D I v�.M /.
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For (5), let A WD JRM

T
R and B WD J�.M /

T
R. There is nothing to prove if

either J is comaximal with M or Max.R; J / D fM g. So we may assume both A

and B are proper ideals. From above, we know Max.R; A/ D fM g. So, it suffices
to show B C M D R. By way of contradiction, assume B � M and let P � M be
a minimal prime of B . Since P �.M / D �.M /, there is a finitely generated ideal
G � P such that G�.M / D �.M /. It follows that BRP contains a power of GRP .
Since G is finitely generated, there is an element t 2 RnP such that tGn � B . As
Gn�.M / D �.M /, we have t 2 B�.M /

T
R D B , contradicting the assumption

that P contains B . Hence B C M D R. ut
Theorem 6.1.4. Let R be a domain that is not local and let M be a maximal ideal
of R. Then the following are equivalent.

(i) M is an h-local maximal ideal of R.
(ii) P �.M / D �.M / for each nonzero prime ideal P � M .

(iii) RM RN D K for each maximal ideal N ¤ M .
(iv) Each nonzero ideal of �.M / is extended from an ideal of R that is comaximal

with M .
(v) Each nonzero prime ideal of �.M / is extended from a prime ideal of R that

is comaximal with M .
(vi) For each nonzero ideal I of R, A WD IRM

T
R and B WD I�.M /

T
R are

comaximal.
(vii) For each nonzero prime ideal P � M , Max.R; P / D fM g and there is an

invertible ideal J � P such that Max.R; J / D fM g.

Proof. It is clear that (iv) implies (v). Note that if P is a nonzero prime ideal that is
contained in a maximal ideal N different from M , then RP � RN � �.M /. Hence
P �.M / is a proper ideal of �.M /.

To see that (i) implies (ii), let P be a nonzero prime ideal that is contained in M .
By way of contradiction, assume P �.M / ¤ �.M /. Then there is a prime ideal Q0
of �.M / such that Q0 � P �.M /. Let Q WD Q0 T

R. Then Q � P and we have
RP � RQ. Also RQ � �.M /Q0 since RnQ � �.M /nQ0. From the discussion
above, we have Max.R; P / D Max.R; Q/ D fM g. But then we have RM � RQ �
�.M /Q0 ¨ K D �.M /RM , a contradiction. Therefore P �.M / D �.M /. Note
we also have that Max.R; P / D fM g.

(ii) ) (i) We prove the contrapositive. Suppose �.M /RM is a proper subring of
K . Then there is a valuation domain V.¤ K/ that contains �.M /RM . Let P WD
N

T
R where N is the maximal ideal of V . Since V � RM , P � M and certainly

P �.M / is a proper ideal of �.M /.
For (v) ) (i), we prove the contrapositive. As in the proof of (ii) implies (i),

assume �.M /RM is a proper subring of K and let V.¤ K/ be a valuation domain
that contains �.M /RM . Also let P 0 WD N

T
�.M / and P WD N

T
R, where N is

the maximal ideal of V . We have P 0 � P �.M / and P � M . It follows that there
is no prime ideal Q of R that is comaximal with M and extends to P 0 in �.M /.

(i) ) (iv) & (vi) By Theorem 6.1.3, �.M / is R-flat. Hence each ideal of �.M /

is extended from an ideal of R. Let I be a nonzero ideal of R and let A WD IRM

T
R
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and B WD I�.M /
T

R. By Lemma 6.1.1, each minimal prime of A is contained in
M . We first show that A�.M / D �.M /. By way of contradiction, suppose there
is a prime ideal Q0 of �.M / such that Q0 � A�.M /. Then Q WD Q0 T

R is
a prime ideal that contains A. Next, let P � Q be a minimal prime of A. Then
P � M which then implies Q0 � P �.M / D �.M /, a contradiction. Hence
A�.M / D �.M /. We also have that each prime ideal that contains A is contained
in M and no other maximal ideal.

To see that A and B are comaximal it suffices to show B C M D R. By way
of contradiction, assume B � M and let P � M be a minimal prime of B . Since
P �.M / D �.M /, there is a finitely generated ideal G � P such that G�.M / D
�.M /. Thus there is an element t 2 RnP such that tGn � B for some positive
integer n. It follows that tGn�.M / D t�.M / � B�.M / and from this we deduce
that t 2 B , a contradiction. Thus B C M D R and we also have B C A D R.

(vi) ) (v) Assume that for each nonzero ideal I of R, IRM

T
R and

I�.M /
T

R are comaximal. We first show that �.M / is R-flat. For this it suffices
to show that .R WR t/�.M / D �.M / for each t 2 �.M /nR. Fix t 2 �.M /nR.
Since t 2 RN for each maximal ideal N ¤ M , M is the only maximal ideal that
contains J WD .R WR t/. The ideal J�.M /

T
R contains J and is comaximal

with JRM

T
R. Hence J�.M / D �.M / and therefore �.M / is an R-flat proper

overring of R. Thus each prime ideal of �.M / is extended from a prime ideal of R.
Moreover, if Q is a nonzero prime ideal of �.M /, then P D Q

T
R is the (unique)

prime ideal that extends to Q. If P is not comaximal with M , then we also have
PRM

T
R D P . Hence it must be that P C M D R and therefore (vi) implies (v).

(vii) ) (ii) Let P be a nonzero prime ideal that is contained in M . If M is the
only maximal ideal that contains P and P contains an invertible ideal J such that
Max.R; J / D fM g, then .R W J / � �.M / since .R W J / � RN for each maximal
ideal N that does not contain J . Hence J�.M / D �.M / and thus we also have
P �.M / D �.M /.

(i) ) (vii) Let P be a nonzero prime ideal that is contained in M . From above,
we know P �.M / D �.M /. Thus M is the only maximal ideal that contains P .
Let r 2 P nf0g and set A WD rRM

T
R. Then each minimal prime of A is contained

in M , and thus M is the only maximal ideal that contains A. By Theorem 6.1.3,
.R W A/RM D .RM W ARM /. Since ARM D rRM , ARM is invertible in RM and thus
A.R W A/RM D RM . We also have A�.M / D �.M /. Hence A � P is invertible
with Max.R; A/ D fM g. This completes the proof of the equivalence of (i)–(vii).

ut
The following is a slight generalization of a statement in [6, Corollary 4.4].

Lemma 6.1.5. Let V be a valuation domain whose maximal ideal M is principal.
If F is a field contained in V=M such that ŒV=M W F � D 2, then the ring R formed
by taking the pullback of F over M is a pseudo-valuation domain such that each
nonzero ideal is divisorial.

Proof. Since M is a principal ideal of V , each nonzero ideal of V is divisorial. Each
ideal of V is also an ideal of R. By [30, Corollary 2.9], each nonzero ideal of V is
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a divisorial ideal of R. By [30, Remark 2.11], if J is an ideal of R that is not a
principal ideal of R, then J v D JV. So it suffices to show that each nonprincipal
ideal of R is an ideal of V .

By way of contradiction, suppose A is a nonzero nonprincipal ideal of R that
is not an ideal of V . Then there is an element q 2 Av.D AV/nA and, moreover,
A.R W A/ � M . There must be an element p 2 A such that q=p 2 V . If q=p 2 M ,
then we have q D p.q=p/ 2 AM � A, a contradiction. Hence q=p is a unit of
V . Note that if there is an element s 2 A whose valuation (under the valuation
associated to V ) is strictly smaller than the value of q, then q=s 2 M again gives
the contradiction that q 2 A. Hence Av is a principal ideal of V and qV D pV D
Av D AV . Note that if r 2 Av is such that rV ¨ pV , then r=p 2 M and we have
r 2 A. Consider the ideal qR C pR. Both p and q are in M so this is a proper ideal
of R. We have q=p 2 V nR is a unit of V , so it is also the case that p=q 2 V nR.
Since ŒV=M W R=M � D ŒV=M W F � D 2, V=M D F C .q=p/F . If there is an
element f 2 A such that f V D AV and p does not divide f in R, then f =p is
such that V=M D F C .f =p/F . But then q=p D a C b.f =p/ some a; b 2 F and
from this we would have q D a0p C b0f 2 A for some a0; b0 2 R, a contradiction.
Hence A D pR is principal and thus a divisorial ideal of R. ut
Theorem 6.1.6. Let T be a Prüfer domain with an invertible maximal ideal M

such that ŒT=M W F � D 2 for some field F ¨ T=M . Also, let R be the pullback of
F over M .

(1) T has weak factorization if and only if R has weak factorization.
(2) T has strong factorization if and only if R has strong factorization.
(3) T has pseudo-Dedekind factorization if and only if R has pseudo-Dedekind

factorization.

Proof. For (1), assume T has weak factorization. Then each nonzero prime that is
contained in M is contained in no other maximal ideal (Lemma 4.2.3). Since T is
Prüfer domain, these primes are linearly ordered. Also each such prime contains
an invertible ideal J of T such that M is the only maximal ideal that contains J

(Proposition 4.2.2). For such an ideal J , there are elements f 2 J and q 2 .T W J /

such that qf T C M D T . Hence there is a t 2 T and m 2 M such that tqf C m D 1

which puts tqf 2 RnM . Let B D f R C J 2. Since tqJ � T , tqJ 2 � J � R. Hence
tq 2 .R W B/ with tq 2 RnM . As M is the only maximal ideal of R that contains
J , B is an invertible ideal of R with Max.R; B/ D fM g. Thus M is an h-local
maximal ideal of R. As ŒT=M W R=M � D 2, each nonzero ideal of RM is divisorial
(Lemma 6.1.5) and therefore by Theorem 6.1.3, IRM

T
R is a divisorial ideal of R

for each nonzero ideal I � M .
Let I be an arbitrary nonzero ideal of R and let A WD IRM

T
R. If I is not

contained in M , then A D R. Otherwise, A is a proper divisorial ideal of R and
M is the only maximal ideal of R that contains A. Moreover, A�.M / D �.M /.
If M is the only maximal ideal that contains I , then I D A is divisorial. Thus we
may assume I is contained in at least one maximal ideal other than M . Hence B WD
I�.M /

T
R is a proper ideal of R. By Theorem 6.1.3, B is comaximal with both
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M and A. Thus AB D A
T

B . In addition, .AB/v D .A
T

B/v D A
T

Bv D ABv

since A is divisorial.
We also have .B�.M //v D Bv�.M / with Bv D .R W .R W B// (but the same

equality holds if instead Bv D .T W .T W BT//). By Theorem 4.3.8, �.M / has
weak factorization. Hence B�.M / D BvN

r1

1 N
r2

2 � � � N rm
m �.M / for some nonin-

vertible maximal ideals N1; N2; : : : ; Nm of R. We have B D B�.M /
T

R and
clearly BvN

r1

1 N
r2

2 � � � N rm
m is comaximal with M . Hence B D BvN

r1

1 N
r2

2 � � � N rm
m .

It follows that I D ABvN r1N
r2

2 � � � N rm
m D I vN

r1

1 N
r2

2 � � � N rm
m . Therefore R has

weak factorization.
For the converse, assume R has weak factorization. Let P be a nonzero

nonmaximal prime ideal of R. Then P D P vA where A is either equal to R or
to a finite product of maximal ideals of R. The latter can occur only if P D P v,
so in either case P D P v. Similarly, if Q is a proper P -primary ideal, then Q is
divisorial as we have QRP D QvRP .

Next we show that M is an h-local maximal ideal of both R and T . The proof
for T is similar to that used to establish Lemma 4.2.3(1). Let P be a nonzero prime
ideal of T that is properly contained in M . Then P is also a prime ideal of R. We
may further assume that P is branched. Thus P D p

B for some invertible ideal B

of T by Theorem 2.3.12. As in the proof of Lemma 4.2.3(1), let J WD BTM \ T .
Then by Theorem 2.5.2(2), J v D J.P 0 W P 0/ D B.P 0 W P 0/ where P 0 is the
largest prime ideal that is contained in all of the maximal ideals of T that contain
P . In addition J �1 D B�1P 0 and J ¨ J v whenever more than one maximal ideal
contains P . Since Max.T; P / D Max.T; P 0/, P 0 is a sharp prime of T and thus a
maximal ideal of .P 0 W P 0/. In addition, P 0 is a prime ideal of R and it is the only
maximal ideal of .P 0 W P 0/ that contains P . It follows that J vTP 0 D BTP 0 D JTP 0

and we have J v D BTP 0 \ T . By way of contradiction, assume P 0 ¤ M . Then P 0
is a (nonmaximal) prime ideal of R, .P 0 W P 0/ © T and TP 0 D RP 0 . It follows that
J v D BRP 0 \ R. Since J v D J.P 0 W P 0/ © J , J v cannot be an invertible ideal of
T . Moreover, we also have J vTP 0 D J vTM . Hence J v.T W J v/ � M and from this
we have .T W J / D .T W J v/ D .M W J v/ � .R W J v/ � .R W J /. It follows that
.T W J v/ D .R W J / D .R W J v/ and therefore J v is also the divisorial closure of J

in R. Thus in R, J D J vH where H is a finite product of maximal ideals of R.
By Lemma 2.5.1(2), JTP 0 D J v� .P /. Hence BTM D JTM � J� .P / D

J vH� .P / D JHTP 0 D JTP 0 D BTP 0 � BTM . Since B is an invertible ideal
of T , we have a contradiction as we assumed P 0 ¤ M . Hence P 0 D M and
therefore each nonzero prime ideal of T that is contained in M is both sharp and
contained in no other maximal ideal. Thus M is an h-local maximal ideal of T

(Theorem 6.1.4). Since RM is a pseudo-valuation domain with integral closure TM ,
each proper overring of RM contains TM . Hence it must be that RM �.M / D K

and therefore M is an h-local maximal ideal of R as well.
Reset notation and now simply let J be a nonzero ideal of R. By Theorem 6.1.3,

JRM \R and J�.M /\R are comaximal ideals of R. Clearly, their intersection is J .
Moreover, since each nonzero ideal of RM is divisorial, JRM \R is a divisorial ideal
of R (Theorem 6.1.3). The ideal J�.M / \ R is also comaximal with M . Hence
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J�.M / \ R is a divisorial ideal of R if and only if J�.M / is a divisorial ideal of
�.M /. So as in the Prüfer case, �.M / inherits weak factorization in a natural way
from R.

Finally for a nonzero ideal I of T , we can split I into comaximal factors ITM \T

and C WD I�.M / \ T . As with JRM \ R, ITM \ T is a divisorial ideal of T . Also
C v�.M / D .I�.M //v with C v D .I�.M //v \ T . If C is divisorial, then so
is I as it is the product of comaximal divisorial ideals. On the other hand, if C

is not divisorial, I�.M / D C�.M / D C vN�.M / where N is a finite product
of maximal ideals of T (distinct from M ). In this case we have I D I vN (with
I v D .ITM \ T /.C v�.M / \ T /). Therefore T has weak factorization.

For the equivalence in (2), the factorizations obtained in the proof of (1) are
inherited from the factorizations in �.M /. Thus the following are equivalent: (i)
T has strong factorization, (ii) �.M / has strong factorization, (iii) R has strong
factorization.

The statement in (3) follows easily from Theorems 5.1.8 and 5.2.4 and Corol-
lary 5.2.14. ut

6.2 Independent Pairs of Overrings

Recall that if V and W are incomparable valuation domains with the same quotient
field K , then K is also the quotient field of V

T
W and V

T
W is a Bézout domain

with exactly two maximal ideals, one is the contraction of the maximal ideal of V

and the other is the contraction of the maximal ideal of W (see, for example, [34,
Theorem 22.8]). Such a pair of valuation domains is said to be independent if .0/ is
the only common prime ideal. Since each overring of V has the form VP for some
prime ideal P D PVP of V and each overring of W has the form WQ for some
prime ideal Q D QWQ of W , the following are equivalent for V and W .

(i) V and W are independent.
(ii) VW D K .

(iii) No nonzero prime ideal of V
T

W survives in both V and W .

We extend the notion of independent valuation domains as follows. For a pair
of domains S and T with the same quotient field K , we say that S and T are
independent if ST D K and no nonzero prime ideal of S

T
T survives in both

S and T . In the event S
T

T also has quotient field K , then all that one needs to
check is that no nonzero prime ideal of S

T
T survives in both S and T . In fact, a

slightly weaker condition suffices.

Lemma 6.2.1. Let S and T be overrings of a domain R. If no nonzero prime ideal
of R survives in both S and T , then S and T are independent.

Proof. Let K be the quotient field of R and assume no nonzero prime ideal of R

survives in both S and T . Next, let V be a valuation domain with quotient field K

that contains ST and let M be the maximal ideal of V . Then M
T

S is a prime ideal
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of S , M
T

T is a prime ideal of T and M
T

R is a prime ideal of R. Since both
M

T
S and M

T
T contain M

T
R, it must be that M

T
R D .0/. It follows that

M D .0/ (since R and V have the same quotient field) and therefore V D K . Also
note that if Q is a nonzero prime ideal of S

T
T , then Q

T
R is a nonzero prime

ideal of R. Thus Q survives in at most one of S and T . Therefore S and T are
independent. ut

In general, just knowing that no nonzero prime ideal of S
T

T survives in both S

and T is not enough to conclude that ST D K . Consider the domains S WD F ŒX� and
T WD F Œ1=X� where F is field (and X an indeterminate over F ). Then S

T
T D F ,

so trivially no nonzero prime ideal of S
T

T survives in both S and T . However,
ST D F ŒX; 1=X� is properly contained in its quotient field, F.X/, and thus S and T

are not independent.

Theorem 6.2.2. Let R be a domain with a pair of proper overrings S and T such
that R D S

T
T . If S and T are independent, then

(1) both S and T are R-flat, and
(2) .R W I /S D .S W IS/ and .R W I /T D .T W IT/ for each nonzero ideal I of R.

Proof. To see that both S and T are R-flat, let P be a nonzero prime ideal of R that
survives in S . Since S and T are independent, PT D T . Moreover, if Q � P is a
nonzero prime ideal of R, then QS ¤ S and so we also have QT D T . Both RP

and T contain R and the only prime ideals of R that survive in RP are those that
are contained in P . Hence no nonzero prime ideal of R survives in both RP and T .
Thus RP and T are independent by Lemma 6.2.1, and we have TP D TRP D K .
Then RP D .S

T
T /P D SP

T
TP D SP . That S is R-flat follows from [74,

Theorem 1]. A similar proof shows that T is R-flat.
For (2), first note that since S

T
T D R, .R W I / D .S W IS/

T
.T W IT/.

Hence .R W I /S D Œ.S W IS/
T

.T W IT/�S . Since S is R-flat, S distributes over
the intersection and we have .R W I /S D .S W IS/

T
.T W IT/S D .S W IS/ since

ST D K . Similarly, .R W I /T D .T W IT/. ut
In general, for an independent pair S and T , a nonzero proper ideal I of S

T
T

can be such that IS D S and IT D T . For example, let R WD KŒX; Y� and let
S WD R.X/ and T WD TfR.f / j f 2 Rn.X/ is irreducibleg. Clearly, S and T are
independent with S

T
T D R, but the maximal ideal XR C YR blows up in both S

and T .
In the next result, we consider what additional conclusions one can draw when

S and T are independent and each nonzero ideal of S
T

T survives in at least one
of S and T . It is helpful at this point to introduce the notion of “splitting sets” for
Max.R/.

Let Y be a nonempty subset of Max.R/ and let RY WD TfRM j M 2 Y g.
We say that a pair of nonempty subsets Y1 and Y2 of Max.R/ split R if the
corresponding overrings RY1 and RY2 are independent with R D RY1

T
RY2 (so

necessarily, Y1 and Y2 are disjoint). If, in addition, Max.R/ D Y1

S
Y2, then we

say that the pair Y1 and Y2 fully split R.
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Theorem 6.2.3. Let R be a domain with a pair of proper independent overrings S

and T such that R D S
T

T and each nonzero ideal of R survives in at least one of
S and T .

(1) Each nonzero prime ideal of R survives in exactly one of S and T .
(2) Max.S/ D fMS j M 2 Max.R/, MS ¨ Sg and Max.T / D fNT j N 2

Max.R/, NT ¨ T g.
(3) The sets MS WD fM 2 Max.R/ j MS ¤ Sg and MT WD fN 2 Max.R/ j

NT ¤ T g fully split R. Moreover, S D TfRM j MS 2 Max.S/g and T DTfRN j NT 2 Max.T /g.
(4) For each nonzero ideal I of R, the ideals IS WD IS

T
R and IT WD IT

T
R are

comaximal with I D ISIT . Moreover, I D IS
T

IT, IST D T and IT S D S .
(5) For each nonzero ideal I of R, I vS D .IS/v, .IS/v D .I v/S , I vT D .IT/v and

.IT /v D .I v/T (where .IS/v D .S W .S W IS// and .IT/v D .T W .T W IT///.

Proof. By assumption, each nonzero prime ideal of R survives in at least one of S

and T , and thus in exactly one since S and T are independent. In particular, if M is
a maximal ideal of R, then either MS ¤ S with MT D T or MT ¤ T with MS D S .

By flatness, if P is a nonzero prime ideal of R such that PS ¤ S , then PS is
a prime ideal of S such that PS

T
R D P . Moreover, each nonzero prime of S is

extended from a nonzero prime ideal of R which blows up in T . Hence Max.S/ D
fMS j M 2 Max.R/ with MS ¤ Sg and S D TfRM j MS 2 Max.S/g. Similarly
Max.T / D fNT j N 2 Max.R/, NT ¨ T g and T D TfRN j NT 2 Max.T /g.
Since each maximal ideal of R survives in exactly one of S and T , the sets MS and
MT fully split R.

For (4) and (5), let I be a nonzero ideal of R. Since MS and MT fully split R

with S D RMS and T D RMT , then IS

T
IT D I . To see that IS and IT are

comaximal, suppose P is a minimal prime of IS . If PS D S , then there is a finitely
generated ideal B � P such that PS D BS. Since P is minimal over IS , there is
a positive integer n and an element t 2 RnP such that tBn � I . It follows that
tS D tBnS � IS D ISS which leads to the contradictory containment t 2 IS � P .
Hence PS ¨ S and PT D T . It follows that IS and IT are comaximal and therefore
I D IS IT . Moreover, no prime ideal of T can contain IST as the contraction of
such a prime to R would contain a minimal prime of IS . Hence IST D T . We
also have IT S D S . That I D IS

T
IT follows from the above and the fact that

R D S
T

T .
By Theorem 6.2.2, .S W I vS/ D .R W I v/S D .R W I /S D .S W IS/ and

.T W I vT / D .R W I v/T D .R W I /T D .T W IT/. So .IS/v D .I vS/v and

.IT/v D .I vT /v. Let JS D .IS/v
T

R and JT D .IT/v
T

R. Then JS � .I v/S and
JT � .I v/T . It follows that J WD JS JT contains I v. Since JS contains IS and JT

contains IT , JS and JT are comaximal. Also, JS T D T and JT S D S . With regard
to duals we have .R W I / � .R W J / D .S W JS/

T
.S W JT/ D .S W IS/

T
.T W IT/ D

.R W I /. Thus J D I v and therefore I vS D JS D JS S D .IS/v D .I vS/v and
I vT D JT D JT D .IT/v D .I vT /v. We also have .I v/S D JS and .I v/T D JT .
Since IS and IT are comaximal and I D IS IT , I v D .IS/v.IT /v. In addition,
.I v/S D .IS /v and .I v/T D .IT /v. ut
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6.3 Jaffard Families and Matlis Partitions

Let S WD fS˛g˛2A be a family of domains (that are not fields) with the same
quotient field K such that R WD T

˛2A S˛ also has quotient field K . For each
nonzero ideal I of R and each ˛ 2 A , let I˛ WD IS˛

T
R and let suppS .I / WD f˛ 2

A j I˛ ¤ Rg (= the support of I with respect to S ). It is clear that ˛ 2 suppS .I /

if and only if IS˛ ¤ S˛. Also if I � J , then suppS .I / � suppS .J /. We say that
such a family is a Jaffard family if for each nonzero ideal I of R,

(a) suppS .I / is a finite nonempty subset of A ,
(b) I D I˛1I˛2 � � � I˛n where suppS .I / D f˛1; ˛2; : : : ; ˛ng, and
(c) I˛ C Iˇ D R for all ˛ ¤ ˇ in A .

Clearly, it is enough to check (c) for ˛ ¤ ˇ in suppS .I /. Also, since R DT
˛2A S˛, (b) implies I D T

˛2A IS˛ with IS˛ D S˛ for all but finitely many ˛.

Theorem 6.3.1. Let S WD fS˛g˛2A be a Jaffard family with R WD T
˛2A S˛. Also

for each ˛ 2 A , let T˛ WD TfS� j � 2 A nf˛gg .D K , if jA j D 1/.

(1) For each nonzero prime ideal P of R, jsuppS .P /j D 1 and P D Pˇ when
PSˇ ¨ Sˇ. Moreover, if Q is a prime ideal of R such that suppS .Q/ D fˇg D
suppS .P /, then PSˇ ¨ QSˇ if and only if P ¨ Q.

(2) The following are equivalent for each pair of ideals A and B of R.

(i) A D B .
(ii) A˛ D B˛ for each ˛ 2 A .

(iii) AS˛ D BS˛ for each ˛ 2 A .
(iv) suppS .A/ D suppS .B/ and ASˇ D BSˇ for each ˇ 2 suppS .A/.

(3) For each nonzero ideal I of R and each pair ˛ ¤ ˇ in A , I˛Sˇ D Sˇ.
(4) For each ˛ 2 A , S˛ and T˛ are independent, so both are R-flat.
(5) For each ˛ 2 A and each maximal ideal N of S˛ , N \ R is a maximal ideal

of R and N D .N \ R/S˛.
(6) For each nonzero ideal I of R, I is invertible as an ideal of R if and only if IS˛

is an invertible ideal of S˛ for each ˛ (equivalently, for each ˛ 2 suppS .I /).
(7) For each nonzero ideal I of R and each ˛ 2 A , .R W I /S˛ D .S˛ W IS˛/ and

.IS˛/v D .I vS˛/v.
(8) For each nonzero ideal I of R and each ˛ 2 A , .I v/˛ D .I˛/v, I vS˛ D .IS˛/v.

Proof. First for a nonzero prime P of R, let fˇ1; ˇ2; : : : ; ˇng D suppS .P /. We
have P D Pˇ1Pˇ2 � � � Pˇn with Pˇi C Pˇj D R for all i ¤ j . Since P is a prime
ideal and each Pˇi contains P , we have n D 1. Thus P D Pˇ1 and PS˛ D S˛ for
all ˛ 2 A nsuppS .P /. Let Q be a nonzero prime ideal with suppS .Q/ D fˇ1g.
We have Q D Qˇ1 and P D Pˇ1 , so clearly P ¨ Q if and only if PSˇ1 ¨ QSˇ1

.
The statement in (2) is clear from the factorization property for nonzero ideals.
Let I be a nonzero ideal of R and let ˛ ¤ ˇ be indices in A . Then .I˛/ˇ D

I˛Sˇ \ R � ISˇ \ R D Iˇ also .I˛/ˇ � I˛ . As I˛ and Iˇ are comaximal, we have
I˛Sˇ D Sˇ.
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For (4), it is clear that R D Sˇ \ Tˇ for each ˇ 2 A . Since Sˇ ¨ K ,
there is at least one nonzero prime ideal P such that PSˇ ¤ Sˇ , necessarily
with P D Pˇ . We will show that PTˇ D Tˇ for each such prime P . Let
r 2 P be nonzero. Then rR factors as rR D .rR/ˇ.rR/˛1.rR/˛2 � � � .rR/˛n with
suppS .rR/ D fˇ; ˛1; ˛2; : : : ; ˛ng (possibly with no ˛i s). Clearly, the ideal .rR/ˇ

is invertible. We also have .rR/ˇS˛ D S˛ for each ˛ ¤ ˇ. Thus each such S˛

contains .R W .rR/ˇ/ and therefore .R W .rR/ˇ/ � Tˇ. Hence .rR/ˇTˇ D Tˇ. As
P D Pˇ � .rR/ˇ, P Tˇ D Tˇ. It follows that no nonzero prime ideal of R survives
in both Sˇ and Tˇ. Therefore Sˇ and Tˇ are independent by Lemma 6.2.1. Hence
each is R-flat by Theorem 6.2.2.

For (5), Sˇ is flat over R so each prime ideal of Sˇ is extended from a prime
ideal of R. In particular, if N is a maximal ideal of Sˇ, then P WD N

T
R is a

prime ideal of R. By (1), each maximal ideal M of R that contains P is such that
suppS .M / D fˇg. Thus we have N D PSˇ � MSˇ ¨ Sˇ. Hence P D M and
N D MSˇ.

Clearly, if I is an invertible ideal of R, then IS˛ is an invertible ideal of S˛

for each ˛ 2 A . To establish the converse, first note that IS˛ D S˛ except for
those ˛i 2 supp.I /, a finite set. Thus we start with the assumption that IS˛i is an
invertible ideal for each ˛i 2 suppS .I / D f˛1; ˛2; : : : ; ˛ng. Hence there is a finitely
generated ideal J � I such that JS˛i D IS˛i for each 1 � i � n. While it may be
that JS˛ ¤ S˛ for some ˛ 2 A nsuppS .I /, there are only finitely many such ˛.
Thus, in this event, there is a finitely generated ideal B � I such that BS˛ D S˛ for
each ˛ 2 suppS .J /nsuppS .I /. The finitely generated ideal J C B is contained in
I with suppS .J CB/ D suppS .I / and .J CB/S˛i D IS˛i for each ˛i 2 suppS .I /

and .J C B/Sˇ D Sˇ D ISˇ for each ˇ 2 A nsuppS .I /. Hence I D J C B and
we at least have that I is a finitely generated of R. To complete the proof, it suffices
to show IRM is invertible (principal) for each maximal ideal M of R. Let M be a
maximal ideal that contains I . Then suppS .M / D f˛i g for some 1 � i � n since
each maximal ideal survives in exactly one S˛ and certainly MS˛ D S˛ whenever
IS˛ D S˛. By flatness RM D .S˛i /M and thus IRM D .IS˛i /M is an invertible ideal
of RM .

For (7) and (8), let I be a nonzero ideal of R and let ˛ 2 A . It is clear that
each nonzero ideal of R survives in at least one S˛ and T˛. Thus we may apply
Theorems 6.2.2 and 6.2.3 to obtain all of the conclusions in (7) and (8): .R W I /S˛ D
.S˛ W IS˛/, .IS˛/v D .I vS˛/v, .I v/˛ D .I˛/v and I vS˛ D .IS˛/v. ut

For a domain R, let Spec�.R/ WD Spec.R/nf.0/g.

Corollary 6.3.2. Let S WD fS˛g˛2A be a Jaffard family and let R WD T
S˛ . Also,

for each ˛ 2 A , let X˛ WD fM 2 Max.R/ j MS˛ ¤ S˛g and Y˛ WD fP 2
Spec�.R/ j PS˛ ¤ S˛g. Then the collection of sets fX˛g˛2A partitions Max.R/,
and for each ˛, Max.S˛/ D fMS˛ j M 2 X˛g and S˛ D TfRM j M 2 X˛g. Also,
the collection of sets fY˛g˛2A partitions Spec�.R/, and for each ˛, Spec�.S˛/ D
fPS˛ j P 2 Y˛g.
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Proof. By Theorem 6.3.1(1), if P is a nonzero prime ideal of R, then there is
a unique S˛ such that PS˛ ¤ S˛ . So necessarily, if M is a maximal ideal of
R that contains P , then PS˛ ¤ S˛ implies MS˛ ¤ S˛. Thus it is clear that
fX˛g˛2A partitions Max.R/ and fY˛g˛2A partitions Spec�.R/. Each S˛ is R-flat
by Theorem 6.3.1(4). Thus if Q is a prime ideal of S˛, then Q D .Q \ R/S˛. Also,
if P is a prime ideal of R such that PS˛ ¤ S˛, then PS˛ \ R D P with PS˛ a prime
ideal of S˛. Thus Max.S˛/ D fMS˛ j M 2 X˛g and Spec�.S˛/ D fPS˛ j P 2 Y˛g
for each ˛.

For each M 2 X˛ , RM D .S˛/MS˛ by flatness. Thus S˛ D TfRM j M 2 X˛g.
ut

Next, we take a different approach which generalizes the notion of splitting pairs.
Let P WD fX˛g˛2A be a partition of Max.R/ and for each ˛ 2 A , let W˛ WDTfRM j M 2 X˛g. As above, let suppP.I / D f˛ 2 A j IW˛ ¨ W˛g(=the
support of I with respect to P . Say that P is a Matlis partition of Max.R/ if
jsuppP.rR/j < 1 for each nonzero nonunit r 2 R and jsuppP.P /j D 1 for each
nonzero prime ideal P of R. Note that suppP.I / is nonempty (but finite) for each
nonzero ideal I of R. Also, R is h-local if and only if P WD ffM˛g j M˛ 2
Max.R/g is a Matlis partition of R.

Lemma 6.3.3. Let R be an integral domain and let P WD fX˛g˛2A be a Matlis
partition of Max.R/. For each nonzero ideal I of R and each ˇ 2 suppP.I /, if P

is a minimal prime ideal of IWˇ \ R, then suppP.P / D fˇg.

Proof. Note that for the ideal I , Iˇ WD IWˇ \ R is such that IˇWˇ D IWˇ. So
we may assume I D Iˇ . Let P be a minimal prime ideal of I and by way of
contradiction assume suppP.P / ¤ fˇg. Since jsuppP.P /j D 1, it must be that
PWˇ D Wˇ. Thus there is a finitely generated ideal B � P such that BWˇ D Wˇ .
Since P is minimal over I (and B is finitely generated), some power of BRP is
contained in IRP . Without loss of generality, we may assume BRP � IRP . Thus
there is an element t 2 RnP such that tB � I . Extending to Wˇ, we get tWˇ D
tBWˇ � IWˇ and from this we get t 2 IWˇ \ R D I , a contradiction. Hence
suppP.P / D fˇg. ut
Theorem 6.3.4. Let R be an integral domain with quotient field K © R.

(1) If S WD fS˛g˛2A is a Jaffard family such that R D T
S˛, then there is a Matlis

partition P WD fX˛g˛2A of Max.R/ such that S˛ D W˛ for each ˛ 2 A .
(2) If P WD fX˛g˛2A is a Matlis partition of Max.R/, then fW˛g˛2A is a Jaffard

family such that R D T
W˛ .

Proof. The statement in (1) follows directly from Corollary 6.3.2.
For the proof of (2), suppose P WD fX˛g˛2A is a Matlis partition of Max.R/.

By definition each nonzero prime ideal of R survives in exactly one W˛. Thus by
Lemma 6.2.1, W˛ and Wˇ are independent for each pair ˛ ¤ ˇ in A .

Next let I be a nonzero ideal of R. Then suppP.I / is a finite set,
say suppP.I / D f˛1; ˛2; : : : ; ˛ng. For each ˛i , let I˛i WD IW˛i \ R. For
˛ 2 A nsuppP.I /, IW˛ D W˛ and so I˛ WD IW˛ \ R D R. We have
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I � T
I˛ D T

I˛i since I˛ D R for all ˛ 2 A nsuppP.I /. Also, for each
N 2 X˛i , we have W˛i � RN and thus IW˛i D I˛i W˛i � I˛i RN D IRN . It follows
that I D T

I˛i .
By Lemma 6.3.3, suppP.P / D f˛i g for each minimal prime P of I˛i . It follows

that suppP.M / D f˛i g for each maximal ideal that contains I˛i . Thus no maximal
ideal can contain more than one I˛j which means the I˛i s are pairwise comaximal.
Hence I D Qn

iD1 I˛i . From this we have that fW˛g˛2A is a Jaffard family (for R).
ut

Theorem 6.3.5. If S WD fS˛g˛2A is a family of overrings of a domain R such that
R D T

˛2A S˛, then the following are equivalent.

(i) S is a Jaffard family.
(ii) For each nonzero ideal I of R, 1 � jsuppS .I /j < 1 and for each ˇ 2

suppS .I /, suppS .Iˇ/ D fˇg.
(iii) (a) each nonzero nonunit of R is a unit in all but finitely many S˛s,

(b) for each nonzero ideal I of R, IS˛ ¤ S˛ for at least one S˛ 2 S , and
(c) for each ˇ 2 A , Sˇ and

T
˛¤ˇ S˛ are independent.

Proof. By definition, each Jaffard family satisfies (a) and (b) in (iii), and each such
family satisfies (ii) and (c) by Theorem 6.3.1.

To see that (iii) implies (ii), first note that (a) and (b) together imply 1 �
jsuppS .I /j < 1 for each nonzero ideal I of R. Also, for each ˇ 2 suppS .I /, the
ideal Iˇ.D ISˇ \ R/ blows up in

T
˛¤ˇ S˛ by (c) and Theorem 6.2.3. It follows that

IˇS˛ D S˛ for each ˛ ¤ ˇ. Hence suppS .Iˇ/ D fˇg. Therefore (iii) implies (ii).
To complete the proof, we show (ii) implies (i). Assume that for each nonzero

ideal I of R, 1 � jsuppS .I /j < 1 and suppS .Iˇ/ D fˇg for each ˇ 2 suppS .I /.
If M is a maximal ideal of R, then Mˇ D M for each ˇ 2 suppS .M / and thus
jsuppS .M /j D 1.

First we show that for each nonzero ideal I , the ideals I˛1 ; I˛2 ; : : : ; I˛n are pair-
wise comaximal and

T
˛2A IS˛ D Qn

iD1 I˛i where suppS .I / D f˛1; ˛2; : : : ; ˛ng.
That I D Qn

iD1 I˛i will then follow from showing that S˛ D TfRM j M 2
Max.R/ such that MS˛ ¤ S˛g.

Let I be a nonzero ideal of R and let suppS .I / D f˛1; ˛2; : : : ; ˛ng. Since
R D T

˛2A S˛ and IS˛ D S˛ for all ˛ … suppS .I /, I � T
˛2A IS˛ D

I˛1 \ I˛2 \ � � � \ I˛n . If M is a maximal ideal that contains I , then M survives in
exactly one S˛ which must be one of the S˛i s. Clearly M contains the corresponding
I˛i but contains no other I˛j (since I˛j S˛i D S˛i © MS˛i for all j ¤ i ). Hence
the ideals I˛1 ; I˛2 ; : : : ; I˛n are pairwise comaximal. Thus

T
˛2A IS˛ D Qn

iD1 I˛i .
Since I � Qn

iD1 I˛i and suppS .I˛i / D f˛i g for each i , suppS .
Qn

iD1 I˛i / D
suppS .I /. Moreover, if f�1; �2; : : : ; �kg is a nonempty subset of suppS .I /, then
suppS .

Qk
iD1 I�i / D f�1; �2; : : : ; �kg.

Next we show that there is an invertible ideal B � I such that suppS .B/ D
suppS .I /. To start, let b be a nonzero element of I . Then suppS .I / �
suppS .bR/ WD fˇ1; ˇ2; : : : ; ˇmg. We may assume ˇi D ˛i for 1 � i � n. We
are done if m D n, so we may further assume m > n. Since R D T

˛2A S˛,



6.3 Jaffard Families and Matlis Partitions 133

we have bR D T
˛2A bS˛ . Thus bR D .

Qn
iD1.bR/˛i / � .

Qm
j DnC1.bR/ˇj /. The

ideals B WD Qn
iD1.bR/˛i and C WD Qm

j DnC1.bR/ˇj are comaximal invertible
ideals with bR D BC � I . Since suppS .C / D fˇnC1; ˇnC2; : : : ; ˇmg has
empty intersection with suppS .I /, I and C are comaximal. Thus B � I with
suppS .B/ D suppS .I /.

Let P be a nonzero prime ideal of R. Then from the argument in the previous
paragraph, for each nonzero d 2 P , dR D .dR/ı1.dR/ı2 � � � .dR/ım where
suppS .dR/ WD fı1; ı2; : : : ; ımg with the invertible ideals .dR/ı1 ; .dR/ı2 ; : : : ;

.dR/ım pairwise comaximal. It follows that P contains exactly one of the .dR/ıj s
and from this we deduce that jsuppS .P /j D 1.

Next we shift the focus to the S˛s. For a given Sˇ , there is an element t 2 R

such that tSˇ is a proper ideal of Sˇ (since each S˛ is an overring of R and none
are the quotient field). Thus the ideal Bˇ WD tSˇ \ R is an invertible ideal of R

such that suppS .P / D fˇg for each prime ideal P of R that contains Bˇ . Also,
by assumption, BˇS˛ D S˛ for all ˛ ¤ ˇ. It follows that each such S˛ contains
.R W Bˇ/ and thus so does Tˇ WD T

˛¤ˇ S˛ . Moreover, if Q is a prime ideal of
R such that suppS .Q/ D fˇg, then Q contains an invertible ideal C such that
suppS .C / D fˇg and CSˇ \ R D C . As with Bˇ, .R W C / � Tˇ and thus QTˇ D
Tˇ. Therefore SˇTˇ D K , the quotient field of R. It follows that Sˇ and Tˇ are
independent with Sˇ \ Tˇ D R. By Theorem 6.2.3, Sˇ D TfRM j M 2 Max.R/

such that MSˇ ¤ Sˇg. ut
Corollary 6.3.6. Let S WD fS˛g˛2A be a Jaffard family. If S WD T

˛2A S˛ is a
Bézout domain, then for each nonzero ideal I , there is a principal ideal bS � I

such that suppS .bS/ D suppS .I /.

Proof. Let I be a nonzero ideal of S . Then from the proof of Theorem 6.3.5, there
is an invertible ideal B � I such that suppS .B/ D suppS .I /. In the case S is
Bézout, B is principal. ut
Theorem 6.3.7. Let S WD fS˛g˛2A and be a Jaffard family with common quotient
field K and let B be a nonempty subset of A with complement C WD A nB.

(1) If B is a proper subset of A , then the domains RB WD T
ˇ2B Sˇ and RC WDT

�2C S� are independent.
(2) The set fSˇgˇ2B is a Jaffard family.
(3) If fWˇgˇ2B is a family of domains such that Sˇ � Wˇ ¨ K for each ˇ 2 B,

then fWˇgˇ2B is a Jaffard family if and only if each nonzero ideal of W WDT
ˇ2B Wˇ survives in at least one Wˇ.

Proof. Throughout the proof we let R WD T
˛2A S˛.

For (1), suppose B is a proper subset of A and let P be a nonzero prime ideal
of R. Then by Theorem 6.3.1, suppS .P / D f�g for some � 2 A and PT� D T�

where T� WD T
˛¤� S˛. It follows that PRB D RB when � 2 C , and PRC D RC

when � 2 B. Therefore RB and RC are independent by Lemma 6.2.1.
For (2), there is nothing to prove if B D A , so we may assume B is a proper

(nonempty) subset of A . Let J be a nonzero ideal of RB and let I WD J \ R. Since
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RB and RC are independent and each nonzero ideal of R survives in at least one of
these two domains, IRC D RC and IRB D J by Theorem 6.2.3. It follows that, for
all ˛ 2 A , JS˛ ¤ S˛ if and only if IS˛ ¤ S˛. In addition, JS� D S� for all � 2 C .
Thus suppS .I / � B with Sˇ © ISˇ D JSˇ for each ˇ 2 suppS .I /. Hence (with
abuse of notation) 1 � jsuppS .J /j < 1.

For each ˇ 2 suppS .J /, let Jˇ WD JSˇ \ RB. Then Jˇ \ R D ISˇ \ R D Iˇ .
For ı ¤ ˇ, Sı � JˇSı � IˇSı D Sı. Therefore fSˇgˇ2B is a Jaffard family by
Theorem 6.3.5.

For (3), assume Sˇ � Wˇ ¨ K for each ˇ 2 B. Then R � RB � W so each
nonzero ideal of W contracts to a nonzero ideal of R. By definition, if fWˇgˇ2B is
a Jaffard family, then 1 � suppS .B/ < 1 for each nonzero ideal B of W .

For the converse, assume each nonzero ideal of W survives in at least one Wˇ

and let J be a nonzero ideal of W . Then I WD J
T

R is a nonzero ideal of R. Since
S is a Jaffard family, I survives in at most finitely many S˛s. Clearly IWˇ D Wˇ

whenever ISˇ D Sˇ. Thus J survives in at most finitely many Wˇs. Also Jˇ WD
JWˇ \ W contains Iˇ. Thus for ı 2 Bnfˇg, Sı D IˇSı � JˇWı. It follows that
JˇWı D Wı. Therefore fWˇgˇ2B is a Jaffard family by Theorem 6.3.5. ut
Theorem 6.3.8. Let S WD fS˛g˛2A be a Jaffard family with R WD T

S˛.

(1) Each S˛ is integrally closed if and only if R is integrally closed.
(2) Each S˛ is h-local if and only if R is h-local.
(3) Each S˛ is a Prüfer domain if and only if R is a Prüfer domain.
(4) Each S˛ has weak (strong) factorization if and only if R has weak (strong)

factorization.
(5) Each S˛ has (strong) pseudo-Dedekind factorization if and only if R has

(strong) pseudo-Dedekind factorization.

Proof. A flat overring of an integrally closed domain is integrally closed, and
an intersection of integrally closed domains is integrally closed. Also, by Theo-
rem 6.3.1(5), each S˛ is flat over R. Thus R is integrally closed if and only if each
S˛ is integrally closed.

By definition, each nonzero nonunit of R is a unit in all but finitely many S˛s.
Hence by Corollary 6.3.2 it is easy to see that R is h-local if and only if each S˛ is
h-local.

An overring of a Prüfer domain is always a Prüfer domain, so if R is a Prüfer
domain, then so is each S˛ . By way of Theorem 6.3.1, there are several ways to
establish the converse. For example by statement (6), a nonzero finitely generated
ideal I of R is invertible if IS˛ is an invertible ideal of S˛ for each ˛. So clearly, R

is Prüfer if each S˛ is Prüfer.
Suppose each S˛ has weak (strong) factorization and let I be a nonzero

nondivisorial ideal of R with suppS .I / D f˛1; ˛2; : : : ; ˛ng. By Theorem 6.3.1 (7)
& (8), at least one of IS˛1 ; IS˛2 ; : : : ; IS˛n is not divisorial. Without loss of generality,
we may assume IS˛i is not divisorial for each 1 � i � m and IS˛j is divisorial for
each m < j � n. Then I˛j S˛j D IS˛j D .I vS˛j /v D .I v/˛j S˛j for each m < j � n.

And for 1 � i � m, we have I˛i S˛i D IS˛i D .IS˛i /
vM

ri;1

i;1 M
ri;2

i;2 � � � M ri;si

i;si
S˛i D
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.I v/˛i M
ri;1

i;1 M
ri;2

i;2 � � � M ri;si

i;si
S˛i for some maximal ideals Mi;1; Mi;2; : : : ; Mi;si (si �

1) which survive in S˛i and positive integers ri;1; ri;2; : : : ; ri;si . It follows that
I˛j D .I v/˛j for m < j � n and I˛i D .I˛i /

vM
ri;1

i;1 M
ri;2

i;2 � � � M ri;si

i;si
for 1 � i � m.

Since .I˛i /
v D .I v/˛i , we have I D I v

Q
M

ri;ki

i;ki
. Thus R has weak factorization.

Since each Mi;k blows up in all S˛s other than S˛i , if each ri;k D 1, then the
factorization for I has the form I D I vN1N2 � � � Nt with the Nks distinct maximal
ideals. Thus R has strong factorization if each S˛ has strong factorization.

For the converse, suppose R has weak (strong) factorization and let J be a
nonzero nondivisorial ideal of Sˇ for some ˇ. By flatness, I WD J

T
R is such

that ISˇ D J . By Theorem 6.3.1(9), we know I vSˇ D .ISˇ/v D J v (with J v

the divisorial closure of J with respect to Sˇ). Thus I is not a divisorial ideal of
R. Hence we may factor it as I D I vM

r1

1 M
r2

2 � � � M rn
n for some maximal ideals

M1; M2; : : : ; Mn of R. Since I D Iˇ , IS˛ D S˛ for each ˛ ¤ ˇ. As each
Mi survives in a unique S˛, it must be that each extends to a maximal ideal of
Sˇ (another consequence of flatness). Thus J D I vM

r1

1 M
r2

2 � � � M rn
n Sˇ is a weak

factorization for J in Sˇ. Therefore Sˇ has weak factorization. As above, if each
ri D 1, then we have a “strong” factorization of J in Sˇ. So Sˇ has strong
factorization whenever R does.

Pseudo-Dedekind factorization is much easier since we know a domain T has
pseudo-Dedekind factorization if and only if it is h-local and TM has pseudo-
Dedekind factorization for each maximal ideal M . By (2), R is h-local if and only
if each S˛ is h-local. Also, each maximal ideal N of S˛ has the form N D MS˛

for some maximal ideal of R and .S˛/N D RM , and for each maximal ideal Q,
suppS .Q/ D fˇg for some ˇ 2 A and RQ D .Sˇ/QSˇ

with QSˇ 2 Max.Sˇ/.
Thus RM has pseudo-Dedekind factorization for each maximal ideal M if and only
if, for each ˛ 2 A , .S˛/N has pseudo-Dedekind factorization for each maximal
ideal N of S˛. Thus R has pseudo-Dedekind factorization if and only if each S˛ has
pseudo-Dedekind factorization.

For strong pseudo-Dedekind factorization, we simply use that a domain T has
strong pseudo-Dedekind factorization if and only if it is an h-local Prüfer domain
such that PTP is a principal ideal of TP for each nonzero prime ideal P of T . As
with maximal ideals, each nonzero prime ideal of R survives in a unique S˛ where
it generates a prime ideal, and each nonzero prime ideal of each S˛ is extended from
a prime ideal of R. Moreover, PRP D P.S˛/PS˛

whenever PS˛ ¤ S˛ . It follows
that R has strong pseudo-Dedekind factorization if and only if each S˛ has strong
pseudo-Dedekind factorization. ut
Theorem 6.3.9. Let S WD fS˛g˛2A be a Jaffard family with R WD T

S˛ . Also, for
each ˛ 2 A , let S 0̨ denote the integral closure of S˛. Then the set S 0 WD fS 0̨ g˛2A

is a Jaffard family and
T

˛2A S 0̨ is the integral closure of R.

Proof. Let R0 denote the integral closure of R. Then for each maximal ideal M of
R, R0

M is the integral closure of RM . Moreover, R0 D TfR0
M j M 2 Max.R/g.

For each ˛, .S˛/MS˛ D RM for each M 2 X˛ WD fM 2 Max.R/ j MS˛ ¤ S˛g
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and Max.S˛/ D fMS˛ j M 2 X˛g (Corollary 6.3.2). It follows that S 0̨ DTfR0
M j M 2 X˛g and therefore R0 D T

˛2A S 0̨ .
Let N be a maximal ideal of R0. Then M WD N \ R is a maximal ideal of R

and R0
M � R0

N . Since S is a Jaffard family, suppS .M / D fˇg for some ˇ 2 A . It
follows that S 0̌ � R0

M � R0
N . Thus N survives in S 0̌ . That S 0 is a Jaffard family

now follows from Theorem 6.3.7. ut

6.4 Factorization Examples

First a simple corollary to Theorem 2.5.10.

Corollary 6.4.1. Let R be an integral domain and let M WDfM˛g˛2A be a
nonempty set of maximal ideals of R. If R D T

˛2A RM˛ , then each sharp maximal
ideal of R (if any) is in the set M , and

T
˛2A M˛ is the Jacobson radical of R.

Proof. There is nothing to prove if M D Max.R/, so assume there is a maximal
ideal M that is not one of the M˛’s. Clearly, if R D T

˛2A RM˛ , then M is not
sharp. Moreover, for t 2 T

˛2A M˛, if t is not in M , then there are elements p 2 R

and q 2 M such that pt C q D 1. It follows that q is a unit in each RM˛ . But
having R D T

˛2A RM˛ implies q is a unit of R, a contradiction. Thus t 2 M , andT
˛2A M˛ is the Jacobson radical of R. ut
We recall some results of Gilmer and Heinzer [36] concerning irredundant

intersections of valuation domains.
First, a domain R is said to have an S -representation if there is a set of valuation

overrings fV˛g˛2A such that R D T
˛2A V˛ and the intersection is irredundant (for

each ˇ 2 A , R ¨
T

˛2A nfˇg V˛). Of course, in the case R is a Prüfer domain, each
V˛ is a localization of R. Moreover, as the intersection is irredundant, in the Prüfer
case, each V˛ is the localization at a sharp maximal ideal of R [36, Lemma 1.6], and
each nonzero finitely generated ideal of R is contained in at least one such maximal
ideal [36, Theorem 1.10].

Recall that a nonconstant polynomial f .X/ 2 RŒX� is said to be unit valued if
f .r/ is a unit of R for each r 2 R. The domain R is said to be a non-D-ring when
such a polynomial exists (see, for example, [57, Page 271] and [39, Proposition 1]).
If R D T

˛2A V˛ where each V˛ is a valuation domain and there is a polynomial
f .X/ 2 RŒX�, of degree 2 or more, that is unit valued in each V˛ , then R is a
Prüfer domain such that each invertible ideal has a power that is principal (see [57,
Corollary 2.6]). Moreover, if there are two such polynomials where the gcd of their
degrees is 1, then R is a Bézout domain [57, Corollary 2.7]. We make use of the
latter result in several of our examples.

Throughout this section we let G WD P1
j D1 Gj under reverse lexicographic order

where each Gj WD Z. Before presenting the examples, we set some notation that
will be in effect for the first two examples of this section. Later more complicated
examples will be created.



6.4 Factorization Examples 137

Start with a field K and let fXn;i ; Y j n; i 2 Z
Cg be a set of algebraically

independent indeterminates over K . Also let X WD fXn;i j n; i 2 Z
Cg and for

each n, let Xn WD fXn;i j i 2 Z
Cg and X c

n WD X nXn. In the first two examples,
we further assume that there is a subfield F of K such that ŒK W F � D 2. Also, we
let D WD KŒY; X � and D[ WD K.Y/ŒX �. For convenience we let Kn WD K.X c

n /,
K[

n WD K.Y; X c
n /, Dn WD KnŒXn� and D[

n WD KnŒY; Xn�.

Example 6.4.2. For each n, let Vn be the valuation overring of D[
n corresponding

to the valuation map vn W K.Y; X /nf0g ! G defined as follows:

(a) vn.Xn;i / D ei where ei is the element of G all of whose components are 0

except the i th one which is a 1,
(b) vn;i .b/ D 0 for all nonzero b 2 K[

n,
(c) extend to all of K.Y; X / using “min” for elements of D[

n (and sum for products
and difference for fractions).

For each n, let Nn denote the maximal ideal of Vn. From the order on G, Nn D
Xn;1Vn. Next, let T WD T1

nD1 Vn. Then the following hold.

(1) T is a h-local Bézout domain with strong pseudo-Dedekind factorization.
(2) For each n, Mn WD Nn \ T is a principal maximal ideal of T generated by Xn;1.

These are the only maximal ideals of T .
(3) For each n, T=Mn Š V=Nn Š Kn D K.Y; X c

n /.
(4) For each n, ŒK.Y; X c

n / W F.Y; X c
n /� D 2.

(5) For each n, the pullback of F.Y; X c
n / over Mn is a domain Rn with integral

closure T that has pseudo-Dedekind factorization.

Proof. In this example, T is the Kronecker function ring that corresponds to the
valuation domains Wn WD Vn \ K.X /. Thus T is a Bézout domain. For m ¤ n,
Xn;i is a unit of Vm for each i . Thus X�1

n;i 2 T
m¤n Vm for each i . By [36, Lemma

1.6 & Theorem 1.10], each Mn is a maximal ideal of T and each finitely generated
nonzero ideal of T is contained in at least one Mn.

Next, we show that not only is Mn D Xn;1T for each n, but Mn is the only
maximal ideal that contains Xn;i . After this we show that Max.T / D fMn j n 2
Z

Cg. For the first part, let h 2 T nMn be a nonunit of T . Then h is a unit of Vn.
Since T is an overring of D[, h D g=f where g; f 2 D[ have gcd 1 in D[. For each
positive integer k, Xk

n;i C h is a unit of Vn. For sufficiently large k, each monomial
term of Xk

n;if has total degree larger than the total degree of each monomial term
of g. For such a k, no term of Xk

n;i f cancels with a term of g. Thus vm.Xk
n;i f Cg/ D

minfvm.Xk
n;i f /; vm.g/g D minfvm.f /; vm.g/g D vm.f / for all m ¤ n (since

vm.Xn;i / D 0). It follows that Xk
n;i C h is a unit in each Vk , and thus it is a unit

of T . Therefore Mn D Xn;1T is a maximal ideal of T and for each i , it is the only
maximal ideal that contains Xn;i .

Next, we consider an arbitrary nonzero nonunit h of T . As above, we may write
h as a quotient h D g=f where g; f 2 D[ have gcd 1. Then h is in the base
field of all but finitely many D[

ns. Hence it is contained in at most finitely many
Mns. By [36, Corollary 1.11], these are the only maximal ideals of T that contain h.
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Thus Max.T / D fMn j n 2 Z
Cg and it follows that each nonzero prime ideal

is contained in a unique maximal ideal and therefore T is h-local. In addition, T

has strong pseudo-Dedekind factorization since each maximal ideal is principal and
PTP is principal for each nonzero nonmaximal prime P .

Next, let F be a subfield of K such that ŒK W F � D 2 and choose a maximal
ideal Mn (any will do). The corresponding residue field is T=Mn D K.Y; X c

n /

and the subfield F.Y; X c
n / is such that ŒK.Y; X c

n / W F.Y; X c
n /� D 2. Thus by

Theorem 6.1.6, the pullback of F.Y; X c
n / over Mn is a domain Rn with pseudo-

Dedekind factorization that is not integrally closed. ut
Remark 6.4.3. With the notation of the previous example, for each nonzero ideal A

of Rn, there is a finite (nonempty) set of indeterminates fXm1;i1 ; Xm2;i2 ; : : : ; Xmr ;ir g
and a positive integer k such that A contains the product .

Qr
j D1 Xmj ;ij /k . To

see this first note since Rn is h-local, the ideal A has only finitely many min-
imal primes. By the construction of the Vms, each minimal prime of Rn is the
radical of some Xm;i . Thus there is a finite set fXm1;i1 ; Xm2;i2 ; : : : ; Xmr ;ir g such

that
p

A D
q

.
Qr

j D1 Xmj ;ij /. Therefore there is a positive integer k such that

.
Qr

j D1 Xmj ;ij /k 2 A.

The domains in the next example have weak factorization but not strong. The larger,
denoted T , is formed from the intersection of certain valuation overrings of the
domain D D KŒY; X � that all contain Y as a nonunit. The smaller ones, denoted
Rn are formed by pullbacks, each with integral closure T .

Example 6.4.4. For each n, let Vn be the valuation overring of Dn corresponding
to the valuation map vn W K.Y; X /nf0g ! G defined as follows:

(a) vn.Xn;i / D ei where ei is the element of G all of whose components are 0

except the i th one which is a 1,
(b) vn;i .b/ D 0 for all nonzero b 2 Kn,
(c) there is a positive integer jn such that vn.Y/ WD ejn ,
(d) extend to all of K.Y; X / using “min” for elements of Dn (and sum for products

and difference for fractions).

For each n, let Nn denote the maximal ideal of Vn. From the order on G, Nn D
Xn;1Vn. Also by (a) and (c), Y=Xn;jn is a unit of Vn. Next, let T WD T1

nD1 Vn. Then
the following hold

(1) T is a Bézout domain.
(2) T is not h-local because Y is contained in infinitely many maximal ideals (in

fact, it is in every maximal ideal).
(3) For each n, Mn WD Nn \ T is a principal maximal ideal of T generated by Xn;1.

Moreover, M WD YK.X /ŒY�.Y/ \ T is the only other maximal ideal of T and
it has height one and is unsteady.

(4) T has weak factorization, but not strong factorization since it is not h-local.
(5) For each n, T=Mn Š V=Nn Š K.X c

n ; Y=Xn;jn/.
(6) For each n, ŒK.X c

n ; Y=Xn;jn/ W F.X c
n ; Y=Xn;jn/� D 2.



6.4 Factorization Examples 139

(7) For each n, the pullback of F.X c
n ; Y=Xn;jn/ over Mn is a domain Rn with

integral closure T that has weak factorization.

Proof. Consider the polynomials g2.Z/ WD Z2 C X1;1 C X2;1 and g3.Z/ WD Z3 C
X1;1 C X2;1 in T ŒZ�, where Z is an indeterminate over the ring T . We will show that
both are unit valued in each Vn. First, g2.0/ D X1;1 C X2;1 D g3.0/ is a unit of
Vn for each n. Next let h=f 2 Vnnf0g where h; f 2 D and consider g2.h=f / and
g3.h=f /. Since X1;1 C X2;1 is a unit of Vn, if h=f is a nonunit, then both g2.h=f /

and g3.h=f / are units of Vn. So, we only need to consider what happens when
h=f is a unit of Vn. The reasoning is similar for both g2.h=f / and g3.h=f /. First
rewrite each expression as a single fraction: g2.h=f / D .h2 CX1;1f 2 CX2;1f 2/=f 2

and g3.h=f / D .h3 C X1;1f
3 C X2;1f 3/=f 3. We have vn.h/ D vn.f /. From the

definition of vn, the value vn.h/ D vn.f / is determined by the minimum value of
the monomial terms of each polynomial. We may split each polynomial into sums
h D hnChn0 and f D fnCfn0 where hn is the sum of the monomial terms of h with
minimum value in Vn and fn is the sum of the monomial terms of f with minimum
value in Vn. Then h2 D h2

n C 2hnhn0 C h2
n0 , h3 D h3

n C 3h2
nhn0 C 3hnh2

n0 C h3
n0 ,

f 2 D f 2
n C 2fnfn0 C f 2

n0 and f 3 D f 3
n C 3f 2

n fn0 C 3fnf 2
n0 C f 3

n0 . For both powers,
the monomial terms with minimum value are those of h2

n, h3
n, f 2

n and f 3
n .

Essentially, we have three cases to consider, n D 1, n D 2 and n > 2. No matter
the value of n, at least one of X1;1 and X2;1 is a unit of Vn.

We start with the case n > 2. As both X1;1 and X2;1 are units of Vn, vn.f 2
n / D

vn.f 2
n X1;1/ D vn.f 2

n X2;1/ D vn.f 2
n .X1;1 C X2;1//. Moreover, each monomial term

of f 2
n X1;1, f 2

n X2;1 and f 2
n .X1;1 C X2;1/ has this same value. It is clear that h2

n C
f 2

n .X1;1 C X2;1/ cannot be the zero polynomial. Hence vn.g2.h=f // D vn.h2 C
f 2.X1;1 C X2;1// � vn.f 2/ D vn.h2

n C f 2
n .X1;1 C X2;1// � vn.f 2/ D 0 and thus

g2.Z/ is unit valued in Vn when n > 2. A similar proof shows that g3.Z/ is also unit
valued in Vn.

Next, consider the case n D 1. In V1, X1;1 is a nonunit while X2;1 is a unit.
Thus v1.f

2
1 X1;1/ > v1.f

2
1 / D v1.f

2
1 X2;1/ D v1.f

2
1 .X1;1 C X2;1//. Moreover, each

monomial term of f 2
1 X2;1 has this same value, while all of the monomial terms of

f 2
1 X1;1 have larger value. It is clear that h2

1 Cf 2
1 X1;1 cannot be the zero polynomial.

Hence v1.g2.h=f // D v1.h
2 C f 2.X1;1 C X2;1// � v1.f

2/ D v1.h
2
1 C f 2

1 X1;1/ �
v1.f

2/ D 0 and thus g2.Z/ is unit valued in V1. Similar arguments show that g3.Z/

is unit valued in V1 and both g2.Z/ and g3.Z/ are unit valued in V2. Therefore T is
a Bézout domain by [57, Corollaries 2.6 & 2.7].

For each pair n ¤ m, the sum Xn;1 C Xm;1 is a unit in each Vk . Hence each
such sum is a unit of T . Also, for each n, Mn WD Nn \ T is a prime ideal of T

that contains Y. Thus Y is contained in infinitely many maximal ideals of T and
therefore T is not h-local. That Y is contained in the Jacobson radical will follow
after we show that each Mn is a principal maximal ideal of T .

To see that each Mn is a principal maximal ideal of T , suppose h 2 T nMn is
a nonunit of T . Then h is a unit of Vn. Since T is an overring of D, h D g=f

where g; f 2 D have gcd 1 in D. For each positive integer k, Xk
n;1 C h is a

unit of Vn. For sufficiently large k, each monomial term of Xk
n;1f has total degree
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larger than the total degree of each monomial term of g. For such a k, no term of
Xk

n;1f cancels with a term of g. Thus vm.Xk
n;1f Cg/ D minfvm.Xk

n;1f /; vm.g/g D
minfvm.f /; vm.g/g D vm.f / for all m ¤ n (since vm.Xn;1/ D 0). It follows that
Xk

n;1Ch is a unit in each Vk , and thus a unit of T . Therefore Mn is a maximal ideal of
T . This also shows that Mn is the only maximal ideal of T that contains Xn;1. Since
we know T is a Bézout domain, it must be that TMn D Vn with MnTMn D Xn;1Vn.
Hence we also have Mn D Xn;1T .

Similar analysis shows that for each i � 1, Xn;i is comaximal with each element
of T nMn. Hence Mn is the only maximal that contains Xn;i . It follows that Mn is
the only maximal ideal of T that contains

p
Xn;i T . Thus

p
Xn;i T D p

Xn;i Vn \ T .
Let A be the set of finite products of distinct Xn;jn s and consider the set B WD

fY=a j a 2 A g. Each finite subset of this set generates a proper ideal of all but
finitely many Vms. Hence this set generates a proper ideal B of T . On the other
hand, no Mn contains the corresponding element Y=Xn;jn as this element is a unit
of Vn. Thus no Mn contains B .

Let h be a nonzero element of KŒX � that is not a unit of T . We will show that h

is comaximal with B . If the constant term of h is nonzero, then h is a unit of each
Vn and thus it is a unit of T . Hence the constant term of h is 0. For a given n, if
some monomial term of h does not include a positive power of some Xn;i , then h is
a unit of Vn. Thus h is a nonunit if and only if there is an integer n such that each
monomial term of h includes a positive power of some Xn;i . As h is polynomial,
there are at most finitely many such n, say n1; n2; : : : ; nr . Let g WD Q

Xni ;jni
and

consider the sum h C Y=g.
For each ni , Y=g is a unit of Vni while h is a nonunit. On the other hand, for

m 2 Z
Cnfn1; n2; : : : ; nrg, h is a unit of Vm while Y=g is a nonunit. It follows that

h C Y=g is a unit in each Vn and thus is a unit of T .
Let P be a maximal ideal of T that contains B . Since each nonzero element

of KŒX � is comaximal with B , TP contains K.X /ŒY�. It must be that TP D
K.X /ŒY �.Y/ since Y 2 B . Thus P D M is unique and it is a height one maximal
ideal of T .

Finally, suppose Q is a maximal ideal that is not one of the Mns. Since Y is
in the Jacobson radical of T , Y 2 Q. For each n, Mn is the only maximal ideal
that contains Xn;jn . Thus having Xn;jn Y=Xn;jn D Y in Q implies Y=Xn;jn is in Q.
Similarly, we have Y=a 2 Q for each a 2 A . Therefore Q contains B and we have
Q D M . It follows that M is the only other maximal ideal of T .

That M is not sharp follows from Theorem 2.5.10. On the other hand, from the
previous observations we know that MTM D YK.X /ŒY�.Y/ is principal. Thus M is
an unsteady maximal ideal of T . All other maximal ideals (the Mns) are principal.
Also from the construction, each nonzero nonmaximal prime ideal is contained in
unique maximal ideal and is sharp (in fact the radical of a principal ideal).

That T has weak factorization follows from Theorem 4.2.12.
Next, let F be a subfield of K such that ŒK W F � D 2 and choose a maximal ideal

Mn (any will do). Since Y=Xn;jn is a unit of Vn, T=Mn D K.X c
n ; Y=Xn;jn/. The

subfield F.X c
n ; Y=Xn;jn/ is such that ŒK.X c

n ; Y=Xn;jn/ W F.X c
n ; Y=Xn;jn/� D 2.
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By Theorem 6.1.6, the pullback of F.X c
n ; Y=Xn;jn/ over Mn is a domain Rn with

weak factorization that is not integrally closed. ut
Remark 6.4.5. The domains T and Rn from Example 6.4.4 have several other
properties that we will find useful later.

(1) Since Mn is a common maximal ideal of Rn and T , Pn WD M \ Rn is a
maximal ideal of Rn and .Rn/Pn D TM . Moreover, for all m ¤ n, Mm \ Rn D
Xm;1Rn is a principal maximal ideal of Rn, this follows easily from the fact that
.Rn/Mm

T
Rn

D TMm for all m ¤ n. Also Mn is the radical of the principal ideal
Xn;1Rn.

(2) From the structure of the Vms, each nonzero nonmaximal prime ideal Q of T

is the radical of a principal ideal of the form Xm;i T . Moreover, Q \ Rn is the
radical of Xm;i Rn. Since Mn is a common maximal ideal of Rn and T , each
prime ideal of Rn is the contraction of a prime ideal of T . Thus except for Pn,
each nonzero prime ideal of Rn is the radical of a principal ideal of the form
Xm;i Rn.

(3) If I is an ideal of Rn that is not contained in Pn, then IT is not contained in M .
Moreover, since T is a Prüfer domain with weak factorization where M is the
only unsteady maximal ideal, the ideal IT is contained in only finitely many
maximal ideals of T (Corollary 4.2.6). It follows that IT has only finitely many
minimal primes (Theorem 4.2.4). Thus I has only finitely many minimal primes
in Rn.

(4) For each nonzero ideal A of Rn, there is a positive integer h and
finitely many indeterminates Xm1;i1 ; Xm2;i2 ; : : : ; Xms;is such that the product
.Y

Qs
j D1 Xmj ;ij /h is in A. To find such an element, first note that any finite set

of Xm;i s will do if A contains a positive power of Y. Thus we consider the case
where A does not contain a positive power of Y. Since .Rn/Pn D K.X /ŒY�.Y/

is a discrete rank one valuation domain with maximal ideal generated by Y,
A.Rn/Pn D YkK.X /ŒY�.Y/ for some nonnegative integer k. It follows that
the ideal .A WRn Yk/ is a proper ideal of Rn that is not contained in Pn. Thus
.A WRn Yk/ has only finitely many minimal prime ideals, each of which is
the radical of some Xm;i . Let fXm1;i1 ; Xm2;i2 ; : : : ; Xms;is g be the set of these
indeterminates. Then .A WRn Yk/ has the same radical as the principal ideal
.
Qs

j D1 Xmj ;ij /Rn. It follows that there is a positive integer h � k such that

Yk.
Qs

j D1 Xmj ;ij /h 2 A. Hence .Y
Qs

j D1 Xmj ;ij /h is in A.

In addition to G D P1
j D1 Gj as defined above, we let H WD R ˚ G and J WD

Q ˚ G, also under reverse lexicographic order.
In the next example, we let K be a field and let Z WD fZn;i j n; i 2 Z

Cg
be a set of algebraically independent indeterminates over K such that Z [ fYg is
also algebraically independent. We also let D WD K.Y/ŒR� and E WD K.Y/ŒQ�

where R WD fZ˛
n;1 j n 2 Z

C; ˛ 2 R
Cg [ fZn;j j n; j 2 Z

C; 2 � j g and
Q WD fZ˛

n;1 j n 2 Z
C; ˛ 2 Q

Cg [ fZn;j j n; j 2 Z
C; 2 � j g. We will

construct two Bézout domains using D and E as “base rings” much like we did in
Example 6.4.2. The difference is that one of the domains will have pseudo-Dedekind
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factorization but not have strong pseudo-Dedekind factorization and the other will
have strong factorization (equivalently, h-local) but not have pseudo-Dedekind
factorization. Also, each domain has infinitely many idempotent maximal ideals and
no other maximal ideals. As with D, we use different definitions for Kn and Dn. For
each positive integer n, we let Kn WD K.Y; Rc

n/, Dn WD KnŒRn�, Ln WD K.Y; Qc
n/

and En WD LnŒQn� where Rn WD fZ˛
n;1 j ˛ 2 R

Cg [ fZn;j j j 2 Z
C; 2 � j g,

Rc
n WD RnRn, Qn WD fZ˛

n;1 j ˛ 2 Q
Cg [ fZn;j j j 2 Z

C; 2 � j g and
Qc

n WD QnQn.

Example 6.4.6. Let D D K.Y/ŒR� and E D K.Y/ŒQ� be as defined in the
paragraph above (as well as Kn, Ln, Dn, En, etc.). For each positive integer n, define
a pair of valuation domains Vn and Wn of K.Y; R/ and K.Y; Q/, respectively,
corresponding to the valuations vn W K.Y; R/nf0g ! H and wn W K.Y; Q/nf0g ! J

defined as follows.

(a) vn.Z˛
n;1/ D .˛; 0; 0; : : : / and wn.Zˇ

n;1/ D .ˇ; 0; 0; : : : / for all ˛ 2 R and ˇ 2 Q.
(b) vn.Zn;j / D .0; ej / D wn.Zn;j / for all j � 2 where ej 2 G is the element of G

whose j th coordinate is 1 and all others are 0 (as in the previous examples).
(c) vn.b/ D 0 D wn.c/ for all nonzero b 2 Kn D K.Y; Rc

n/ and c 2 Ln D
K.Y; Qc

n/.
(d) Extend to valuations on K.Y; R/ and K.Y; Q/ using “min” for elements of

Dn D KnŒRn� and En D LnŒQn�, respectively.

The domains T WD T1
nD1 Vn and S WD T1

nD1 Wn satisfy the following.

(1) Max.T / D fNn \ T j n 2 Z
Cg and Max.S/ D fMn \ S j n 2 Z

Cg where Nn

is the maximal ideal of Vn and Mn is the maximal ideal of Wn.
(2) Both T and S are Bézout domains with infinitely many maximal ideals (in

fact, each is a Kronecker function ring). In addition, each maximal ideal is both
branched and idempotent. Thus neither domain has strong pseudo-Dedekind
factorization.

(3) Both T and S are h-local, so both have strong factorization.
(4) Since both T and S are h-local Bézout domains such that each maximal ideal is

both branched and idempotent, if Q is a maximal ideal of either, then the inter-
section of the Q-primaries ideals is a prime ideal Q0 that is properly contained
in Q and contains all primes that are properly contained in Q (see Page 104).

(5) For each maximal ideal Q of T , the value group corresponding to T=Q0 D
TQ=Q0TQ is R. Also PTP is principal for each nonzero nonmaximal prime
ideal P of T . Thus T has pseudo-Dedekind factorization.

(6) In contrast, for each maximal ideal Q of S , the value group corresponding
to S=Q0 .D SQ=Q0SQ/ is Q. Thus S does not have pseudo-Dedekind
factorization. However, PSP is principal for each nonzero nonmaximal prime
ideal P of S .

Proof. It is clear that Vn is the trivial extension in K.Y; R/ of its contraction to
K.R/ and Wn is the trivial extension in K.Y; Q/ of its contraction to K.Q/. Thus
both T and S are Kronecker function rings. It follows that each is a Bézout domain.
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For each n, Vn and Wn are the only valuation domains in the corresponding family
for which the Zn;i s are nonunits. It follows that each intersection is irredundant.
Moreover, as in Example 6.4.2, each nonzero nonunit of T is in the base field for
all but finitely many Dns and the same holds for the nonzero nonunits of S with
regard to the Ens. Hence by [36, Corollary 1.11], each maximal ideal of T is the
contraction of the maximal ideal of Vn for some unique n, and each maximal ideal
of S is the contraction of the maximal ideal of Wn for some unique n. Moreover,
we have that each nonzero nonmaximal prime ideal of T is contained in a unique
maximal ideal, as is each nonzero nonmaximal prime ideal of S . Thus both T and S

are h-local. If P is a nonzero nonmaximal prime ideal of either T or S , it is locally
principal.

Let Q be a maximal ideal of T . Then Q D Nn \ T for some n, where Nn is the
maximal ideal of Vn. Thus TQ D Vn. Since the value group associated with Vn is
R ˚ G under reverse lexicographic order, the value group associated with V=Nn;0

is R. It follows that T has pseudo-Dedekind factorization.
In contrast, if Q is a maximal ideal of S , then the value group corresponding to

W=Mn is Q (where Q D Mn \ S for some n). Hence S does not have pseudo-
Dedekind factorization. ut

The domains in the next three examples are formed by intersections of Jaffard
families. Several of the domains have both infinitely many invertible maximal
ideals and infinitely many idempotent maximal ideals. In each example, there are
domains that are not integrally closed. Each of these has infinitely many divisorial
maximal ideals that are neither invertible nor idempotent. The domains featured
in Example 6.4.7 (the first of the three) have weak factorization but not strong
factorization. In addition, each has infinitely many unsteady maximal ideals. In the
second example (Example 6.4.8), the domains have pseudo-Dedekind factorization.
Three of the domains featured in Example 6.4.9 have strong factorization but not
pseudo-Dedekind factorization. In all of these examples, only the unsteady maximal
ideals in the domains of the first have finite height. The constructions can be easily
altered to produce maximal ideals of arbitrary finite heights.

As above start with a field K , but instead of one subfield F such that ŒK W F � D 2,
we require that there is a subfield F of K and a countable set of elements B WD fˇn j
n 2 Z

Cg in KnF such that K D F.B/ and for each n, ˇ2
n 2 F and ˇn … Fn WD

F.Bnfˇng/. Next we let fXn;i;j ; Zn;j ; Yn j n; i; j 2 Z
Cg be a set of algebraically

independent indeterminates over K .
In all three examples, we let X WD fXn;i;j j n; i; j 2 Z

Cg and Y WD fYn j
n 2 Z

Cg. In the first two we make use of the set R D fZ˛
n;1 j ˛ 2 R

Cg [ fZn;j j n;

j 2 Z
C with 2 � j g as defined earlier. In the third we use the set Q D fZ˛

n;1 j ˛ 2
Q

Cg [ fZn;j j n; j 2 Z
C with 2 � j g. Note that the conclusions in Example 6.4.7

are equally valid if we use Q instead of R.
For each n, we let Xn WD fXn;i;j j i; j 2 Z

Cg, X c
n WD X nXn and Y c

n WD
Y nfYng. Also, for pairs n; i , we let Xn;i WD fXn;i;j j j 2 Z

Cg and X c
n;i WD

X nXn;i . In the first two examples, we make use of the sets Rn D fZn;j j 2 �
j g [ fZ˛

n;1 j ˛ 2 R
Cg and Rc

n D Z nZn as defined earlier, and in the third we use
Qn WD fZn;j j 2 � j g [ fZ˛

n;1 j ˛ 2 Q
Cg, Qc

n WD Z nZn
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In Example 6.4.7, we let D WD K.R/ŒX ; Y � and E WD K.X ; Y /ŒR�. For each
n, let Kn WD K.Rc

n; X ; Y / and En WD KnŒRn�. In addition, for pairs n; i , we let
Kn;i WD K.R; X c

n;i ; Y
c

n /, Dn;i WD Kn;i ŒXn;i ; Yn� and Ln;i WD Fn.R; X c
n;i ; Y

c
n /.

As above, we have G D P
Gn, H D R ˚ G and J D Q ˚ G, all under reverse

lexicographic order with each Gn WD Z.

Example 6.4.7. For each pair n; i , let Vn;i be the valuation overring of Dn;i

corresponding to the valuation vn;i W K.R; X ; Y /nf0g ! G defined as follows.

(a) vn;i .Xn;i;j / D ej where ej is the element of G all of whose components are 0

except the j th one which is a 1,
(b) vn;i .b/ D 0 for all nonzero b 2 Kn;i ,
(c) there is a positive integer jn;i such that vn;i .Yn/ D ejn;i ,
(d) extend to all of K.R; X ; Y / using “min” for elements of Dn;i .

Also, for each positive integer n, let Wn be the valuation overring of En correspond-
ing to the valuation wn W K.R; X ; Y /nf0g ! H defined as follows.

(a) wn.Z˛
n;1/ D .˛; 0; 0; : : : / for all ˛ 2 R.

(b) wn.Zn;j / D .0; ej / for all j � 2 where ej 2 G is the element of G whose j th
coordinate is 1 and all others are 0 (as in the previous examples).

(c) wn.b/ D 0 for all nonzero b 2 Kn D K.Rc
n; X ; Y /.

(d) Extend to valuations on K.R; X ; Y / using “min” for elements of En.

For each n, let Tn WD T1
iD1 Vn;i . Each principal maximal ideal of Tn has the

form Mn;i WD Xn;i;1Tn for some pair n; i and for each pair n; i , the residue field
Tn=Mn;i is (naturally isomorphic to) Kn;i .Yn=Xn;i;jn;i /. Also, let Rn be the pullback
of Ln;1.Yn=Xn;1;jn;1/ over Mn;1. Finally, let T WD T1

nD1 Tn, S WD T1
nD1 Wn, R WDT1

nD1 Rn. Then the following hold.

(1) S is an h-local Bézout domain such that each maximal ideal is both branched
and idempotent.

(2) For each n, Tn is a Bézout domain with weak factorization that has a unique
unsteady maximal ideal Pn.

(3) For each n, Rn is a domain with integral closure Tn that has a unique divisorial
maximal ideal that is neither invertible nor idempotent and a unique unsteady
maximal ideal. All other maximal ideals of Rn are invertible, and Rn has weak
factorization. Moreover, for each nonzero ideal A of Rn, A \ R \ S contains
an element that is a unit in all other Rms and in all Wks.

(4) fTn j n 2 Z
Cg, fTn j n 2 Z

Cg [ fWn j n 2 Z
Cg, fRn j n 2 Z

Cg and
fRn j n 2 Z

Cg [ fWn j n 2 Z
Cg are Jaffard families.

(5) T is a Bézout domain with weak factorization that has infinitely many principal
maximal ideals and infinitely many unsteady maximal ideals, but no idempotent
maximal ideals.

(6) S \ T is a Bézout domain with weak factorization that has infinitely many prin-
cipal maximal ideals, infinitely many unsteady maximal ideals and infinitely
many idempotent maximal ideals.
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(7) R is a domain with integral closure T that has weak factorization, infinitely
many unsteady maximal ideals, infinitely many invertible maximal ideals and
infinitely many maximal ideals that are divisorial but not invertible. It has no
idempotent maximal ideals.

(8) R \ S is a domain with integral closure S \ T that has weak factorization,
infinitely many unsteady maximal ideals, infinitely many invertible maximal
ideals, infinitely many maximal ideals that are divisorial but not invertible and
infinitely many idempotent maximal ideals.

Proof. For each positive integer n, we let W c
n WD T

m¤n Wm, Rc
n WD T

m¤n Rm and
T c

n WD T
m¤n Tm. Also, we let R[

n WD Sn
j D1 Rj , X [

n WD Sn
j D1 Xj and Y [

n WD
fY1; Y2; : : : ; Yng.

By Example 6.4.6, S is an h-local Bézout domain with infinitely many idempo-
tent maximal ideals, each of which is branched. Moreover, each maximal ideal of S

is the contraction of the maximal ideal of some Wn. Thus the set fWng is a Jaffard
family and Max.S/ D fNn \ S j n 2 Z

C, Nn the maximal ideal of Wng.
By Example 6.4.4, each Tn is a Bézout domain with weak factorization (but

not strong) and Max.Tn/ is a countably infinite set. In addition, each Tn has a
unique unsteady maximal ideal, Pn, and all other maximal ideals are principal.
Since ŒKn;1.Yn=Xn;1;jn;1/ W Ln;1.Yn=Xn;1;jn;1/� D 2, Rn has weak factorization
(Theorem 6.1.6). From basic properties of pullbacks, Tn is the integral closure of
Rn and Mn;1 is a divisorial maximal ideal of Rn that is not invertible. In addition,
each maximal ideal of Rn is contracted from a maximal ideal of Tn, and if h 2 R

is a unit of Tn, then it is also a unit of Rn. For i > 1, Mn;i;1 \ Rn is an invertible
maximal ideal of Rn, and Pn \ R is the unique unsteady maximal ideal of Rn. Also,
from Remark 6.4.5(4), for each nonzero ideal A of Rn, there is a positive integer h

and finitely many indeterminates, Xn;i1;j1 ; Xn;i2;j2 ; : : : ; Xn;is ;js such that A contains
the product .Yn

Qs
kD1 Xn;ik;jk

/h. The product .Yn

Qs
kD1 Xn;ik;jk

/h 2 A \ R \ S is
a unit in all other Rms and in all Wk .

For each n, ˇn is not contained in Rn. Thus R does not contain KŒR; X ; Y �.
However, for each pair of positive integers m ¤ n, ˇnYn 2 FmŒR; X ; Y � �
Rm. Also ˇnYn 2 Mn;1, the common maximal ideal of Rn and Tn. Since each Rn

contains F ŒR; X ; Y �, R contains F ŒR; X ; Y ; fˇnYn j n 2 Z
Cg�. Also ˇ2

n 2 F

and K D F Œˇ�. Therefore K.R; X ; Y / is the quotient field of R.
For each positive integer n, each nonzero element of K.R[

n; X [
n ; Y [

n / \ R \ S

is a unit of all Tms and Wms for m > n. Thus each such element is a unit of Rm for
all m > n. Since each nonzero element of R \ S is the quotient of a pair of nonzero
elements of KŒR; X ; Y �, fRn j n 2 Z

Cg and fWn j n 2 Z
Cg are families with

finite character. Hence jsupp.I /j < 1 for each nonzero ideal I of R \ S . Also note
that if f 2 R is a unit in each valuation domain Vn;i , then it is a unit of each Rn and
thus a unit of R.

Next, we show that each proper ideal of R \ S survives in at least one Rn and/or
at least one Wn.

Suppose JWj D Wj and JRj D Rj for all j � k. Then there is a finitely
generated ideal A � J such that AWj D Wj and ARj D Rj for all 1 � j � k.
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Thus AVj;i D Vj;i for all 1 � j � k and all i . Let fa0; a1; : : : ; arg be a generating
set for A. Then there is a positive integer k0 > k such that each ai is in the field
K.R[

k�10 ; X [
k0�1; Y [

k0�1/. Let g WD a0 C a1Yk0 C � � � C ar Yr
k0 . Then for each pair

.m; i/, vm;i .g/ D minfvm;i .a0/; vm;i .a1/ C vm;i .Yk0/; : : : ; vm;i .ar / C rvm;i .Yk0/g.
For m > k, vm;i .a0/ D 0. Thus vm;i .g/ D 0 in this case. For 1 � k � m,
vm;i .Yk0/ D 0 and vm;i .aj / D 0 for some j , so again vm;i .g/ D 0. Therefore
g is in R. Since wm.Yk0/ D 0 for all m, wn.g/ D fwn.a0/; wn.a1/; : : : ; wn.ar /g.
As with the pairs .m; i/, if n > k, then wn.a0/ D 0 and we have wn.g/ D 0. On
the other hand, if 1 � n � k, then having AWn D Wn implies wn.aj / D 0 for some
j , so again w.g/ D 0 and we have that g is a unit of S . Hence g is a unit of R \ S

and therefore J D R \ S .
Therefore for each nonzero ideal I of R \ S , 1 � jsupp.I /j � n for some

positive integer n. Suppose I survives in Wm and let Jm WD IWm \ R \ S . From
the definition of Wm, IWm contains a positive power of some Zm;j and thus so does
Jm. Such an element is a unit in all other Wi s and all Rks. Hence jsupp.Jm/j D 1.

Next, suppose I survives in Rk for some k and let Bk WD IRk \ R \ S . Then
Bk contains an element that is a unit in all other Rj s and in all Wms. Hence
jsupp.Bk/j D 1. Thus fRn j n 2 Z

Cg [ fWn j n 2 Z
Cg is a Jaffard family by

Theorem 6.3.5. By Theorem 6.3.7, fRn j n 2 Z
Cg is also a Jaffard family. Since

Tn is the integral closure of Rn for each n, fTn j n 2 Z
Cg [ fWn j n 2 Z

Cg and
fRn j n 2 Z

Cg are Jaffard families with T the integral closure of R and T \ S the
integral closure of R \ S (Theorem 6.3.9).

By Theorem 6.3.8 and Example 6.4.4, both T and R have weak factorization, but
neither has strong factorization. For each n, both Tn and Rn have a unique unsteady
maximal ideal (of height one) and Rn has unique divisorial maximal ideal that is
not invertible. All other maximal ideals of Tn and of Rn are invertible. Thus by
Theorem 6.3.1, T has infinitely many unsteady maximal ideals and infinitely many
invertible maximal ideals, but no idempotent maximal ideals. Also R has infinitely
many unsteady maximal ideals, infinitely many invertible maximal ideals and
infinitely many divisorial maximal ideals that are not invertible, but no idempotent
maximal ideals.

Since S has pseudo-Dedekind factorization (Example 6.4.6), both T \ S and
R \ S have weak factorization (Theorem 6.3.8 and Example 6.4.4). The domains
S and T are independent as are S and R. Thus Max.S \ T / is the disjoint union
of fM \ T j M 2 Max.S/g and fN \ S j N 2 Max.T /g and Max.R \ S/ is the
disjoint union of fM \ R j M 2 Max.S/g and fN \ S j N 2 Max.R/g. Each
maximal ideal in one of the intersections retains whatever special properties it had
in the domain it came from. Thus S \ T has infinitely many branched idempotent
maximal ideals, infinitely many invertible maximal ideals and infinitely many
(height one) unsteady maximal ideals. Each maximal ideal of R \ S is contracted
from a maximal ideal of S \ T . Those that are contracted from unsteady maximal
ideals retain that property, and those that are contracted from idempotent maximal
ideals are idempotent. With regard to those that are contracted from invertible
maximal ideals, infinitely many are invertible and infinitely many are divisorial but
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not invertible. Specifically, Xn;1;1T \ R \ S is a noninvertible maximal ideal of R

that is divisorial, while Xn;i;1T \ R \ S D Xn;i;1.R \ S/ is an invertible maximal
ideal of R \ S for all i > 1.

By Theorem 6.3.8 both S and T are Prüfer domains. Using the same reasoning as
that employed in the proof of Example 6.4.4, the polynomials h2.Z/ D Z2CY1 CY2

and h3.Z/ D Z3 C Y1 C Y2 are unit valued in all Wns and all Vn;i s. Hence both T

and S \ T are Bézout domains [57, Corollary 2.7]. ut
For Example 6.4.8 we make a slight change in the notation, we let D WD

K.R; Y /ŒX � and E WD K.X ; Y /ŒR�. For each n, let Kn WD K.Rc
n; X ; Y /

and En WD KnŒRn�. In addition, for pairs n; i , we let Kn;i WD K.R; X c
n;i ; Y /,

Dn;i WD Kn;i ŒXn;i � and Ln;i WD Fn.R; X c
n;i ; Y /. As above, K D F Œˇ1; ˇ2; : : : �

such that for each n, ˇn 2 T
m¤n FmnFn, K D FnŒˇn� and ˇ2

n 2 F . The valuation
domains Wn will be defined as in Example 6.4.7, but for the Vn;i s we map all Yks to
0, and thus avoid having unsteady maximal ideals.

Example 6.4.8. For each pair n; i , let Vn;i be the valuation overring of Dn;i

corresponding to the valuation vn;i W K.R; X ; Y /nf0g ! G defined as follows.

(a) vn;i .Xn;i;j / D ej where ej is the element of G all of whose components are 0

except the j th one which is a 1,
(b) vn;i .b/ D 0 for all nonzero b 2 Kn;i ,
(c) extend to all of K.R; X ; Y / using “min” for elements of Dn;i .

Also, for each positive integer n, let Wn be the valuation overring of En correspond-
ing to the valuation wn W K.R; X ; Y /nf0g ! H defined as follows.

(a) wn.Z˛
n;1/ D .˛; 0; 0; : : : / for all ˛ 2 R.

(b) wn.Zn;j / D .0; ej / for all j � 2 where ej 2 G is the element of G whose j th
coordinate is 1 and all others are 0 (as in the previous examples).

(c) wn.b/ D 0 for all nonzero b 2 Kn D K.Rc
n; X ; Y /.

(d) Extend to valuations on K.R; X ; Y / using “min” for elements of En.

For each n, let Tn WD T1
iD1 Vn;i . Each principal maximal ideal of Tn has the form

Mn;i WD Xn;i;1Tn for some pair n; i and for each pair n; i , the residue field Tn=Mn;i

is (naturally isomorphic to) Kn;i . Also let Rn be the pullback of Ln;1 over Mn;1.
Finally, let T WD T1

nD1 Tn, S WD T1
nD1 Wn, R WD T1

nD1 Rn. Then the following
hold.

(1) S is an h-local Bézout domain with pseudo-Dedekind factorization such that
each maximal ideal is both branched and idempotent.

(2) For each n, Tn is an h-local Bézout domain such that each maximal ideal is
principal. In addition, Tn has strong pseudo-Dedekind factorization.

(3) For each n, Rn is a domain with integral closure Tn that has a unique divisorial
maximal ideal that is neither invertible nor idempotent. All other maximal ideals
of Rn are invertible, and Rn has pseudo-Dedekind factorization. Moreover, for
each nonzero ideal A of Rn, A \ R \ S contains an element that is a unit in all
other Rms and in all Wks.
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(4) fTn j n 2 Z
Cg, fTn j n 2 Z

Cg [ fWn j n 2 Z
Cg, fRn j n 2 Z

Cg and
fRn j n 2 Z

Cg [ fWn j n 2 Z
Cg are Jaffard families.

(5) T is an h-local Bézout domain with strong pseudo-Dedekind factorization. In
addition, T has infinitely many maximal ideals each of which is principal.

(6) S \ T is an h-local Bézout domain with strong pseudo-Dedekind factorization
weak factorization that has infinitely many branched idempotent maximal ideals
and infinitely many invertible maximal ideals.

(7) R is an h-local domain with integral closure T that has pseudo-Dedekind
factorization. It has infinitely many divisorial maximal ideals that are not
invertible and infinitely many invertible maximal ideals, but no idempotent
maximal ideals.

(8) R \ S is an h-local domain with integral closure T \ S that has pseudo-
Dedekind factorization. It has infinitely many divisorial maximal ideals that
are neither invertible nor idempotent, infinitely many invertible maximal ideals
and infinitely many branched idempotent maximal ideals.

Proof. Each Vn;i is the trivial extension to K.R; X /.Y / of its contraction to
K.R; X /. The same is true for each Wn. Thus T , S and S \ T are all Kronecker
function rings, and so each is a Bézout domain. By Example 6.4.6, S is h-local
with pseudo-Dedekind factorization. As in Example 6.4.7, each nonzero nonunit of
S \ T is a unit in all but finitely many Tns and finitely many Wns. In addition, each
Tn is h-local with strong pseudo-Dedekind factorization (Example 6.4.2). It follows
that each nonzero nonunit of S \ T is a unit in all but finitely many Vn;i s and Wms.
Since .Rn W Tn/ is common maximal ideal of Rn and Tn, if g 2 Rn is a unit of Tn,
then it is a unit of Rn.

Let A be a nonzero ideal of Rn. By Remark 6.4.3, there is a finite set fXn;ij ;kj j
1 � j � rg and a positive integer h such that .

Qr
j D1 Xn;ij ;kj /h 2 A. The product

.
Qr

j D1 Xn;ij ;kj /h is a unit in S and in all other Rms.
From the construction of the Rns, each contains F ŒR; X ; Y � as does S . Thus

R \ S � F ŒR; X ; Y �. In addition, S contains ˇnXn;1;1 for each n. For m ¤ n,
ˇn 2 Fm � Rm and ˇnXn;1;1 2 Mn;1 � Rn. Thus ˇnXn;1;1 2 R for each n.
Therefore the ring R \ S contains F ŒR; X ; Y ; fˇnXn;1;1 j n 2 Z

Cg�. Since K D
F Œˇ1; ˇ2; : : : � and F contains ˇ2

n for each n, K.R; X ; Y / is the quotient field of
R \ S .

For each nonzero element f 2 R \ S , there is a positive integer k and a finite set
of pairs f.m1; i1/; .m2; i2/; : : : ; .mh; ih/g such that f 2 K.R[

k;
Sh

j D1 Xmj ;ij ; Y [
k /.

Then f is a unit of Wm for each integer m > k and f is a unit of Vn;i for each pair
.n; i/ … f.m1; i1/; .m2; i2/; : : : ; .mh; ih/g. It follows that f is a unit in all but finitely
many Rns.

Next we show that each proper ideal of R \ S survives in at least one Vn;i and/or
at least one Wn.

Let J be a nonzero ideal of R \ S and let a0 be a nonzero element of J . Then
there is a positive integer k and a finite set of pairs f.m1; i1/; .m2; i2/; : : : ; .mh; ih/g
such that a0 2 K.R[

k;
Sh

j D1 Xmj ;ij ; Y [
k /. For each integer m > k, a0 is a unit of

Wm. Also, a0 is a unit of Vn;i for each pair .n; i/ … f.m1; i1/; .m2; i2/; : : : ; .mh; ih/g.
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Thus JWm D Wm for each m > k and JVn;i D Vn;i for each .n; i/ …
f.m1; i1/; .m2; i2/; : : : ; .mh; ih/g.

Suppose JWj D Wj for all j � k and JRmg;ig D Rmg;ig for all
pairs .mg; ig/ belonging to f.m1; i1/; .m2; i2/; : : : ; .mh; ih/g. Then there is a
finitely generated ideal A � J such that ARmg;ig D Rmg;ig for all pairs
.mg; ig/ 2 f.m1; i1/; .m2; i2/; : : : ; .mh; ih/g and AWj D Wj for all 1 �
j � k. Let fa0; a1; : : : ; arg be a generating set for the ideal A. Then there
is a pair of positive integers h0 � h and k0 > k and a finite set of pairs
f.m1; i1/; .m2; i2/; : : : ; .mh0 ; ih0/g .� f.m1; i1/; .m2; i2/; : : : ; .mh; ih/g/ such that
each ai is in the field K.R[

k0�1
;
Sh0

j D1 Xmj ;ij ; Y [
k0�1

/. As in the proof of
Example 6.4.7, we let g WD a0 C a1Yk0 C � � � C ar Yr

k0 . Unlike what happens
in Example 6.4.7, Yk0 is a unit in all Vm;i s and all Wms. Thus for each pair
of positive integers .m; i/, vm;i .g/ D minfvm;i .a0/; vm;i .a1/; : : : ; vm;i .ar /g. For
.m; i/ … f.m1; i1/; .m2; i2/; : : : ; .mh; ih/g, vm;i .a0/ D 0; and for .m; i/ 2
.m1; i1/; .m2; i2/; : : : ; .mh; ih/g, vm;i .aj / D 0 for some j . Thus g is a unit of
each Vm;i . Similarly, wm.g/ D minfwm.a0/; wm.a1/; : : : ; wm.ar/g for each positive
integer m, with wm.a0/ D 0 for m > k, and wm.aj / D 0 for some j when
1 � m � k. Thus g is a unit of each Wm. As g 2 R \ S , it is a unit of R \ S .
Therefore J D R \ S .

For a proper ideal I of R \ S , 1 � jsupp.I /j < 1. Moreover, if IRn ¤ Rn,
then IRn \ R \ S contains an element that is a unit in all other Rms and in all Wms.
Similarly, if IWm ¤ Wm for some m, then IWm \ R \ S contains a positive power
of some Zm;i , an element which is a unit in all other Wks and all Rns. Therefore the
family fRn j n 2 Z

Cg [ fWn j n 2 Z
Cg is a Jaffard family by Theorem 6.3.5. By

Theorems 6.3.7 and Theorems 6.3.9, fRn j n 2 Z
Cg, fTn j n 2 Z

Cg [ fWn j n 2
Z

Cg and fTn j n 2 Z
Cg are Jaffard families with T the integral closure of R and

T \ S the integral closure of R \ S .
Each maximal ideal of R is contracted from a maximal ideal of some unique Rn.

Each Rn has a unique divisorial maximal ideal that is not invertible (the conductor of
Tn into Rn) and all others are invertible (in fact, principal). By Theorem 6.3.1, each
invertible maximal ideal of Rn contracts to an invertible maximal ideal of R, and
the divisorial maximal ideal that is not invertible contracts to a divisorial maximal
ideal of R that is not invertible. Each of these maximal ideals contracts to a maximal
ideal of R \ S of the same type. In addition, each maximal ideal of S contracts to
a branched idempotent maximal ideal of R \ S . There are no other maximal ideals
of R \ S .

By Theorem 6.3.8, both R and R \ S have pseudo-Dedekind factorization. ut
For Example 6.4.9 we make yet another change in the notation. Essentially, we

simply use Q, Qn and Qc
n in place of R, Rn and Rc

n. Specifically, we let D WD
K.Q; Y /ŒX � and E WD K.X ; Y /ŒQ�. For each n, let Kn WD K.Qc

n; X ; Y /

and En WD KnŒQn�. In addition, for pairs n; i , we let Kn;i WD K.Q; X c
n;i ; Y /,

Dn;i WD Kn;i ŒXn;i � and Ln;i WD Fn.Q; X c
n;i ; Y /. The Wns will be defined in the

same way as in Example 6.4.8 except now the corresponding value group will be
J D Q ˚ G (instead of R ˚ G).
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Example 6.4.9. For each pair n; i , let Vn;i be the valuation overring of Dn;i

corresponding to the valuation vn;i W K.Q; X ; Y /nf0g ! G defined as follows.

(a) vn;i .Xn;i;j / D ej where ej is the element of G all of whose components are 0

except the j th one which is a 1,
(b) vn;i .b/ D 0 for all nonzero b 2 Kn;i ,
(c) extend to all of K.Q; X ; Y / using “min” for elements of Dn;i .

Also for each positive integer n, let Wn be the valuation overring of En correspond-
ing the valuation wn W K.Q; X ; Y /nf0g ! J defined as follows.

(a) wn.Z˛
n;1/ D .˛; 0; 0; : : : / for all ˛ 2 R.

(b) wn.Zn;j / D .0; ej / for all j � 2 where ej 2 G is the element of G whose j th
coordinate is 1 and all others are 0 (as in the previous examples).

(c) wn.b/ D 0 for all nonzero b 2 Kn D K.Qc
n; X ; Y /.

(d) Extend to valuations on K.Q; X ; Y / using “min” for elements of En.

For each n, let Tn WD T1
iD1 Vn;i . Each principal maximal ideal of Tn has the form

Mn;i WD Xn;i;1Tn for some pair n; i and for each pair n; i , the residue field Tn=Mn;i

is (naturally isomorphic to) Kn;i . Also, let Rn be the pullback of Ln;1 over Mn;1.
Finally, let T WD T1

nD1 Tn, S WD T1
nD1 Wn, R WD T1

nD1 Rn. Then the following
hold.

(1) S is an h-local Bézout domain such that each maximal ideal is both branched
and idempotent. Also S has strong factorization but not pseudo-Dedekind
factorization.

(2) For each n, Tn is an h-local Bézout domain such that each maximal ideal is
principal.

(3) For each n, Rn is a domain with integral closure Tn that has a unique divisorial
maximal ideal that is neither invertible nor idempotent. All other maximal ideals
of Rn are invertible, and Rn has pseudo-Dedekind factorization. Moreover, for
each nonzero ideal A of Rn, A \ R \ S contains an element that is a unit in all
other Rms and in all Wks.

(4) fTn j n 2 Z
Cg, fTn j n 2 Z

Cg [ fWn j n 2 Z
Cg, fRn j n 2 Z

Cg and
fRn j n 2 Z

Cg [ fWn j n 2 Z
Cg are Jaffard families.

(5) T is an h-local Bézout domain with strong pseudo-Dedekind factorization and
infinitely many maximal ideals such that each maximal ideal is invertible.

(6) S \ T is an h-local Bézout domain with strong factorization but not pseudo-
Dedekind factorization. In addition, S \ T has infinitely many branched
idempotent maximal ideals and infinitely many invertible maximal ideals.

(7) R is a domain with integral closure T that has pseudo-Dedekind factorization.
It has infinitely many divisorial maximal ideals that are not invertible and
infinitely many invertible maximal ideals, but no idempotent maximal ideals.

(8) R \ S is a domain with integral closure T \ S that has strong factorization but
not pseudo-Dedekind factorization. It has infinitely many divisorial maximal
ideals that are neither invertible nor idempotent, infinitely many invertible
maximal ideals and infinitely many branched idempotent maximal ideals.
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Proof. Essentially, one may repeat the proof of Example 6.4.8. The only differences
are with regard to pseudo-Dedekind factorization. For R and T there are no changes,
both still have pseudo-Dedekind factorization and the description of the maximal
ideals stays the same. While the basic description of the maximal ideals of S and
R \ S stays the same, here the domain S has strong factorization but not pseudo-
Dedekind factorization (by Example 6.4.6). Hence R \ S has strong factorization
but not pseudo-Dedekind factorization. ut



Symbols and Definitions

Max.R; I /: The set of maximal ideals of the domain R that contain the ideal I .
(Page 10)

Max#.R/: The set of sharp maximal ideals of R. (Page 45)

Max	.R/: The set of dull maximal ideals of R. (Page 46)

Min.R; I /: The set of minimal primes of the ideal I in the domain R. (Page 11)

suppS .I /: The set fˇ 2 A j ISˇ ¤ Sˇg where S D fS˛g˛2A is a family of
domains with the same quotient field and I is an ideal of

T
˛2A S˛ . The support of

I with respect to S . (Page 129)

suppP.I /: The set fˇ 2 A j IWˇ ¤ Wˇg where I is an ideal of a domain R,
P D fX˛g˛2A is a partition of Max.R/ and W˛ D TfRM j M 2 X˛g for each
˛ 2 A . The support of I with respect to P . (Page 131)

�R.I /: The ring
TfRM j M 2 Max.R; I /g. (Page 10)

� .I /: Same as �R.I /, used when R is understood to be the relevant domain.
(Page 10)

H .I /: The (possibly empty) set of maximal ideals M of an integral domain R

such that IRM ¤ .IRM /v. (Page 72)

˚R.I /: The ring
TfRP j P 2 Min.R; I /g. (Page 11)

˚.I /: Same as ˚R.I /, used when R is understood to be the relevant domain.
(Page 11)

�R.I /: The ring
TfRN j N 2 Max.R/nMax.R; I /g, equal to the quotient field

when each maximal ideal contains I . (Page 10)

�.I/: Same as �R.I /, used when R is understood to be the relevant domain.
(Page 10)
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˝R.I /: The ring
TfRP j P 2 Spec.R/ ; P 6� I g, equal to the quotient field

when each maximal ideal contains I . (Page 11)

˝.I/: Same as ˝R.I /, used when R is understood to be the relevant domain.
(Page 11)

c.h/: The ideal of R generated by the coefficients of the polynomial h 2 RŒX�,
referred to as the content h. (Page 36)

c.I/: The ideal of R generated by the contents of the polynomials in an ideal I of
the polynomial ring RŒX�, referred to as the content of I . Also used for an ideal I of
R.X/; in this case, I D LI R.X/ for the ideal LI D I

T
RŒX� and c.I / D c.LI /.

(Page 114)

#-domain: A domain R with the property that for each pair of nonempty subsets �0
and �00 of Max.R/, �0 ¤ �00 implies

TfRM 0 j M 0 2 �0g ¤ TfRM 00 j M 00 2 �00g.
(Page 9)

##-domain: A domain such that every overring is a #-domain. (Page 9)

Almost Dedekind domain: A domain R such that for each maximal ideal M

RM is a rank-one discrete valuation domain (or, equivalently, a (local) Dedekind
domain). (Page 9)

Anneau du type de Dedekind: A domain for which each nonzero ideal can be
factored as a finite product of ideals with each factor in a unique and distinct
maximal ideal. The same as an h-local domain. (Page 7)

Antesharp prime: A nonzero prime ideal P of a domain R is antesharp if each
maximal ideal of .P W P / that contains P contracts to P in R. (Page 19)

aRTP-domain: A domain R such that for each nonzero noninvertible I , II�1RM is
a radical ideal whenever M is either a steady maximal ideal or an unsteady maximal
ideal that is not minimal over II�1. Alternately, one may say that R has the almost
radical trace property. (Page 26)

Branched prime: A prime ideal P that has proper P -primary ideals. (Page 13)

Content of h: For a polynomial h 2 RŒX�, the content of h, c.h/, is the ideal of R

generated by the coefficients of h. (Page 36)

Content of I: For a nonzero ideal I of RŒX�, the content of I , c.I /, is the ideal of
R generated by the coefficients of the polynomials in I . In the case I is an ideal of
R.X/, then the content of I is c.I / D c.LI / where LI D I

T
RŒX�. (Page 114)

Dull degree: For a one-dimensional Prüfer domain R with quotient field K ,
recursively define a family of overrings of R as follows:

R1 WD R; and Rn WD
\

f.Rn�1/N j N 2 Max	.Rn�1/g for n > 1:

Then R has dull degree n, if Rn�1 ¨ Rn D RnC1 ¨ K (with R0 D f0g). (Page 46)
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Dull maximal ideal: It is a nonsharp maximal ideal of a one-dimensional Prüfer
domain. (Page 46)

Factoring family: For an almost Dedekind domain R, a family of finitely gen-
erated ideals fJ˛ j J˛RM˛ D M˛RM˛ , M˛ 2 Max.R/g such that each finitely
generated nonzero ideal can be factored as a finite product of powers of ideals from
the family with negative exponents allowed. (Page 46)

Factoring set: For an almost Dedekind domain, it is a factoring family such that
no member appears more than once. (Page 46)

Finite character: A domain for which each nonzero nonunit is contained in only
finitely many maximal ideals. (Page 6)

Finite divisorial closure property: A domain for which each nonzero nondiviso-
rial ideal I has the property that I v D I C J for some finitely generated ideal J .
(Page 88)

Finite idempotent character: A domain for which each nonzero nonunit is
contained in at most finitely many idempotent maximal ideals. (Page 77)

Finite unsteady character: A domain for which each nonzero nonunit is contained
in at most finitely many unsteady maximal ideals. (Page 77)

Generalized Dedekind domain: A Prüfer domain such that each nonzero prime
ideal is the radical of a finitely generated ideal and no nonzero prime is idempotent.
(Page 47)

General ZPI-ring: A ring for which each proper ideal factors as a finite product of
prime ideals. Alternately one may say R is a general “Zerlegung PrimIdeale” ring.
For domains, same as Dedekind domain and ZPI-ring. (Page 6)

h-local domain: A domain such that each nonzero prime ideal is contained in a
unique maximal ideal and each nonzero ideal (equivalently, each nonzero nonunit)
is contained in only finitely many maximal ideals. (Page 6)

h-local maximal ideal: A maximal ideal M of a domain R such that RM �R.M /

is the quotient field of R. (Page 120)

Independent pair of domains: A pair of domains S and T with the same quotient
field K such that ST D K and no nonzero prime ideal of S \ T survives in both S

and T . (Page 126)

Jaffard family: A family of domains S D fS˛g˛2A with the same quotient field
K such that R D T

˛2A S˛ also has quotient field K and for each nonzero ideal I

of R: suppS .I / D f˛1; ˛2; : : : ; ˛ng some positive integer n, I D Qn
iD1.I \ S˛i /,

and IS˛i \ R and IS˛j \ R are comaximal for all 1 � i < j � n. (Page 129)

Locally pseudo-valuation domain: A domain R such that RM is a pseudo-
valuation domain for each maximal ideal M of R. (Page 107)
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Matlis partition: A partition P D fX˛g˛2A of Max.R/ such that jsuppP.P /jD 1

for each nonzero prime ideal P of R and jsuppP.rR/j < 1 for each nonzero
nonunit r 2 R. (Page 131)

Non-D-ring: A domain R with a polynomial f .x/ 2 RŒx�nR such that f .r/ is a
unit of R for all r 2 R (f .x/ is a unit valued polynomial). (Page 136)

Prestable ideal: An ideal I of a ring R (not necessarily a domain) such that, for
each prime P , there is a positive integer n such that I 2nRP D dI nRP for some
d 2 I n. (Page 100)

Principally complete valuation domain: A valuation domain V with the follow-
ing property: whenever there are two families of nonzero elements fb˛g˛2A and
fc˛g˛2A and a corresponding family of primes fP˛g˛2A with A totally ordered
such that for all ˛ < ˇ in A :

(i) b˛ 2 P˛ ,
(ii) b˛V � bˇV � cˇV � c˛V ,

(iii) b˛=c˛ 2 V nP˛ , and
(iv) P˛ � Pˇ with

S
P˛ an unbranched prime,

then there is an element c 2 V such that b˛V � cV � c˛V for all ˛ 2 A .
(Page 104)

Property .˛/: An integral domain R is said to have property .˛/ if every primary
ideal is a power of its radical. (Page 41)

Pseudo-Dedekind factorization: A factorization of a nonzero ideal as the product
of an invertible ideal and a finite product of pairwise comaximal prime ideals with at
least one prime in the second factor. A domain has pseudo-Dedekind factorization
if each nonzero noninvertible ideal has a pseudo-Dedekind factorization. (Page 95)

Pseudo-valuation domain: A local domain .R; M / such that .M W M / is a
valuation domain with maximal ideal M . Same as PVD. (Page 101)

PVD: Same as pseudo-valuation domain. (Page 101)

Radical factorization: A domain for which each nonzero ideal I factors as I D
I1I2 � � � In for some radical ideals I1; I2; � � � ; In. Same as a SP-domain. (Page 39)

Reflexive domain: A domain R such that HomR.�; R/ induces a duality on
submodules of finite rank of free R-modules. (Page 8)

Relatively sharp prime: A nonzero prime ideal P of a Prüfer domain is relatively
sharp in a nonempty set of incomparable primes S if P contains a (nonzero) finitely
generated ideal that is contained in no other prime in the set S . (Page 34)

Relatively sharp set: A nonempty set S consisting of incomparable nonzero
primes of a Prüfer domain such that each prime in the set is relatively sharp in
S . (Page 34)
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RTP-domain: A domain R with the property that II�1 is a radical ideal for each
nonzero noninvertible I . Alternately, one may say that R has the radical trace
property. (Page 20)

Sharp degree: For a one-dimensional Prüfer domain R with quotient field K ,
recursively define a family of overrings of R as follows:

R1 WD R; and Rn WD
\

f.Rn�1/N j N 2 Max	.Rn�1/g for n > 1;

where Rn D K , for n � 2, if Max	.Rn�1/ D ;. Then R has sharp degree n, if
Rn ¤ K but RnC1 D K . In addition, a fractional ideal J of R has sharp degree n if
JRn ¤ Rn but JRnC1 D RnC1. (Page 46)

Sharp prime: A nonzero prime P of a domain R such that RP does not contain
�.P /. (Page 10)

SP-domain: A domain with radical factorization. (Page 39)

Special factorization: A special factorization of a nonzero ideal I of a domain
R is a factorization of the form I D BP1P2 � � � Pn for some finitely generated
ideal B and (not necessarily distinct) prime ideals P1; P2; : : : ; Pn. A domain R has
special factorization if each nonzero ideal has a special factorization. For R, this
is equivalent to it having strong pseudo-Dedekind factorization; and to it being a
ZPUI-ring. (Page 108)

S-representation: A set of valuation overrings fV˛g˛2A of a domain R such that
R D T

˛2A V˛ is an irredundant intersection. (Page 136)

Stable ideal: An ideal I of a ring R such that for each prime ideal P of R, I 2RP D
dIRP for some d 2 R. (Page 100)

Steady/Unsteady maximal ideal: A maximal ideal M of a domain R is unsteady
if MRM is principal but M.R W M / ¤ R, otherwise M is steady. (Page 8)

Strongly discrete Prüfer domain: A Prüfer domain R such that PRP is principal
for each nonzero prime ideal P . (Page 47)

Strongly discrete valuation domain: A valuation domain V such that PVP is
principal for each nonzero prime ideal P . (Page 47)

Strong pseudo-Dedekind factorization: A domain R for which each nonzero
ideal has a pseudo-Dedekind factorization. Equivalent to special factorization for
R; and to R being a ZPUI-ring. (Page 96)

Strong factorization: A domain for which each nonzero nondivisorial ideal I

factors as I D I vM1M2 � � � Mn for some distinct maximal ideals M1; M2; : : : ; Mn.
(Page 72)

SV-stable (stable in the sense of Sally-Vasconcelos): an ideal I which is inverti-
ble as ideal of .I W I /. (Page 37)
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TP-domain: A domain R with the property that II�1 is a prime ideal for each
nonzero noninvertible ideal I . Alternately, one may say that R has the trace property.
(Page 20)

TPP-domain: A domain R with the property that QQ�1 is a prime ideal for each
nonzero noninvertible ideal primary ideal Q. Alternately, one may say that R has
the trace property for primary ideals. (Page 23)

Trace ideal: An ideal J of the form J D II�1 for some nonzero ideal I . Also, the
trace of a nonzero ideal B is the ideal BB�1. (Page 20)

Unbranched prime: A prime ideal P that has no proper P -primary ideals.
(Page 13)

Unit valued polynomial: A polynomial f .x/ 2 RŒx�nR such that f .r/ is a unit
of R for each r 2 R. (Page 136)

Very strong factorization: A domain R for which each nonzero nondivisorial
ideal I factors as I D I vM1M2 � � � Mn where the Mi s are the distinct nondivisorial
maximal ideals that contain I where IRMi is not divisorial. (Page 72)

Weak factorization: A domain for which each nonzero nondivisorial ideal I

factors as I vM
r1

1 M
r2

2 � � � M rn
n for some maximal ideals M1; M2; : : : ; Mn. (Page 71)

wTPP-domain: A domain R for which QQ�1 D p
Q for each nonzero primary

ideal Q with nonmaximal radical. Alternately one may say that R has the weak
trace property for primary ideals. (Page 26)

ZPI-ring: A ring for which each nonzero ideal factors as a unique finite product
of prime ideals. Alternately, one may say the ring is a “Zerlegung Primideale” ring.
For domains, same as Dedekind domain and general ZPI-ring. (Page 6)

ZPUI-ring: A ring R for which each nonzero ideal I factors as a product I D
BP1P2 � � � Pn for some invertible ideal B (possibly equal to R) and prime ideals
P1; P2; : : : ; Pn with n � 1. Alternately, one may say R is a “Zerlegung Prim- und
Umkehrbaridealen” ring. For domains, the same as a domain with strong pseudo-
Dedekind factorization; and a domain with special factorization. (Page 95)
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[52] P. Jaffard, Théorie arithmétique des anneau du type de Dedekind. Bull. Soc. Math. France 80,
61–100 (1952)

[53] C. Jayram, Almost Q-rings. Arch. Math. (Brno) 40, 249–257 (2004)
[54] I. Kaplansky, Commutative Rings (Allyn and Bacon, Boston, 1970)
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