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1. Introduction.

Two dimensional classical spin systems play a very special role in statistical mechanics, in providing the
simplest non trivial examples of systems undergoing a phase transition.

The first of these model to be extensively studied was the Ising model, [Pe][O][Ka49][KO][Ya] whose im-
portance relies in the fact that it first gave firm and quantitative indications that a microscopic short range
interaction can produce phase transitions which deeply differ from that described by mean field approxima-
tion.

In the Ising model many detailed informations about the microscopic structure of the phases in the low
or high temperature regime can be obtained by perturbative techniques (cluster expansion [Ru63][GM68][D]
[Ru69]), by correlation inequalities [Gr][FKG]|[Le74] and by probabilistic methods (e.g. the “infinite cluster”
method [Ru79][Ai80][Hi]) and some of the critical properties can be deduced by combination of the previous
techniques together with the use of “infrared bounds” [Fr][Ai82]. However, most of the results about the
behaviour of thermodynamic functions near the critical temperature rely on the exact solution, first obtained
by Onsager and after him reproduced in many different independent ways [KO][KWa][SML][H][S].

The Ising model in zero magnetic field is solvable in a very strong sense: it can be exactly mapped into a
system of free fermions [SML][H][S] and, as a consequence, not only one can calculate the free energy and
the magnetization, but exact formulae for many important spin correlation functions can be derived, and
the asymptotic behaviour for large distances of some of them can be exactly computed *. For istance the
energy—energy correlation functions can be computed, as well as the asymptotic behaviour of the spin—spin
correlation function [MPW][BMW]|[TM][WMTB|[MW] and of some multi-spin correlation functions, when
we let the relative distances of the positions of the spins diverge in some special way and directions (e.g. along
the same horizontal line [Ka69]).

These results allow to calculate the critical exponents, as defined in the usual scaling theory of critical
phenomena, and to verify that, even if the scaling laws are all satisfied, as expected, the 2D Ising model
exponents are different from those expected from Curie-Weiss theory: one says that the Ising model belongs
to a different universality class.

The development of Renormalization Group [Ka66][DJ][C][Sy][W1][W2] [WF], starting from the end of the
60’s, clarified the concept of universality class, and gave a fundamental explanation to the fenomenological
expectation that different models, even describing completely different physical situations, could show the
same critical behaviour, in the sense that their critical exponents are the same (if one suitably identifies
the corresponding thermodynamic functions in the two systems). In the context of statistical mechanics, it
became clear that two systems, with the same symmetries and with interactions differing only by érrelevant
terms have correlation functions that, at the critical point, show the same asymptotic behaviour in the limit
of large distances; that is the two systems have the same critical exponents.

Independently from Renormalization Group, and approximatively at the same time, a new important
branch of statistical mechanics arose, that of exactly solvable models, for a review see [Ba82]. In this
context, and more specifically in that of 2D spin systems, many explicit examples were constructed of new
and unexpected universality classes, different from Ising’s. We refer in particular to two dimensional 6 vertex

L It must be stressed that these informations cannot be trivially derived from the exact expression of the free energy, and hard
work together with amazing algebraic cancellations are needed for the computation of the asymptotics of correlation functions,

even for the “simple” spin—spin correlation function along the same horizontal line, see [MW].
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(6V) and 8 vertex (8V) models 2. The class of 6V models includes the ice model, first solved by Lieb [L1], the
F-model and the KDP—model, solved in rapid succession after the ice-model exact solution [L2][L3][Su]; see
[LW] for a review on the 6V models. The Lieb’s solution was a breakthrough in statistical mechanics, both
because first showed the existence of exactly solvable models other than Ising itself, and because concretely
showed the existence of many new universality classes different from Ising’s in the context of 2D spin systems.
The latter point was of great importance for the development of the theory of critical phenomena: in fact
at the time of the solution of the ice model the universality theory of critical point singularity was not yet
developed in its final form. So, when Renormalization Group approach arose around 1969, the 6V models
appeared as a counterexample to the universality that Renormalization Group was supposed to predict:
depending on the specific choices of the energies assigned to the different vertex configurations one could
find different values for the critical exponents.

This fact, not well understood at the beginning by a fundamental point of view, was dismissed by the
theoretical physics community on the grounds that the 6V models are spin model “with constraints” (see
footnote 2), that is too pathological to be well described by the universality theory of critical phenomena.

However the deep meaning of Lieb’s counterexamples was made clear by Baxter’s exact solution of the
8V model, contained in a series of papers from 1971 to 1977 [Ba]3: it made clear to everybody that the
6V models could not be considered as pathological counterexamples. As remarked in footnote 2, 8V models
are genuine short range Ising models with finite interaction and one can for instance consider a path in the
parameters space continuously linking two 6V models defined by different choices of the energies associated
with the vertex configurations. The remarkable result following by the 8V solution is that along this path the
8V critical exponents change continuously, and continuously connect those of the two different 6V models.

This observation was crucial and led to a much better understanding of the theories that were put forward
to explain critical phenomena, first among all Renormalization Group itself. In modern language the solution
of the above “paradoxes” relies on the fact that the 6V and 8V models with different choices of parame-
ters differ by marginal terms: however this fact is not appearent in the original spin variable, and in order
to realize this one has to reformulate all this models as suitable field theory models (that is not an easy task).

Even if many important informations about the thermodynamics of vertex models can be found from their
exact solution, these models are exactly solvable in a sense much weaker than that of Ising.

The 6V models are solvable by Bethe ansatz, that is by assuming that the eigenvector of the transfer
matrix with largest eigenvalue is a linear combination of plane waves; and calculating the coefficients of the
linear combination by solving a (complicated) integral equation. This allows to find an exact expression for
the free energy f(3, E), as a function of the temperature 3! and of an external electric field E (so that
by computing the derivatives of f w.r.t. E one can study the critical behaviour of the electric response
function); but nothing can be said about more complicated correlation functions, it is not even possible to
write formal expression for them.

The solution of the 8V model is even more involved and sophisticated and is based on a reformulation
of the problem of calculating the free energy into the problem of solving a set of coupled elliptic integral
equations (the so called Yang—Baxter triangle—star equations). Also in this case it is not possible to find

2 The vertex models are defined by associating a direction to each of the bonds linking the sites of a 2D lattice; and by allowig
only a few configurations of the arrows entering or exiting a lattice site. In the 6V (8V) models only 6 (8) different configuration
are allowed at each site, and different energies are assigned to each allowed configuration. The 8V model can be easily mapped
into 2D spin models, described by two Ising layers, coupled by a 4 spin interaction. The 6V models can be obtained from the
spin description of 8V by letting the coupling constants tending to infinity in some specific way (they can be considered as Ising
models “with constraints”).

3 Baxter’s solution represents one of the major achievements of mathematical physics in the 1970’s: it introduced for the first
time in theoretical physics the use of triangle—star equations and of corner transfer matrix, which are nowadays fundamental

tools for the study of quantum groups and integrable systems.
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(even formal) expressions for generic correlation functions, but only the free energy as a function of some
thermodynamic parameters can be calculated, so that only informations about special low order correlation
functions can be obtained.

Relying the solutions of 6V and 8V on the explicit analytic solution of special integral equations, it is not
surprising that even small and apparently harmless modifications (from the Renormalization Group point
of view) of these models completely destroy their integrability. Also, the exact solutions do not give any
information about the thermodynamic behaviour of systems obtained as small perturbations of 6V and 8V.

On the other hand one can hope that many relevant properties of the integrable models are quite robust
under perturbations. Indeed, on the basis of operator algebra and scaling theory, it was conjectured since
a long time that a universality property holds for Ising, in the sense that by adding to it, for instance, a
next to nearest neighbor interaction, the critical indexes remain unchanged. A similar universality property
was conjectured for the 8V model. By scaling theory arguments, Kadanoff [Ka77] found evidence that 8V
is in the same class of universality of the Ashkin-Teller model 4, in the sense that the critical exponents are
the same, if one suitably identifies the coupling constants. Further evidence for this conclusion was given
in [PB], by second order Renormalization Group, and in [LP][N], by a heuristic mapping of both the 8V
and the Ashkin—Teller models into the massive Luttinger model, a not integrable model describing massive
interacting fermions on the continuum in 141 dimensions.

As suggested by the previous discussion, the natural method to relate non—integrable models to integrable
ones is given by Renormalization Group (RG). This was realized long ago, but the main open problem in this
context was to implement RG in a rigorous way; and, even at a heuristic level, to understand in a detailed
and quantitative way from the RG point of view how the crossovers between the different universality classes
are realized, when one let continuously vary the strength of the coupling constants defining the interaction
among spins.

In this dissertation we want to describe a constructive method for studying thermodynamic and correla-
tion functions at the critical point for a wide class of two dimensional classical spin systems, obtained as
perturbations of the Ising model, including the next to nearest neighbor Ising, the 8V model and Ashkin—
Teller. The method was first introduced in [PS] and [M] and is based on an exact mapping of the spin model
into a model of interacting spinless fermions in 1+1 dimensions and on the implementation of constructive
fermionic Renormalization Group methods for the construction of the effective potential and of the correla-
tion functions. The constructive fermionic Renormalization Group methods we apply were developed by the
Roma’s school in the last decade [BG1]|[BGPS][BoM][GS]|[BM] and are technically based on the so—called
functional renormalization group, developed in the 1980’s starting from [Po] [GN], see [G1][BG] for reviews.

We will apply the method to the analysis of the critical behaviour of the specific heat C, in the Ashkin—
Teller model and we will rigorously prove an old conjecture by Baxter and Kadanoff about the critical
behaviour of Ashkin—Teller (AT), in correspondence of different choices of the parameters defining the model
(the inter-layer interaction A and the anisotropy J®) — J®) see (1.1)). We shall study in detail how the
crossover between the different universality classes is realized when we let J() — J@) — 0 and how the
location of the critical points is renormalized by the interaction A, in the region of small \.

1.1.The Ashkin—Teller model.

The Ashkin-Teller model [AT] was introduced as a generalization of the Ising model to a four component
system; in each site of a bidimensional lattice there is a spin which can take four values, and only nearest
neighbor spins interact. The model can be also considered a generalization of the four state Potts model to
which it reduces for a suitable choice of the parameters.

4 Ashkin Teller (AT) is defined as a pair of Ising layers coupled via a four spin plaquette interaction, different from that of 8V;
AT is not integrable and, in correspondence of some special choices of its parameters, it reduces to Ising and to the 4—states

Potts model.
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A very convenient representation of the Ashkin—Teller model is in terms of Ising spins [F]: given a square
sublattice Ay; C Z? of side M , one associates at each site x € Aj; two kinds of Ising spins, a,(cl), U,(f),

assuming two possible values +1. The AT Hamiltonian is assumed to be:

HRT = - Z [J(l)a)(cl)ay) +J6@ 6 +)\U,(cl)0§,1)0,(c2)0§,2)} - Z HAT (1.1)

<x,y>EAMm xXEAM

where x,y are nearest neighbor sites and the last identity is a definition for HA”. Periodic boundary con-
ditions will be assumed throughout the work.

The case in which the two Ising subsystems are identical J) = J®2) is called isotropic, the opposite case
anisotropic.

When the coupling A is = 0, Ashkin—Teller (AT) reduces to two independent Ising models and it has of
course two critical temperatures if J(1) # J(2).

When J) = J&) = X, AT reduces to the four states Potts model.

We shall study the case J® > 0,7 = 1,2, that is the case in which the two Ising subsystems are ferromagnetic.

AT is a model for a number of 2d magnetic compounds: for instance layers of atoms and molecules
adsorbed on clean surfaces, like selenium on nichel, molecular oxygen on graphite, atomic oxygen on tungsten;
and layers of oxygen atoms in the basal Cu—O plane of some cuprates, like YBasCu3O,, are believed to
constitute physical realizations of the AT model [DR][Bak|[Bar]. Theoretical results on AT can give detailed
informations on the critical behaviour and the phase diagrams of such systems, which can be experimentally
measured by means of electron diffraction techniques.

Also, as explained in previous section, the importance of AT is in providing a conceptual laboratory in
which the higly non trivial phenomenon of phase transitions can be understood quantitatively in a relatively
manegeable model; in particular it has attracted great theoretical interest because is a simple and non trivial
generalization of the Ising and four-state Potts models, showing a rich variety of critical behaviours, depend-
ing on the choices of the parameters J(*) and X in (1.1). AT is not exactly solvable, except in the trivial
A = 0 case, and it has great theoretical interest to develop techniques that, without any use of exact solutions,
could allow to understand the AT critical behaviour. In fact exact solutions are quite rare and generally
peculiar of low dimensions, while RG methods are expected to work in much more general situations: then
it is important to refine RG tecniques in a simple but non trivial playground, as that offered by AT.

The thermodynamic behaviour of the anisotropic AT model is not well understood even at a heuristic
level. What is “known” is mainly based on conjectures, suggested by scaling theory, and on numerics.

A first conjecture, proposed by Wu and Lin [WL], concerns the critical points: from the symmetries of the
model, it is expected that AT, even in the interacting case (i.e. A # 0), has two critical temperatures for
JM £ J@) which coincide at the isotropic point J) = J(2). However nothing has been proposed about the
location of the critical points, even at a conjectural level.

Kadanoff [Ka77] and Baxter [Ba82] conjectured that the critical properties in the anisotropic and in the
isotropic case are completely different; in the first case the critical behaviour should be described in terms
of universal critical indices (identical to those of the 2D Ising model) while in the isotropic case the critical
behaviour should be nonuniversal and described in terms of indexes which are non trivial functions of A.
In other words, the AT model should exhibit a universal-nonuniversal crossover when the isotropic point is
reached.

The general anisotropic case was studied numerically by Migdal-Kadanoff Renormalization Group [DR],
Mean Field Approximation and Monte Carlo [Be], real-space Renormalization Group [Bez] Transfer Matrix
Finite-Size—Scaling [Bad]; such results give evidence of the fact that, far away from the isotropic point, AT
has two critical points and belongs to the same universality class of the Ising model but give essentially no
informations on the critical behaviour when the anisotropy is small. The problem of how the crossover from
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universal to nonuniversal behaviour is realized in the isotropic limit remained for years completely unsolved,
even at a heuristic level.

1.2. Results.

Our main results concern the analytical properties of the free energy in an interval of temperatures around
the critical temperatures; and the critical behaviour of the specific heat. These thermodynamic quantities
are defined in the usual way: if § is the inverse temperature, the partition function at finite volume is:

— def —BHZT

EAy = E e B Anm , (1.2)
(1) (2)
Tan TAm

where O’XI)M = {0,(3) | x € Apr}; correspondingly, the free energy and the specific heat are defined as:

1 1 2
f=—= lim ——=log=s, , C,= lim p

AT 7 AT
ﬁ M—o0 M2 M —o00 W Z < HX Hy >A]\/1,T 9 (13)

x,yEAM

where < - >,,, 7 denotes the truncated expectation w.r.t. the Gibbs distribution with Hamiltonian (1.1).
We find convenient to introduce the variables

) 4 ¢®2) (M _¢(2)

t= L u=
2 2

(1.4)
with tU) = tanh 3J), j = 1,2. The parameter ¢t has the role of a reduced temperature and u measures
the anisotropy of the system. We shall consider the free energy or the specific heat as functions of ¢, u, A.
When A\ = 0 the model (1.1) reduces to a pair of decoupled Ising models and the specific heat C,, can be
immediately computed from the Ising model exact solution; the system admits two critical points, defined
by

tanhgJ@ =v2 -1, =12, (1.5)

or, in terms of the parameters ¢, u defined in (1.4):
tF=vV2-1+]ul. (1.6)

As it is well-known from Ising’s exact solution, near the two critical temperatures the specific heat shows a
logarithmic divergence: C, ~ —C'log |t — t*|, where C > 0.

Consider now the A # 0 case. If the anisotropy is strong the two Ising subsystems have very different critical
temperatures: so, if the temperature of the coupled system is near to the critical temperature of one of the
Ising subsystems, one can expect that AT is essentially equivalent to a single critical Ising model, perturbed
by a small “random noise”, produced by the non-critical fluctuations of the second Ising subsystem; in
such a case one expects that the effect of the coupling is at most that of changing the value of the critical
temperatures [PS]°. On the other hand if the anisotropy is small the two system will become critical almost
at the same temperature and the properties of the system could change drastically.

5 Note that, because of the structure of the Hamiltonian (1.1) (in which the interaction has the form of a product of bond
interactions), this heuristic picture applies both to the case the non critical Ising model is well inside the paramagnetic phase
and to the case it is well inside the magnetized phase: in both cases, if the system 2 is the system far from criticality, we can

(2) (2) (2)

rewrite oy’ as U,(cz) =mj + 0oy ’, where m} is the (unperturbed) magnetization of system 2, and dox is the field associated
with the non critical fluctuations of cr,(f) around its average value; one can then expect that the effect of the interaction of
system 1 with system 2 is just that of changing the coupling J(1) into an effective coupling J(}) + A(m§)2 + 6J, where §J is a
small random noise, generated by the non-critical fluctuations of ¢(2) around its average value. Since we shall assume J®) to

be O(1), it makes no qualitative difference whether m3 is vanishing or not.
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With the notations introduced above and calling D a sufficiently small O(1) interval (i.e. with amplitude
independent of \) centered around v/2 — 1, we can express our main result as follows [GM1][GM2)].

THEOREM. There exists € > 0 such that, if |\| < e and t £u € D, the AT model admits two critical points
of the form:
tEOu) = V2 — 14+ £ |ul*(1 46\ u) . (1.7)

Here v and & are O(\) corrections and n = n(\) = —bX + O(A\?), b > 0, is an analytic function of \. If
N <e,t+u€ D andt #tE, the free energy and the specific heat of the model are analytic in \,t,u; in the
same region of parameters, the specific heat C, can be written as:

t—t ||t —tF| 1— A2
£ <+ F F. 1.8
A2 + I'o e + I3, ( )

C, = Fy A2 log |

where: 2A% = (t —t.)2 4+ (t —t5)2%; e = aA+ O()\?), a # 0; and Fy, Fy, F3 are functions of t,u, \, bounded
above and below by O(1) constants.

A first interesting result that can be read from the Theorem is that the location of the critical points is
dramatically changed by the interaction, see (1.7). The difference of the interacting critical temperatures
normalized with the free one G(A\,u) = (tF (A, u) —t, (N, u))/(tF(0,u) —t. (0,u)) rescales with the anisotropy
parameter as a power law ~ |u|", and in the limit © — 0 it vanishes or diverges, depending on the sign of A
(this is because n = —bA + O(A\?), with b > 0). In Fig. 1 we plot the qualitative behaviour of G(\, u) as a
function of u, for two different values of A (i.e. we plot the function w”, with n = 0.3, —0.3 respectively).

Fi1G. 2. The behaviour of the difference G between the interacting critical temperatures normalized to the free
one, for two different values of \; depending on the sign of the interaction, it diverges or vanishes in the isotropic

limit.

As far as we know, the existence of the critical index n(\) was not known in the literature, even at a
heuristic level.
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From (1.8) it follows that there is universality for the specific heat, in the sense that it diverges logarith-
mically at the critical points, as in the Ising model. However the coefficient of the log is anomalous: in fact
if ¢ is near to one of the critical temperatures A ~ /2|u|'*" so that the coefficient in front of the logarithm
behaves like ~ |u|2(1+M%  with 7, a new anomalous exponent O()); in particular it is vanishing or diverging
as u — 0 depending on the sign of A\. We can say that the system shows an anomalous universality which is
a sort of new paradigmatic behaviour: the singularity at the critical points is described in terms of universal
critical indexes and nevertheless, in the isotropic limit v — 0, some quantities, like the difference of the
critical temperatures and the constant in front of the logarithm in the specific heat, scale with anomalous
critical indexes, and they vanish or diverge, depending on the sign of .

Eq(1.8) clarifies how the universality—nonuniversality crossover is realized as u — 0. When u # 0 only the
first term in eq(1.8) can be log—singular in correspondence of the two critical points; however the logarithmic
term dominates on the second one only if ¢ varies inside an extremely small region O(|u|'*7e~¢/I\) around the
critical points (here ¢ is a positive O(1) constant). Outside such region the power law behaviour corresponding
to the second addend dominates. When u — 0 one recovers the power law decay first found by Mastropietro
[M] in the isotropic case:

1— |t —te|?e
nC

In Fig. 2 we plot the qualitative behaviour of C,, as a function of t. The three graphs are plots of eq(1.8),
with I} = F, =1, F5 =0, u = 0.01, n = n, = 0.1,0, —0.1 respectively; the central curve corresponds to the
case 11 = 0, the upper one to 7 < 0 and the lower to n > 0.

C,~Fy (1.9)

40

301 -

5207 .

10 .

936 038 04 t0.42 044046

Fi1c. 2. The behaviour of the specific heat C, for three different values of A, showing the log-singularities
at the critical points; in the isotropic limit the two critical points tend to coincide, the lower curve becomes

continuous while the upper develops a power law divergence.

It now worths to make some technical remarks about the Theorem above.

The first is about the range of parameters where the Theorem holds. The key hypothesis for the validity
of the Theorem is the smallness of \. When X = 0 the critical points correspond to t +u = /2 — 1: hence
for simplicity we restrict ¢ + v in a sufficiently small O(1) interval around /2 — 1. A possible explicit choice
for D, convenient for our proof, could be D = [@, @] We expect that our technique would allow
us to prove the above theorem, at the cost of a lengthier discussion, for any t(),+() > 0: of course in that
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case we should distinguish different regions of parameters and treat in a different way the cases of low or
high temperature or the case of big anisotropy (i.e. the cases t << v/2—1or t >> /2 —1 or |u| >> 1).

The second remark is about the analyticity of the specific heat. It is claimed that C', is analytic in A, ¢, u
outside the critical line. However, this is not appearent from (1.8), because A is non analytic in v at v =0
(of course the bounded functions F; are non analytic in u also, in a suitable way compensating the non
analyticity of A). We get to (1.8) by interpolating two different asymptotic behaviours of C,, in the regions
[t —Tc| < 2|u[*™ and |t — T.| > 2|u|'™, where %, is the average point between ¢ and ¢_; then, the non
analyticity of A is introduced “by hands” by our estimates and it is not intrinsic for C,. (1.8) is simply a
convenient way to describe the crossover between different critical behaviours of C,,.

Finally, it must be stressed that we do not study the free energy directly at t = tF(\, u), therefore in order
to show that ¢ = tF(\, u) is a critical point we must study some thermodynamic property like the specific
heat by evaluating it at ¢ # ¢t=(\,u) and M = oo and then verify that it has a singular behavior as t — t£.
The case t precisely equal to tF cannot be discussed at the moment with our techniques, in spite of the
uniformity of our bounds as t — t. The reason is that we write the AT partition function as a sum of 16
different partition functions, differing for boundary terms. Our estimates on each single term are uniform up
to the critical point; however, in order to show that the free energy computed with one of the 16 terms is the
same as the complete free energy, we need to stay at ¢ # ¢: in this case boundary terms are suppressed as
~ e"‘M‘t_tci‘, k>0, as M — oo. If we stay exactly at the critical point cancellations between the 16 terms
can be present (as it is well known already from the Ising model exact solution [MW]) and we do not have
control on the behaviour of the free energy, as the infinite volume limit is approached. We believe that this is
a purely technical difficulty and that it could be solved by a more detailed analysis of the cancellations among
the different terms appearing in the Ising’s partition function. Another possibility to study AT directly at
the critical point would be to adapt our method to the case of open boundary conditions (where even in
the fermionic representation the free energy can be written as the logarithm of a single partition function).
The interest of studying the model directly at criticality is linked to the possibility of explicitly studying the
finite size corrections to the correlation functions and the approach to their conformal limit.

1.3. Outline of the proof.
The proof of the Theorem above is based on a multiscale analysis of the free energy and of the generating
function of the energy—energy correlation functions.

The first step to set up the Renormalization Group machinery is finding a convenient field theory which
gives an equivalent description of our spin system. We give a fermionic representation of the theory, following
the same strategy of [PS|[M]. We start from the well known representation of the Ising model free energy
in terms of a sum of Pfaffians [MW] which can be equivalently written (see Ref. [ID][S]) as Grassmann
functional integrals, formally describing massive non interacting Majorana fermions 1), on a lattice with
action

S 2 [0 — i00) s+ TBr + 00)0r — 200501+ Do) + VT~ 1 = it (1.10)

X

where 0; are discrete derivatives; criticality corresponds to the massless case. If A = 0 the free energy and
specific heat of the AT model can be written as sum of Grassmann integrals describing two kinds of Majorana
fields, with masses m™) = ¢t — /2 4+ 1 and m® =¢® — /2 4+ 1.

If A # 0 again the free energy and the specific heat can be written as Grassmann integrals, but the
Majorana fields are interacting with a short range potential. By performing a suitable change of variables
[ID][PS][M] and integrating out the ultraviolet degrees of freedom, the effective action can be written as

Zy Z [¢I,x(51 — 1w )W, — WO h T, F iwpn VS W+ MU T T T | + W (1.11)

X,w,0
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where a = + is a creation—annihilation index and w = +1 is a quasi—particle index. o1 and p; have the
role of two masses and it holds o7 = O(t — v/2 4+ 1) + O(\), p1 = O(u). W is a sum of monomials of 1
of arbitrary order, with kernels which are analytic functions of A\1; analyticity is a very nontrivial property
obtained exploiting anticommutativity properties of Grassman variables via Gram inequality for determinants

[Le][BGPS]. The 9* are Dirac fields, which are combinations of the Majorana variables zb(j),a(j), ji=1,2,
associated with the two Ising subsystems.

One can compute the partition function by expanding the exponential of the action in Taylor series in
A and naively integrating term by term the Grassmann monomials, using the Wick rule; however such a
procedure gives poor bounds for the coefficients of this series that, in the thermodynamic limit, can converge
only far from the critical points.

In order to study the critical behaviour of the system we perform a multiscale analysis involving non
trivial resummations of the perturbative series. The first step is to decompose the propagator g(k) as
a sum of propagators more and more singular in the infrared region, labeled by an integer h < 1, so
that g(k) = E,IL:_OO dM(k), g™ (k) ~ v~". We compute the Grassmann integrals defining the partition
function by iteratively integrating the propagators §(*), (%) ... After each integration step we rewrite the
partition function in a way similar to the last equation, with Zn, oy, pr, An, Wy replacing 21, o1, p1, A1, Wi,
in particular the masses o, + up, and the wave function renormalization Zj, are modified through the iterative
scheme; the structure of the action is preserved because of symmetry properties; moreover W, is shown to

h

be a sum of monomials of ¢ of arbitrary order, with kernels decaying in real space on scale v~", which are

3

analytic functions of {\n, ..., A1}, if Ay are small enough, k > h, and |ox |y ™%, |ur|y ™% < 1; again analyticity
follows from Gram-Hadamard type of bounds.

All the above construction is based on the crucial property that the effective interaction at each scale does
not increase: |Ap| < 2|A|. This property is highly non trivial and at a first naive analysis it even seems
false. In fact the effective coupling constants \; obey a complicated set of recursive equations, whose right
hand side is called, as usual, the Beta function. The Beta function can be written as sum of two terms;
the first term is common to a wide class of models, including the Luttinger model, the Thirring model,
the Holstein—Hubbard model for spinless fermions, the Heisenberg XYZ spin chain, the 8 vertex model; the
other term is model dependent. The first term is dimensionally marginal, that is it tends to let the effective
coupling constants grow logarithmically. But, if one could show that it is exactly vanishing, than the flow of
the running coupling constants in all the above models could be controlled just by dimensional bounds, and
the expansion would be convergent; the observables would then be expressed by explicit convergent series
from which all the physical information can be extracted.

In the years two different strategies have been followed to prove the vanishing of the Beta function in the
above sense. The first one, proposed by Benfatto and Gallavotti [BG1] and proved in [BoM]|[BMZ2], consists
of an indirect argument, based on the fact that the first term of the Beta function (the one that is common to
the class of models listed above) is the same as that one obtaines from a multiscale analysis of the Luttinger
model, that is an exactly solvable model [ML]; by contradiction, one shows that the Beta function must be
vanishing, otherwise the correlation functions obtained by the multiscale integration would not coincide with
the correlations which can be exactly computed from Luttinger’s exact solution.

Very recently Benfatto and Mastropietro [BM1] proposed a new proof of the vanishing of the Beta function,
completely independent from any exact solution and based on a rigorous implementation of Ward identities.
Ward identities play a crucial role in Quantum Field Theory and Statistical Mechanics, as they allow to
prove cancellations in a non perturbative way. The advantage of reducing the analysis of Ashkin—Teller to a
fermionic model like that in (1.11) is that such model can be written as the sum of a term formally verifying
many symmetries which were not verified by AT, e.g. total gauge invariance symmetry wiw — eimxw,ﬂéw
and chiral gauge invariance @[J,jéw — eiio‘wwiw; plus mass terms and higher order corrections which are
weighted by small constants. The first term has an associated beta function that is vanishing, as it can be
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proved through Ward identities following from its gauge invariance®; the second term produces summable
corrections to the Beta functions, which are specific of Ashkin—Teller. One says that the symmetries used
to prove the vanishing of the Beta function are hidden in the spin models, as they are not verifyied even at
a formal level; however they are exactly realized by a model that is “close”, in an RG sense, to Ashkin—Teller.

So, we use the argument of [BM1] together with a detailed analysis of the structure of the perturbative
expansion to prove that A\p stays small under the multiscale integration. Once this is established, we show
that oy, pp, Zp, under the iterations, evolve as: op ~ alﬂybﬂh, h ,ulfy’b”h, Zp ~ "y*blvh, with by, by
explicitely computable in terms of a convergent power series.

We then perform the iterative integration described above up to a scale h} such that (|ops |+ |pa: )y ™" =
O(1). For scales lower than h} we return to the description in terms of the original Majorana fermions
PpL=h1) | qp(2=h1) associated with the two Ising subsystems. One of the two fields (say ¢("="1)) is massive
on scale hi (so that the Ising subsystem with j = 1 is “far from criticality” on the same scale); then we can
integrate the massive Majorana field 1(1:<"1) without any further multiscale analysis, obtaining an effective
theory of a single Majorana field with mass |Jh1f| — |,uh; , which can be arbitrarly small; this is equivalent
to say that on scale h] we have an effective description of the system as a single perturbed Ising model

with anomalous parameters near criticality. The integration of the scales < hj is performed again by a

multiscale decomposition similar to the one just described; an important feature is however that there are no
more quartic marginal terms, because the anticommutativity of Grassmann variables forbids local quartic
monomials of a single Majorana fermion. This greatly simplifies the analysis of the flow of the effective
coupling constants, which is convergent, as it follows just by dimensional estimates. Criticality is found
when the effective mass on scale —oo is vanishing; the values of ¢, u for which this happens are found by
solving a non trivial implicit function problem.

Technically it is an interesting feature of this problem that there are two regimes in which the system must
be described in terms of different fields: a first one in which the natural variables are Dirac Grassmann vari-
ables, and a second one in which they are Majorana; the scale h] separating the two regimes is dynamically
generated by the iterations. In the first regime the two entangled Ising subsystems are undistinguishable, the
natural description is in terms of Dirac variables and the effective interaction is marginal; in the integration
of such scales nonuniversal indexes appear and hidden Ward identities must be used to control the flow of
the effective coupling constants. In the second region the two Ising subsystems really look different, one
appears to be (almost) at criticality and the other far from criticality on the same scale; the parameters of
the two subsystems are deeply changed (in an anomalous way) by the previous integration; in this region
the effective interaction is irrelevant.

1.4. Summary.
In Chap.2 we get the exact solution of Ising by rewriting the partition function as a Grassmann functional
integral. This will be the starting point for the subsequent perturbative construction.

In Chap.3 we describe the Grassmann formulation of a class of interacting Ising models in two dimensions,
to which the multiscale method we will subsequently describe applies. This class includes the Ashkin-
Teller model and the 8V model (and models obtained as perturbations of both). The general Grassmann
formulation we describe is studied in detail for the Ashkin—Teller model and for the latter we also give an

6 At the formal level the proof of the vanishing of the Beta function through Ward identities is well-known since the 1970’s
[DL][DM]. However the original proof of this statement discarded in the analysis the presence of cutoffs, which necessarily break
exact gauge invariance; the problem of establishing whether gauge invariance and formal Ward identities were recovered in
the limit of cutoff removal was not considered by the authors of the original proof. In [BM1] the authors first considered this
problem and they proved that actually the Ward identities found after the removal of the cutoff are different from the formal
ones: this is the phenomenon of chiral anomaly, well-known in the context of similar models used in Relativistic Quantum Field

Theory, e.g. the Schwinger model [ZJ].
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alternative Grassmann formulation that will be convenient in the following.

In Chap.4 we describe how to integrate out the ultraviolet degrees of freedom and we compute the effective
action for the infrared part of the problem. We also study in detail the symmetry properties of our model,
and we classify the terms that can possibly appear in the theory by symmetry reasons.

In Chap.5 we describe the multiscale analysis in the first regime of scales, where the system is described
in terms of Dirac fields. In particular, this Chapter includes the definition of localization and a detailed
analysis of the dimensional improvements that must be used to control the size of some contributions that,
even if appearently marginal, can be shown to be effectively irrelevant.

In Chap.6 we study the flow of the running coupling constants, using the bounds previously derived in
Chap. 5 and the vanishing of the Beta function.

In Chap.7 we describe the multiscale analysis in the second regime of scales, where the system is described
in terms of a single Majorana field. We solve the equation for the scale h} dividing the first and the second
regime and the equation for the critical temperatures.

In Chap.8 we describe the expansion for the energy—energy correlation functions and we complete the proof
of the main Theorem.

In the remaining Appendices we collect a number of technical lemmas needed for the proof of the main
Theorem. In particular in Appendix A6 we reproduce the proof of the vanishing of the Beta function, fol-
lowing [BM1].

So, let’s start.
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2. The Ising model exact solution.

In this section we want to describe the Ising model exact solution, in a way that will be convenient for the
subsequent perturbative analysis of the Ashkin—Teller model. We shall mainly follow the work of Samuel

[S].
The Ising model partition function on a square lattice Ay C Z2, where M is the side of the square, is
defined as:
r= 3T 2.)

O'AM

[1]

where < i, j > are nearest neighbor sites and [ is the inverse temperature. We first consider open boundary
conditions and, after that, the more complicated case of periodic boundary conditions.

2.1. The multipolygon representation.
It is well known that the partition function (2.1) is equivalent to the partition function of a gas of multipoly-
gons with hard core. This representation was originally introduced to study the geometry of the microscopic
configurations in the hot phase, and can be obtained as follows.

One first rewrite the sum appearing at the exponent in (2.1) as ), 65, where ), is the sum over the bonds
linking nearest neighbor sites of Ay and 63 is the product of the spin variables over the two extremes of b.
If we expand the exponential in power series we find:

Er =Y [](coshBJ + Gy sinh 8.J) = (cosh B.J)% Y~ J] (1 + & tanh 8.7) (2.2)

oAy b oAy b
where B is the number of bonds of A ;. Developing the product, we are led to a sum of terms of the type:
(tanh B.J)*6y, - - - 6y, (2.3)

and we can conveniently describe them through the geometric set of lines b1,...,b;. If we perform the
summation over the configurations oy ,,, many terms of the form (2.3) give vanishing contribution. The only
terms which survive are those in which the vertices of the geometric figure by U by U - - - U by belong to an
even number of b;’s. These terms are those such that 4, - - - 6, = 1 and we shall call these geometric figures
multipolygons. Let Px(Apr) be the number of multipolygons with & sides on the sublattice Ay;. Then the
partition function (2.1) is easily rewritten as:

Er = (cosh 3J)72M° 3" Py(Apr)(tanh BJ)F . (2.4)
k>0

If open boundary conditions are assumed, only multipolygons not winding up the lattice are allowed. In the
case of periodic boundary conditions the representation is the same, but the polygons are allowed to wind
up the lattice.

2.2.The Grassmann integration rules.
In this section we introduce some basic definitions about Grassmann integration. We will need them to
reinterpret (2.4) as a Grassmann functional integral.

Let us consider a finite dimensional Grassman algebra, which is a set of anticommuting Grassman variables
{¢T 17}, with @ an index belonging to some finite set A. This means that

(W05} =030 + 900 =0,  VYa,d €A, Vo0’ =+; (2.5)
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in particular (¢9)? =0 Va € A and Vo = +.
Let us introduce another set of Grassman variables {dyT,dy }, o € A, anticommuting with ¢, 47, and
an operation (Grassman integration) defined by

/wgdwg:L /dy;g:o, a€A, o==1. (2.6)

If F(¢) is a polynomial in 91,4, , o € A, the operation

[ T aviav, po) (2.7)
acA

is simply defined by iteratively applying (2.6) and taking into account the anticommutation rules (2.5). It
is easy to check that for all « € A and C € C

Jdvtdyy e vaClay yt

[ 0k e o =Cct; (2.8)
in fact e¥a%a =1 — ¢ Cy7 and by (2.6)
/dqp;w;e*wic% =C, (2.9)
while
[avtavge v =1, (2.10)

If one considers Grassmann variables whose quadratic action is not diagonal, one finds the generalizations
of the above formulas, e.g.

- 5 o +M1] T
fHOtEA dd};rdd}a € Z'LJEA W; @Z’J wa/w; _

-1
- TMi; (M~ g (2.11)
IHQGA dwidd); e Ei,jeA d"l M’L]’lpj

with M an |A| x |A| complex matrix. Again (2.11) can be easily verified by using (2.6) and the anticommu-
tation rules (2.5), which also allow us to write

_ M
/ I dvddey e Dijea ¥ MV ot M (2.12)
acA
and ) -
/ H dw;‘dwg e Zi]‘GA Y Mg, Q/J;,Q/J; = M(;’ﬁ’ , (2.13)
acA

if M7, s is the minor complementary to the entry Mqrg:.

The above formulae closely remind us the Gaussian integrals: note however that there is no need that M
is real or positive defined (but of course they have to be invertible).

For the moment this is all we need for the Grassmann formulation of the Ising model. More algebraic
properties of the Grassmann integration can be found in Appendix Al.

2.3.The Grassmann representation of the 2d Ising model with open boundary conditions.
In order to represent the sum over multipolygons in (2.4) as a Grassmann integral, we first associate to each
site x € Ay, a set of four Grassmann variables, H, Hx, Vx, Vi, that must be thought as associated to four
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Vx Vy

o _ o _
Hyo e 0 Hy HyoeoH,

o o

Vi Vy

Fic. 3. The four Grassmann fields associated to the sites X and y.

new sites drawn very near to x and to its right, left, up side, down side respectively, see Fig 3. We shall
denote these sites by Rx, Lx, Ux, Dx respectively.

1f +% tanh BJ, we consider the action

St =t > [HxHxper + VaVareo) + O [HxHx + ViVa+ VacHy + Vi + Hy Vi + Vil |
xEAM xEAM
(2.14)
where €1, ég are the coordinate versors in the horizontal and vertical directions, respectively. Open boundary
conditions are assumed. We claim that the following identity holds:

Er _ M? T 7 S(t)
_ = (-1 | | dH xdHydV dVy 2.15
2M? (cosh 3.J)B (=1) / ”t ¢ (2.15)
X M

where Z; in the Lh.s. is calculated using open boundary conditions. The proof of (2.15) will occupy the rest
of this section.

In order to prove (2.15) we expand the exponential in the r.h.s., we integrate term by term the Grassmann
variables, and we get a summation over terms that we want to put in correspondence with the terms in
the summation over mutipolygons of (2.4). We can do as follows. We represent every quadratic term in
(2.14) with a line connecting the two sites corresponding to the two Grassmann fields. Correspondingly,
we represent every term obtained by the contraction of the Grassmann variables (that is the contraction
of a suitable product of the quadratic terms appearing in S(t)) with the union of the lines representing
the contracted monomials. The figure one obtaines (call it a dimer) resembles a multipolygon, and exactly
coincide with a multipolygon if one shrinks the sites Ry, Lx, Ux, Dx to let them coincide with x.

This graphical construction allows to put in correspondence each dimer with a unique multipolygon. We
then have to show that the total weight of the dimer corresponding to the same multipolygon ~ is exactly
(=1)M*¢h] where (=1)M” is the same factor appearing in the r.h.s. of (2.15) (note that M? is the number
of sites of Ajs) and, if || is the length of v, ¢! is the weight (2.4) assigns to .

We first note that the correspondence between dimers and multipolygons is not one to one, because
an empty site x in the multipolygon representation corresponds to three different contractions of Grass-
mann fields, that is either to [ dHxdHxdVxdVyx HxHxVxVx, or to [ dHxdHyxdVxdVyx ViHxHxVx, or to
f dHdH,dV dVy Vi Hy V«Hy. The total contribution of these three contractions is:

/ AT A HydV AV (HoHi Vi Vie + Ve H Vi + VeHo Vo) =1 —1—1=—1,  (2.16)
as wanted.

It is easy to realize that, unless for the above ambiguity, the correspondence between dimers and multi-
polygons is unique. And, since each side of a dimer is weighted by a factor ¢t and each empty site is weighted
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by (—1), the weights of the corresponding figures are the same, at least in absolute value. From now on
we shall extract from the weight of v the contribution of the empty sites together with the trivial factor
tIl (that is we redefine the weight of v by dividing it by (—l)Mz’”VtM, where n, is the number of sites
belonging to v, possibly different from |v|, if v has self intersections).

We are then left with proving that the weight of a dimer (as just redefined) is exactly (—1)"; in this way
the sign of every configuration of dimers together with the minus signs of the empty sites, (2.16), would
reproduce exactly the factor (—1)™ in (2.15).

We start with considering the simplest dimer, that is the square with unit side. Let us denote its corner
sites with (0,0) = x1, (1,0) = x2, (1,1) = x3, (0,1) = x4 and let us prove that its weight is (—1)* = 1.
The explicit expression of its weight in terms of Grassmann integrals, as generated by the expansion of the
exponent in (2.15) is:

4
/ [ dH . dHy, AV, dVs, -
i=1 (2.17)

{ﬁlex2 'Vx2ﬁx2 'VX2VX3 'szﬁxs ' (_HX3FX4) 'HX4VX4 ' (_VX4VX1) 'Vlexl]

In the previous equation, we wrote the different binomials corresponding to the segments of the dimer
following the anticlockwise order, starting from H,,. We associated a sign to each binomial, + if its fields
are written in the same order as they appear in (2.14), and — otherwise.

By collecting the minus signs and by permutating the position of Hy, from the first to the last position,
we find that (2.17) is equal to

4
- / [T T d i AV Vi, - | HiVies Tl Vo - Vi Vi o Hy - o ey Vi, Vs * Vi Vi Hi T |
i=1

(2.18)
where now we wrote separated from a dot the contributions corresponding to the same site. The explicit
computation of (2.18) gives —[(—1)(—1)(+1)(—1)] = 41, as desired.

Let us now consider a generic dimer v not winding up the lattice and without self intersections, and let
us prove by induction that its weight is (—1)™v. We will then assume that the dimers with number of sites
k < n. have weights (—1)¥. The first step from which the induction starts is the case k = 4, that we have
just considered.

Let us consider the smallest rectangle R containing . Necessarely, each side of R has non empty inter-
section with . Let us enumerate the corners of v which are also extremes of straight segments belonging
to the sides of R, starting from the leftmost among the lowest of these points (possibly coinciding with the
lower left corner of R) and proceeding in anticlockwise order; call x; the site with label j. Note that two
consecutive indeces j, j + 1 could represent the same site x; = x;41 € Ajps; in that case x would be a corner
of R. Call 2N the cardinality of the set of the enumerated points (it is even by construction) and let us
identify the label 2N 4 1 with the label 1.

Let us denote with the symbol (2j —1 — 2j), j = 1,..., N, the product of Grassmann fields corresponding
to the straight line connecting the point 25 — 1 with 25 (not including the fields located in 25 — 1 and in 2j),
written in the anticlockwise order and with the sign induced by the expansion of the exponential in (2.15).
That is, if the two fields belonging to a binomial appearing in (2.14), written following the anticlockwise
order, are in the same order as they appear in (2.14), we will assign a + sign to the second of those two
fields (of course, second w.r.t. the anticlockwise order); otherwise a — sign. As an example, if 2j — 1 and 2j
are two points on the upper horizontal side of R, (25 — 1 — 25) would be equal to

(_Fx2j—1*él)Vx2j—1*é1Vx2j—1*é1Hx2j—1*él Tt (_Fx2j+él )szjJréleszréleszrél (219)

With a small abuse of notation, in the following we shall also denote with the symbol (25 — 1 — 2j) the
straight line connecting 2j — 1 with 2j on the polygon (i.e. the geometric object, not only the algebraic one).
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Moreover, let us denote with the symbol [2j — 25+ 1], j = 1,..., N, the product of Grassmann fields
corresponding to the non straight line connecting the point 25 with 2j + 1 (including the fields located in
27 and in 25 + 1) in the order induced by the choice of proceeding in anticlockwise order and with the sign
induced by the expansion of the exponential in (2.15). With a small abuse of notation we shall also denote
with the same symbol [2j — 2j + 1] the corresponding line connecting 25 with 25 4 1 on the polygon . The
sites 2j and 25+ 1 could either coincide (in that case 2j is a corner of R) or, if they do not, they could belong
to the same side of R or to different adjacent sides of R. Let us denote with 7, the union of [2j — 2j + 1]
with the shortest path on R connecting 25 with 25 + 1. The key remark is that n,, < n, so that, by the
inductive hypothesis, the weight of ~; is (—1)".

With these notations and remarks, let us calculate the weight of v. We write the weight in terms of a
Grassmann integral as follows:

- / [[ dH dHdVdVs (1 —2)[2— 3]+ (2N-1 — 2N)[2N — 1] (2.20)
xey
The minus sign in front of the integral, appearing for the same reason why it appears in (2.18), is due to the
permutation of the field Hy, from the first position (that is the one one gets by expanding the exponential
in (2.15), writing the Grassmann binomials starting from site 1 and proceeding in anticlockwise order) to
the last one (that is the position it appears into the product 2N — 1]).

By a simple explicit calculation, it is straightforward to verify that the integral of the “straight line”
(2j — 1 — 2j) gives a contribution (—1)*/-1~1 where f5,_1 is the length of the segment (25 — 1 — 25) (note
that £5,_1 — 1 is the number of sites belonging to (25 — 1 — 2j), excluding the extremes). We are left with
computing the integral of the “non straight line” [2j — 2j + 1]. We must distinguish 12 different cases,
which we shall now study in detail.

1) j and j + 1 are distinct and they belong to the low side of R. In this case
—i+1= /ij ’ ijﬁxj ’ {ij T (_ij+1)} Vg gy 'ny‘ﬂ ) (2.21)

as it follows from the rules explained above. We did not explicitely write neither the integration elements
(those appearing in the r.h.s. of (2.15)) nor the fields corresponding to the sites between the site x; and the
site x;41; note however that the number of fields between braces is necessarely even. In order to compute
(2.21) we use the inductive hypothesis, telling us that the weight of v; is (—1)", that is, explicitely:

(_1)Dj+dj = /ijij 'EXj (3 —J+ 1)ij+1 'VX1+1EX1+1 ’ {ij "'(_ij+1)}

In the last equation we called D; the length of the non straight line [j — j + 1] (note that D; + 1 is the
number of sites belonging to [j — j + 1], including both extremes), we denoted by the symbol (j — j + 1)
the product of Grassmanian fields corresponding to the straight line on R connecting x; with x;;;1 and by
d; its length (note that d; — 1 is the number of sites belonging to (j — j + 1), excluding both extremes). By
performing the integration over the fields in (j — j + 1), we find:

(_I)DjJrl - /ij ijﬁxj ij+1vxj+1ij+1 {ij T (_ij+1)} =
= /ij HXjFXj {ij T (_Vle)}ijHijﬂﬁxjﬂ
and the last line is clearly equal to the r.h.s. of (2.21).

2) j and j 4 1 coincide with the low right corner of R. In this case

J—i+1]= / Hy, Vi T, Vo, = 1. (2.22)
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3) j and j + 1 are distinct and they belong to the low and the rights sides of R, respectively. In this case
j—i+1]= /ij 'ijﬁxj ’ {ij o Hle} Vx]+1HxJ+1 'VXJ'H : (2.23)
Calling 0 the lower right corner of R, the inductive hypothesis tells us that:
(—1)Pitdi = /ijij Hy,(j = 0)Ho - VoHo - Vo(0 — j + 1)Vi,\, - Vi, Hxy oy - {Vix, - Hxjo } -
In the last equation we called d; the length of the shortest path on R connecting j with j + 1 that is the
sum of the lengths of (j — 0) and (0 — j + 1). By performing the integration over the fields in (j — 0), in

0 and in (0 — j + 1) we find:

D]‘ 1 _ TT7 37
(—1)Pit _/ijijijV. \%

Xj+1 " Xjt1

My, Ve, Hy, b =
= /ij ijﬁxj {ny' Mg }ny+1vxy+1 Xj41
and the last line is clearly equal to the r.h.s. of (2.23).
4) j and j + 1 are distinct and they belong to the right side of R. In this case
J—i+1]= /Vx] Va;Hx,  {Hx;,  Hx, 1} Va;os Hujir - Vigas - (2.24)
The inductive hypothesis tells us that:
(—1)Pitds = / Vi T, Ve, (G — 5+ Ve Voo Fyos - (o, Hi, )} -

By performing the integration over the fields in (j — j + 1) we find:

(—1)Pitt = /V 3, Vi Voo Vigur Hxyor { Hx, -+ - Hyy oy } =
and the last line is clearly equal to the r.h.s. of (2.24).

5) j and j + 1 coincide with the upper right corner of R. In this case
J—i+1]= / Vi, Vo, F, - Hy, = 1. (2.25)

6) j and j 4 1 are distinct and they belong to the right and upper sides of R, respectively. In this case

j—i+1]= /ij 'VXJ'HXJ' ) {ij T ij+1} Vi

|

-H

Xj+1 -

(2.26)

Xj+1
Calling 0 the upper right corner of R, the inductive hypothesis tells us that:

(—1)Pstd = /ijﬁxj Vi, (j = 0)Vo-VoHo - Ho(0 — j+ 1)(—Hx,,,) - Hx, ,Vxjsr - {Hx, -+ Vajur } -
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By performing the integration over the fields in (5 — 0), in 0 and in (0 — j + 1) we find:

no = /fo s Ve (= Hixey o ) Hoey 1 Ve o { Hxy - Vi } =
= /ijﬁxjvxj {ij Vi }(_ij+1)ij+1ij+1
and the last line is clearly equal to the r.h.s. of (2.26).

7) j and j + 1 are distinct and they belong to the upper side of R. In this case

b—itll= /(_ﬁxj) ' HXJVXJ ’ {ij o ij+1} Vi Hog - Hygyy (2.27)
The inductive hypothesis tells us that:

Dj+dj - /VXJ *i (] —Jj+1)(= ij+1) 'ij+1vxj+1 ’ {ij "'ij+1} :
By performing the integration over the fields in (j — j + 1) we find:

(—1)Pitt = /ijﬁxjﬂxj(—FXM)HXMVXM{ij Ve b =

= /ijﬁxijj{ij "'VXj+1}(_Fx]'+1)HXj+1Vx]'+1
and the last line is clearly equal to the r.h.s. of (2.27).
8) j and j + 1 coincide with the upper left corner of R. In this case

j—i+1]= /(—ij) “Hy,Vyx, - Vi, = —1. (2.28)
9) j and j + 1 are distinct and they belong to the upper and left sides of R, respectively. In this case

=g U= [(T) Vo (Ve (T} Hog Vi Vi (2.20)

Calling 0 the upper left corner of R, the inductive hypothesis tells us that:
(—1)Pitdi = /ijﬁxj-ﬂxj (j = 0)(—Ho)-HoVo-Vo(0 — j+1)(—Vix, 1) Vayor Hxyor - { Vi, - (=Hx, 1) } -

By performing the integration over the fields in (5 — 0), in 0 and in (0 — j + 1) we find:

_I)Dj+l - /VXJ'FXJHXJ Vx]+1)VxJ+1HxJ+1{ij "'(_Exjﬂ)} =
= /ijﬁxj Hx, {ij T (_ﬁxwl)}( ij+1)VxJ+1HxJ+1
and the last line is clearly equal to the r.h.s. of (2.29).

10) j and j + 1 are distinct and they belong to the left side of R. In this case

G—j+1]= / (V) - Vi Ho, - T, - (“ ey )} - Hoyo Vo Vi (2.30)
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The inductive hypothesis tells us that:
(-1)Prtd = /ijvxj Vi, (G =3+ D(=Viga) - Vag o oy {Hs - (= Hxy 1) } -
By performing the integration over the fields in (j — j + 1) we find:
()P = [ H Vo Vi (Vi Vo oy (T, (Tl )} =
= /ijvxj ij {ij e (_Hle)}(_Vle)VleHXjH
and the last line is clearly equal to the r.h.s. of (2.30).

11) j and j + 1 coincide with the lower left corner of R. In this case it is necessarely j = 2N and j+1=1
and we have:

2N — 1] = /(—Vxl) Ve Hy, - Hy, = +1. (2.31)

Note that this time the result is +1. This “wrong” sign exactly compensates the minus sign appearing in
the r.h.s. of (2.20).

12) j and j + 1 are distinct and they belong to the left and lower sides of R, respectively. In this case
it is necessarely j = 2N and j + 1 = 1 and we have

N - 1] = / (~Vaw)  Vieon Hon - {Focan -+ (— Vo)) - Vies oy - Fly - (2.32)
Calling 0 the lower left corner of R, the inductive hypothesis tells us that:
(—1)Prtan = /HXQNV,QN Vieaw (2N — 0)(=Vo) - VoHo - Ho(0 — 1)Hy, - Vi, Hy, - {Hyyy -+ (Vi) } -
By performing the integration over the fields in (2N — 0), in 0 and in (0 — 1) we find:

(_1)DN = /szvizNVXQNHX1VX1ﬁX1 {ﬁxzz\z T (_Vxl)} =
= /szNVX2N szN {ﬁsz to (_Vxl)}Hxl Vxlﬁxl

and the last line is clearly equal to the r.h.s. of (2.29). It follows that 2N — 1] = —(—1)P¥ 1 consistently
with the result in item (11) above. Also in this case, the appearently “wrong” sign exactly compensates the
minus sign appearing in the r.h.s. of (2.20).

Combining the results of previous items, we can simply say that the integration of (2§ — 1 — 2j) con-
tributes to the weight of v with (—1)%i-171; the integration of [2j — 2j + 1], with j < N, contributes with
(—1)L2i*1 (here we defined Lo; to be the length of [2j — 2j+1]), while 2N — 1] with (—1)%2~ . Substituting
these results into (2.20), we find that the weight of v is equal to (—1)™, as desired.

The above discussion concludes the proof in the case of polygons without self intersections. Let us call
stmple a polygon without self intersections. If 7y is not simple, calling v, the number of its self intersections,
we can easily prove that its weight is equal to (—1)"> times the product of the weights of a number of simple
polygons, defined as follows. We draw with two colors, white and black, both the disconnetted interiors
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a) 1—0000—3 —_— o\
1 —o0 *°
B w w
2 B T
2
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B w 0 w
1—o 0/)
b) 1—0000—3 _ ©

FiGc. 4. The two elementary operations of disconnecting an intersection. The labels W and B mean that the
corresponding regions must be coloured white and black respectively. Note that the operation of disconnecting
an intersection involves the doubling of the site 0 at the center of the intersection: in the figure we call 0 and 0,

its two copies after the disconnection.

of the polygon and its exterior, call them Aj,..., A, and Ag respectively. The drawing is done in such a
way that Ay is white and two adjacent sets A; and A;, 0 < i < j < n, have different colors (we call A4;
and A; adjacent if their boundaries have a common side). Then we consider the set P of simple polygons
obtained as the boundaries of the black sets, thought as completely disconnetted one from the other. The
“disconnection” of the boundaries of the black regions (which originally could touch each other through the
corners) is realized by the elementary disconnetion of the intersection elements described in Fig.4.

We claim that the weight of v is (—1)"" [[,cp(—1)"", which is the desired result (recall that P is the set
of polygons obtained as boundaries of the black sets, after the disconnection described in Fig.4). Note that
the factor (—1)*7 in front of the product of the weights of the disconnected simple polygons is due to the
doubling of the centers of the intersections, implied by our definition of disconnection, see footnote to Fig.
4.

In order to prove the claim we explicitely write the contribution from the intersection in both cases (a)
and (b) of Fig. 4, and we show that it is equal to the contribution of the two corner elements on the r.h.s.
of Fig. 4, unless for a minus sign, to be associated to the new site 0;.

The contribution of the left hand side of case (a) in Fig. 4 is:

/ AT, dHe, AV s, AVig, [T, i, - Ty iy - Vey Vo - Voo Vi | (2.33)
Multiplying (2.33) by

_ / dHy, dHy, AV, Vs, [V, Fxo, - Vieo, Ho ] = +1, (2.34)
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we see that it can be equivalently rewritten as

B / (dﬁxo deo dvxo deO) (dﬁxol de01 def)l deOl ) '
(2.35)

: [ﬁlexO Vo, Ho, .V,vao} - [ﬁxoﬂx3 Vo, Hxo, VXDVXJ .

Exchanging the names of the fields V, <—>Vx()1 and Hy, <—>ﬁxOl, we easily recognize that (2.35) is equal
to (—1) times the contribution of the r.h.s. of case (a) in Fig. 4. The minus sign compensate the fact that
after the doubling the new polygon has a site more than the original one.

The argument can be repeated in case (b), so that the proof of the claim is complete.

This concludes the proof of (2.15) in the case of open boundary conditions (i.e. in the case where poly-
gons winding up over the lattice are not allowed).

2.4.The Grassmann representation of the 2d Ising model with periodic boundary conditions.
In the case periodic boundary conditions are assumed, the representation in terms of multipolygons is the
same, except for the fact that also polygons winding up over the lattice are allowed. In order to construct a
Grassmann representation for the multipolygon expansion of Ising with p.b.c., let us start with considering
the following expression:

/ [[ dH<dHdVydVieSze® (2.36)

xXEAM

where €,¢’ = + and S¢ o(t) is defined by (2.14), but with different boundary conditions, i.e.

Fx éop — Eﬁx ; Fx é1 — Elﬁx
M e . e =+, (2.37)
Hx-l—Méo = EHX 5 Hx+Mé1 =& Hx

where we recall that M is the side of the lattice Aj;. Identical definitions are set for the variables V, V.
We shall say that H, H,V,V satisfy e-periodic (¢-periodic) boundary conditions in vertical (horizontal)
direction. Note that, unless for a sign and for the replacement S(t) — S¢ o (t), (2.36) is the same as the
r.h.s. of (2.15).

Clearly, by expanding the exponential in (2.36) and by integrating the Grassmann fields as described in
previous section, we get a summation over dimers very similar to the one seen above. In particular the
weights assigned to the closed polygons not winding up the lattice are exactly the same as those calculated
in previous section. In this case, however, also Grassmann polygons winding up the lattice are allowed. Let
us calculate the weight that (2.36) assigns to these polygons (as above we define the weight by descarding
the “trivial” factors ¢ and (—1)M" =),

As an example, let us first calculate the contribution from the simplest polygon v winding up the lattice,
the horizontal straight line winding once in horizontal direction. Its weight is given by:

/VoVo “HoHe, - Ve, Ve, - Hey Hoe, -+ H(ni—1ye, Hure, - (2.38)

Now, using (2.37) we can rewrite Hpzs, as €' Ho. Also, permutating the field Ho from the last position to
the third one, we see that (2.38) is equal to:

(—€") /VOVOHOFO Ve Ve, He He, -+ Vin—1ye, Viu—nye, Hou—1ye, Hv—1)e, = (2.39)
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where, in the last identity, we used that the length of the straight polygon v is exactly M. Repeating the
lengthy construction of previous section, it can be (straightforwardly) proven that a generic polygon v wind-
ing up once in horizontal direction has a weight (as assigned by (2.36)) equal to (—&’)(—1)"r. Analogously a
polygon v winding up once in horizontal direction has a weight (as assigned by (2.36)) equal to (—e)(—1)"".

Let us now consider the simplest polygon v winding up h times in horizontal direction and v times in
vertical direction, that is the union of A distinct horizontal lines and v distinct vertical lines each of them
winding once over the lattice in horizontal or vertical direction, respectively. Repeating the same simple
calculation of (2.38)(2.39), we easily see that the weight assigned by (2.36) to v is (—¢&’)"(—¢)?(—1)M(h+v),
Note that v has (—1)" self intersections, so that n, = M(h + v) — h - v and the weight can be rewrit-
ten as (—&')P(—e)?(—1)"?(—1)". Again, repeating the lengthy construction of previous section, it can be
(straightforwardly) proven that a generic polygon v winding up A times in horizontal direction and v times
in vertical direction has a weight (as assigned by (2.36)) equal to (—&’)"*(—¢)?(=1)"?(=1)™.

Since the weight assigned to a generic polygon is the one just computed, which is in general different from
(—1)™, it is clear that there exists no choice of €,&’ = £1 such that (2.36) is equal to (—I)M2 (2 cosh? 6J)‘M2
times Zj, where now Zj is the Ising model partition function in the volume A j; with periodic boundary con-
ditions. However it is easy to realize that (—1)M°Z;(2cosh? )" is equal to a suitable linear combination
of the expressions in (2.36), with different choices of €, = £1: it holds that

(CM ST Z [T dHxdHxdVydVs(=1)%eneSee® (2.40)

2 )M
(2 cosh” 5J) gaf +17 x€An

where 61 - =0_  =6_ _ =0and d; 4 = 1. In order to verify the last identity it is sufficient to verify that
the weight assigned from the r.h.s. of (2.40) to each polygon v is exactly (—1)™. If 4 winds up the lattice
h times in horizontal direction and v times in vertical direction, from the calculation above it follows that
the weight assigned to v by the r.h.s. of (2.40) is:

1 v v n.
5 O (FDen (=) (=) (-1 () =

e,e’=+1 (241)
_ %(_1)"w [(_1)h+v+hv+6+,+ + (_1)v+hv+6+,, + (_1)h+hv+5,,+ + (_l)hv-ﬁ—é,,,
The expression between square brackets on the last line is equal to (—1)"[—(—=1)"*v 4 (=1)" + (=1)" +1].
Now, if h and v are both even, this is equal to (+1)[-14+ 1+ 1+ 1] = 2; if h is even and v is odd (or
viceversa), it is equal to (+1)[+1 — 141+ 1] = 2; if they are both odd, it is equal to (—=1)[-1—-1—-14+1] = 2.
That is, (2.41) is identically equal to (—1)", as wanted, and (2.40) is proven.

2.5.The Ising model’s free energy
From the Grassmann representation of the Ising model partition function, it is easy to derive the well—
known expression for the Ising’s free energy. Even if in the following we won’t need it, we reproduce here
the calculation, for completeness.

The unitary transformation of the Grassmann fields diagonalizing the action S¢ . (t) is the following:

Hy = Z H e—zkx H. = Z H e—zkx
1/2 ’ x 1/2 )
|AM| [An[172 keD, |AM| [An[172 keD, .
) o (2.42)
Voo LS e - T Tt
1/2 1/2
| An] keD, ./ |AM| [Aar[172 keD. .,
where k = (k, ko) and D, . is the set of k’s such that
2 r—1 2 -1
) = 2mm n (e ) ko — ™o n (e—1rm (2.43)

M M M M
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with —[M/2] < ng < [(M —1)/2], —[M/2] < n1 < [(M —1)/2], ng,n1 € Z. In terms of the new fields
Hy, Hy, Vi, Vi, the action Se.e(t) can be written as:

58751(15): Z [tﬁkﬂ_kei’“—ktvkv_ke““+ﬁkH_k—i—VkV_k+Vkﬁ_k—i—Vkﬁ_k—kaV_k—kafI_k} (2.44)
kEDE,S/

Let us say that k > 0 if its first component ko is > 0. Then we can rewrite (2.44) as

Z [tﬁkﬁ_keik — tﬁkﬁ_keiik + tﬁkf/_keik“ — tf/k?_ke’ik“ + ﬁkﬁ_k — Hkﬁ_k + ﬁkf/_k — Vk?_k-f—
k>0

+ ViH _x — HV _x + Vkﬁfk - ka@k + ﬁkv—k - ka{—k + Vkﬁ—k - ﬁkvfk} =

=> UIMY
k>0
(2.45)
where \Ilfdéf (Fk, ﬁk,Vk, Vk) and the matrix My is defined as:

0 1+ tets -1 -1

def | —(1+te™ ) 0 1 -1
M= 1 ~1 0 1+ te'ko (2:46)

1 1 —(1 + te~tko) 0

Then, unless for a sign,

/ [ dExdH AV dVie®s=® = [ / A dH _ dFdH o dViedV i dViedV_y - eV Mi¥ic]  (2.47)
xE€EAM k>0

and, using (2.12), we see that the r.h.s. of (2.47) is equal [, det My. The explicit computation of det My
leads to:

det My = |1 4+ t% + 2t cos kz} {1 + 2 + 2t cos k’o} — 4t(cosk + cos ko) — 4t? cosk cos kg =

(2.48)
= (14 t*)% — 2t(1 — t*)(cos k + cos kg) .
Now, using (2.40), we find that
de
ﬂflszng —f hm M2 log o =
dk dk
= log(2 cosh? B.J) + / / “Dog{(1 4 t2)® — 2t(1 — t?)(cos k + coskg)} = (2.49)

1 dk
=5 / / =0 log cosh2 23J — sinh 23J(cos k + cos ko)} } ,

that is the celebrated Onsager’s result. Note that the argument of the logarithm in the last expression is
always > 0 and it vanishes iff sinh 23J = 1, that is the equation for the critical temperature. In the following
we shall also write this condition in the equivalent form tanh 3J = /2 — 1.
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3. The Grassmann formulation of Ashkin—Teller.

In this section, using the Grassmann representation of the Ising model, derived in previous Chapter, we
will derive the Grassmann representation for a class of interacting spin models, defined as a pair of Ising
models coupled by suitable multi—spin interactions.

We will first derive the general representation for a wide class of models, to be defined in next section,
including the Ashkin-Teller model defined in (1.1), the four states Potts model, the 8V model and the next to
nearest neighbor Ising model. Then we will focus on AT, and we will perform more algebraic manipulations
to get to a final representation that will be convenient for the following multiscale integration, necessary to
construct a convergent expansion for some correlation functions, as explained in the Introduction.

The reason why we choose to focus on AT is for definiteness and for avoiding too cumbersome abstract
expressions, that necessarely would turn out in trying to describe our method in a too general settling.
However it will be clear that the same method we will apply to the study of the AT model could equally well
be applied to 8V (in a suitable range of parameters), to Ising perturbed with a small non nearest neighbor
interaction or to linear combinations of the above models. Note that, even if the four states Potts model
can be represented by a Grassmann functional integral as proved below, the subsequent multiscale analysis
we will apply to AT would not work for Potts. This is because Potts is equivalent to a system of strongly
interacting fermions, while our perturbative methods are applicable only in the range of weak coupling.

3.1.The Grassmann representation for a pair of Ising models with multi spin interactions.
Let us start with considering a pair of nearest neighbor Ising models with periodic boundary conditions,
labeled by j = 1,2, with couplings allowed to depend on the bonds b € A}, (here A}, is the dual of Ay,
that is the set of bonds linking the nearest neighbor sites of Ajps):
H Y == 3 175, (3.1)
beAs,
where the bond spin 5_1()j ) was defined in §2.1 above. Repeating the construction of previous Chapter, one
finds that the partition function of the model (3.1) can be written as:
) — Z o BHI{IY _
()

(1]

Am
(3.2)
PN N L D 7D 10 G) 77 (138, SO (1)
=(-1)M"2 [H cosh 3J, }2 > / [[ daP di) av)avy) (—1)%e57 1t
bGA’I‘W ee'=+ xXEAM
where v = (g, ¢’) labels the boundary conditions of the Grassmann fields, §, was defined after (2.40) and
j j j =) 176G j Ty,
SO} = > [tann (1) V] HE),, + tanb(I9) VL VI, |+
xEANM (3 3)
+ Y [BHY VIV VIE] +VOR] + HOV] v )] |

xEAM

Let us now consider a multi spin interaction V(U(l),a(z)) between the two layers, linear combination of

interactions of the form:

_ (i) _(i1) (i2) _(i2) (i) _(ik)
VI = - Z (Ux-i-zl Ux+z1+éj1) ' (0x+zz O'x+zz+éj2) e (o'x-i—z,c O.X"‘Zk"l‘éjk)
xXEAM

-~ T [T,

x€An  (bi)ET

(3.4)
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where Z = {(bp,i,)}k_, is a set of indeces (with b, € A}, and i, = 1,2) and by b + x we denote the
bond obtained by rigidly translating b of a vector x. Periodic boundary conditions are assumed. Note
that the interaction of Ashkin-Teller in (1.1) can be written as A\Vz, + AVz,, where, if we define by to be
the bond connecting (0,0) with (0,1) and b; that connecting (0,0) with (1,0), Zy = {(bo, 1), (bo,2)} and
Iy = {(b1,1), (b1, 2)}.

The key feature of the interaction (3.4) is to be a product of bond interactions appearing either in
H}l){Jlgl)} or in H}Q){J 2)} so that the partition function associated to the Hamiltonian H}l){Jlgl)} +
H§2){Jl§2)} + Vg, + -+ A Vg, can be expressed a suitable derivative of = )ug ) with respect to the

couplings Jlgj ) In fact:

= Z exp{ _5(H1(1){Jl§1)} +H§2){Jl§2)} + MV, +"'+)\nVZn)} =

s @
AM AM (3 5)
= Y e {8V + 0760+ Y[ T ek}
pREOIC)) b q=1 x (b,4)EZq
TAp Ay
Defining ;\qdéf tanh B4, the last expression can be rewritten as:
n 2 n
[H coshﬂ/\q} Y Z DDA C/ SRR A H H 1+, [ H ~éz+x} =
q=1 PREOINC) x€AM q=1 (b,J)€Zy
INYESNY (3.6)
. e . o) o)
:[H coshﬂ/\q} IT I+ { 1 » 1&]“ } =0 (MM gy
q=1 xEAN g=1 (b,j)EZ, b+x

Substuting into the r.h.s. of (3.6) the representation (3.2), we find that = can be expressed as the sum
of 16 Grassmann partition functions, differing for the boundary conditions and labeled by v = (e1,¢}),

Y2 = (5275/2):

n M2 1
== [41‘[ coshﬂ)\q} 7 3 (pPatinEm (3.7)
q=1 1,72
with 27172 given by:
(] T o 50])
x€AM g=1 (b,7)EZ, 8‘]17
, | | (3.8)
| TT ITcosnpr?| / 1T HdH,@dﬁff)dV,?)def) eS?){té“}+S$”{t£2>}}
beAs, j=1 xEAn j=1

We now want to explicitely write the effect of the derivatives in the last expression and rewrite (3.8) as the
Grassmann integral over an exponential of a (non quadratic) action. Let us first note that the effect of a

singol derivative ﬂ’la/ajéz) over [Hb)j coshﬂjéj)}esgmrsf) is:

_ (1) g2 i W g@ (,(5 N (G
gt { HcoshﬂJ ] S57+55 }: [Hcoshﬁ]é”}esw +55 (tl(;?)) —l—sl()f))Dl()f))) , (3.9)
b,j b.j

a0

where we introduced the definitions t(] )9 tanh B, @) ) Sg (7)defy / cosh? ﬁJb] @) and D(] ) is a Grassmann binomial
such that, if b = (x,x + é9), D(J)der( Dy, while, if b = (x,x + é1), D(J)defH(J)H( )

x+ép X+é71°



32 UNIVERSALITY AND NON—UNIVERSALITY IN THE ASHKIN—TELLER MODEL

Using (3.9) we see that (3.8) can be rewritten as:

2 2
{ H Hcoshﬂjéj)}/{ H HdH,Ej)def)dV,ﬁ”de)}

beEA}, j=1 xEAN j=1

st T (oA T (408 )

x€A M q=1 (b,7)EZ,

(3.10)

Let us denote with i the elements of Z,. and, if i = (b, j), define )\x(i)défsgzx/tl(izx and Dx(i)défDlgi)x. Let

us also assign an ordering to the elements of Z and let us write i; < is if i; precedes iy w.r.t. this ordering.
With these definitions we can rewrite the last product in (3.10) as:

H ﬁ{l + S\q( H tl()i)x) [1 + Z )\x(il)DX(il) + Z )‘X(il)DX(il))‘X(i2)DX(i2) +oe

x€EAM g=1 (b,4)€Zy i1€Z, i1<i2
(3.11)

Y /\x(il)Dx(il)"'/\x(iIqu)Dx(i|Zq|)}}

iy <ip<eeijzy

. , < . -1
and, calling Tx(Zq)déf,\q ( H(b,j)el'q t&)x) . {1 + A ( H(b,j)qu t&)x)} we still can rewrite the last expression
as:

11 lﬁ[{(Hﬂq [T ) [1+ 2 T@)r(i) Dxlin) +

x€A M q=1 (b,j)EZ, i1€Z,

+ Z Tx(Iq))‘X(il)DX(il))‘X(i2)DX(i2) +o Z TX(Iq))‘X(il)DX(il) T )‘x(i\Iq\)Dx(i\Iq\)} } =

i <ia i1<i2<”'i‘zq‘

=11 ﬁ{(uxq [T 2 exp{ 3 AL)Dxli) + D0 AL (in,i2) Dlia) Dxlic) + -+

x€AM q=1 (b,j)EZL, ih€Z, i1 <iz

o4 Z /N\gc‘J)(il,...,i|Zq|)Dx(i1)"'Dx(in)}}'

i <ia<-djzy

(3.12)

In the last expression M (iy) = Ti(Z,)Ax(i1) and the couplings A (i, .. ., ix), 2 < k < |Z,|, are defined by
the following recursive relations:

T (Zy)Msc(in) -+ Axc(in) = > A (T - AD(T,) (3.13)

p=1 J1UT2U--UTp=(i1,.- i)

where J, = (.iY), . ’j|(.r7)7‘\) are ordered (i.e. jgr) <... < jl(;)r\) subsets of (i1,...,ix), such that |J1]| +--- +

| Tp| = k.
Substituting (3.12) into (3.10) we finally find:

= = [ T Teosnss®][ T TL(+0 T 40

bEA}‘M Jj=1 x€EAN g=1 (b,j)EZ,
2 . .
: / { I1 HdH,QMFi”dVQMVi”]esé”{ti”HSf){tff)HVA; (3.14)
x€A M j=1
|Zq]

V;l;fzzz A (i1, ..., ig) Dx(ir) - - - Dx(ix) -

X q k=1 ii1<iz<--i
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This concludes the derivation of the Grassmann representation for pairs of Ising models coupled by an in-

teraction V(o) 0(?)), linear combination of interactions of the form (3.4).

3.2.The Grassmann representation for the Ashkin—Teller model.

We now specialize to the case of the Ashkin—Teller model. We first write the explicit form of V) in (3.14)
for AT. As already discussed in previous section, the AT model corresponds to an interaction of the form
AVz, + AVg,, with 7y = {(bo, 1), (bo,2)} and Zo = {(b1,1), (b1,2)}, by being the bond connecting (0, 0) with
(0,1) and by the one connecting (0,0) with (1,0). We shall assume the sets Z,, ¢ = 1,2, ordered so that
(bg—1,1) < (bg—1,2). We are interested in writing the explicit expressions in the case tlgj) = t() and sl()j) = s0)

independent of b (but in general depending on the lattice j = 1, 2).
The definitions of Ay, Tk and Ax introduced in last section become in this case:
A D2 s

M = Ay = tanh B\ = A T(Z,) = ——— Mc(bg_1,j) = — .
1 2 an 5 ) (q) 1+/\t(1)t(2)7 (q 1 .7) t(J)

Then (3.13) can be rewritten as:

A DW® (@ - ~
m)‘xa)q—la 1))‘X(bq—17 2) = )‘xq ((bq—la 1)7 (bq—la 2)) + )‘X(bq—lv 1))‘X(bq—1a 2) )
- _ AMD@) 06
Aalbg1,9) =~ 2
14+ M) tU
implying:
- AsM@) - As@¢(D)
Ax(bg—1,1) = ————> =AW Ax(bg-1,2) = ————— =2®
( q—1; ) 1+)\t(1)t(2) ) ( q—1, ) 1+)\t(1)t(2) )
- As(Dg(2) ~
XD (b1, 1), (bg1,2)) = —2 =X
(1+ AtM?)
With these definitions V) in (3.14) can be written as:
_ (1) (1) 772 17 (2) T7D 1) F @) p(2)
Vi = Z { {A(l)Hx H. [, + AOH H, +MH, H.[, Hy Hx+é1:| +
xXEAM

(2)V(2)

x x+€éop

DD (1) 277
+ POV, + 20T @

LT v;”v,gi)éo]}
and the first of (3.14) becomes:

A 2M?>
E'Alj,jz — {(1 + /\t(l)t(z)) Coshﬂj(l) coshﬂJ(z)}

X X

2
/ { H HdH(j)dﬁ(j)dV(j)dV(j)}esﬁl)(til))+5§2)(t(f>)+f\v |

x€Ay j=1
where SU)(t) was defined in previous Chapter, see (2.36); moreover t&j VEI40) 4 A and

_ O (1) 72 (2) —(2)1,(2)
v= Y (A8l mn vvEL) -

x x+é1 x+€o

(1)V(1)

x x+éop

+V

xEAM

(3.15)

(3.16)

(3.17)

(3.18)

(3.19)

(3.20)

3.3. Starting from (3.19) we will now make more algebraic manipulations by introducing new Grassmann
fields, linear combinations of the fields H, H,V, V. This will be convenient in order to set up the Renormal-
ization Group scheme we will use to study in detail the specific heat of AT. The aim is to rewrite the formal



34 UNIVERSALITY AND NON—UNIVERSALITY IN THE ASHKIN—TELLER MODEL

action appearing at the exponent in (3.19) as the formal action of a perturbed massive Luttinger model, the

latter being a model for which Renormalization Group technique is already well developed [BM][GM].

We shall consider for simplicity the partition function H;‘Tdif"(_ =)=

which all Grassmannian variables verify antiperiodic boundary conditions. The other fifteen partition func-
tions in the analogue of (3.7) admit similar expressions. In fact we shall see in Chap. 7 and Appendix A9

, i.e. the partition function in

that, if (A, ¢,u) does not belong to the critical surface! the partition function E%7"* divided by = (1)’“”(2)72
is exponentially insensitive to boundary conditions as M — oo.
It is convenient to perform the following change of variables [ID], j = 1,2
R L T
’ 3.21

R ISR O )

The effect of this change of variables is the following one. If SU )( )def > x 2 , after the change of variables
(2.21) we get:

SY) = 8 45U + QY (3.22)
where
©) .
) t _
Y = 2 (w01 — 00 + B (01 + 1008, | +
K 0 | (3.23))
2 [ @ + o)) + i) @05 + 00| +i (V21— 40) )
with ‘
) =l — o@D ) = v — ) (3:24)
Moreover
(4)
. ty
S0 — 2 { G0y —i00)xY) + XV (01 + i00)x ¢ } +
0 (3.25)
+ =2 [~ @0 + 00 + ix@ (0% + x| i (V2414 8) 7Y
and finally
ty : : iy _ 70) : :
QY = 2[4 @) +ioox?)) ~ T 1% — iooxd)) -
_ Xx (81’(/) +Z801/}(‘])) }(()(8 1/}(]) Z801/}(J)) +Z¢(J)(81X(J) aOX(J)) (326)

20 1 app))

+ i@ (XY + 0ox) + X (019 — 000D) + ixP (— s
Formally S%% and S7X are the actions of a pair of Majorana d = 2 fermions on a lattice with masses
V2 —-1- t(J), and V2 41+ tE\]), respectively; note that, since —c|\| < t&J) < 1+ ¢|)A|, for some ¢ > 0, the
mass of the x field is always O(1). On the contrary the mass of the ¢ field can be arbitrarily small; in the
free case (A = 0) the condition for the theory to be massless is equivalent to the condition ¢ = v/2 — 1, that

1D |D|
2072

space where we are interested to study the AT model, see the assumptions in the main Theorem in the Introduction; we will

L The critical surface is a suitable 2-dimensional subset of [—e,e] x D x [— ], that is of the 3—dim set in the parameters

explicitely determine the critical surface in Chap. 7 below and we will prove that it can be parametrized as ()\,tg: (A u),uw),
with tF (A, u) given by (1.7).
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is the Ising’s criticality condition (see the end of Chap.3); this is consistent with the well-known property
that the Ising’s correlation functions decay as power laws if and only if we are at criticality.
It is convenient to pass from Majorana to Dirac fermions via the change of variables

1 , 1 -, =@
Fo= — (W +ip?), Fooo= +4 , 3.27
1,x \/i(djx wx ) @ljfl,x \/i(djx wx ) ( )
Yfy = L(X(l) + Z'X(Q)) YT = i(y(l) 4 iY(Q)) (3.28)
1,x \/§ x x ) —1,x \/5 x x
and, if « = 4+, w = £1, we define qggﬁkdéf > ox e tokx x> With ¢ denoting either 1 or x.
Let us introduce some more definitions. Let
+(1) (2) 1) (2)
€ t t e t - t
s B + i Cuy i A (3.29)
2 2
and note that ¢y, u) as functions of ¢, u are given by
1+ A 1-2A
ty = t% , UN=U———————— . (3.30)
14+ A(t%2 —u?) 14+ A(t2 —u?)
Furthermore, let
def P def
QW)=Y QY . V)=V, (3.31)
J

where Q(w,x) and V (3, x) must be thought as functions of ¥* and y*. With the above definitions and
using (2.13), (2.28) it is straightforward algebra to verify that 2, can be rewritten as:

By = M / P(dip) P(dx)eQW AV ) (3.32)
where E is a suitable constant (we won’t need its explicit value) and P(d¢), ¢ = v, x;, is:

P(dg) =N H H d(bltwd(bl;wexp{—ﬁ Z @IvTAd)(k)@k},

kED__ w=+1 keD_
isink 4 sin ko —ioy(k) —&(isink + sin ko) ip(k)
Ay (k) = io4(k) isin k — sin ko —ipu(k) — £ (isink — sin ko)
A — 5 (isink 4 sin ko) (k) isink + sin ko —ioy(k) ’
—ip(k) — 5 (isink — sin ko) ios(k) isink — sin ko
(3.33)
where
¢+7Tk = ((bi":kv ¢t17ka ¢1_)_k7 ¢:17—k) ) i)Tk = ((b]:kv ¢:17k5 ¢ii_)_k7 ¢t17_k) ) (334)
N is chosen in such a way that [ P(d¢) =1 and
+v24+1
(k) = 2(1 + %) +cosky +cosk —2 , (k) =—(ux/tr)(cosk + coskp) . (3.35)
A

In the first of (2.37) the — (+) sign corresponds to ¢ = ¢ (¢ = x). The parameter p in (3.33) is given by
def
1= p(0).
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It is convenient to split the v/2 — 1 appearing in the definition of oy (k) as:

v Vdef v

VE-l=(a-14Yy L, v (3.36)
2 2 2

where v is a parameter to be properly chosen later as a function of A, in such a way that the average location

of the critical points will be given by ¢y = t,; in other words v has the role of a counterterm fixing the

middle point of the critical temperatures. The splitting (3.36) induces the following splitting of P(d):

def 1 SN
=51 kw(—zw)d);kd)_w)k , (3.37)

P(dy) = Py(dy)e ") F,(y)

where P, (dv) is given by (2.29) with ¢ = ¢ and od§f2(1 — ty/tx) replacing oy, (0).

The final expression we found will be the starting point for the multiscale analysis of the partition function
and of the correlation function, which will occupy us in the following Chapters.



4. THE ULTRAVIOLET INTEGRATION. 37

4. The ultraviolet integration.

Starting from this Chapter and up to Chapter 7, we will construct the expansion for the free energy f of
the Ashkin-Teller model, see (1.3), and we will prove that f is well defined and analytic in A, ¢, u for any
t #tF, see (1.7).

It will soon be clear that a naive perturbative expansion in X of the Grassmann functional integral in
(3.32) would give us poor bounds for the partition function. This is because the propagator of the 1 fields
introduced in last Chapter has a mass that is vanishing at ty = V2 — 1 + 5 * u, that is in correspondence
of the “bare” critical points. This produces infrared divergences in the integrals defining the n—th order
contribution to the free energy, as obtained by this naive perturbative expansion. It is then necessary to
find out an iterative resummation rule, giving sense to the perturbation series. The iterative construction
we will develop is inspired to the multiscale analysis of Grassmann functional integrals similar to (3.32), as
those appearing in the context of non relativistic spinless fermions in 1+1 dimensions or of 1-dim quantum
spin chains [BGPS][GM][BM]; in all these problems the partition function can be written as the integral of
an exponential of a fermionic action, of the form of a Luttinger model action plus a perturbation, containing
both a quadratic and a quartic term. In our case, looking at (3.32) and (3.33), the Luttinger model part of
the action corresponds to the diagonal elements of A, (k) plus the local part of AV; the quadratic corrections
to the non diagonal terms of A4(k); the quartic corrections to the non local part of AV. The difference
between our problem and those already studied in the literature consists in the form of this perturbation;
more precisely, in the form of the quadratic corrections, which can be relevant or marginal in a Renormaliza-
tion Group sense, see next Chapter. These terms generate new effective coupling constants, whose size must
be controlled throughout the Renormalization Group iterations. Moreover, our problem, formulated as a
problem of 1-dim fermions, does not have many natural symmetries that usually are present in a fermionic
theory, such as gauge symmetry, conservation of the particle number and of the quasi—particle number. A
priori, this could be a reason why other relevant or marginal terms, not originaly present in the action (3.32),
could be generated by the iterative construction. We will use a number of hidden symmetries, induced by
the symmetries of the original spin model, to guarantee that these terms are not generated; by “hidden”
here we mean that these symmetries, very natural in the original spin language, are not appearent in the
fermionic one.

In this Chapter we describe the integration of the ultraviolet degrees of freedom, that is of the massive
fields in (3.32) (i.e. the x fields). This will be the first step of our iterative construction. The subsequent
steps will be for various aspects technically very similar to the ultraviolet one, which we will now present
in all details. We will introduce and describe many of the technical tools we will use throughout the work,
such as the Pfaffian expansion, the Gram—Hadamard bounds and the symmetry relations for the fermionic
fields.

4.1.The effective interaction on scale 1.

The propagators < ¢% , ;:w, > of the fermionic integration P(d¢), defined in (3.33), verify the following

bound, for some A, k > 0:
| < ¢S o > | < Aemmmalxyl (4.1)

where m is the minimum between |m((bl)| and |m<(b2)| and

de de
mP ot — )t mP o) )/t (42)
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where ¢ = 1, x, ty was defined in (3.36) and txdif

suggests to integrate first the y variables.

— /2 — 1. Note that both m&l) and mgf) are O(1). This

Aim of the present and of the subsequent sections is to perform the integration of the x variables and,
after that, to rewrite (3.32) in the form

E;\T = eiM B /PZ1 o1,u1,C1 (di/)) 7V(1)(\/7¢) V(l)(o) =0, (43)

where Ci(k) =1, Zy = ty, 01 = 0/(1 = %), pu = p/(1 =) and Pz, o, 4,,c,(d?)) is the exponential of a
quadratic form:

w==+1
_ _ 1
PZ17017M1,01 (d’lﬁ) :Nl ! H dw:g,kdd]w,k exp {_m Z Z2:1Cy (k)qjltyTAfl’l)(k)\Ilk} ’
keD_ _ keD_ _

. (1) (1)
A0 = (N o)

(4.4)
1 _ (isink +sink +af(k) —i(o1+ c1(k))
M )(k)— < ) i(o’l+62(k)) isink—sinko—l—al(k))
. b (k i+ da(k
NO() = <—z' et ))> |

where A/; is chosen in such a way that [ Pz, », .,.c,(dy) = 1. We shall call V) the effective interaction on
scale 1; it can be expressed as a sum of monomials in ¢ of arbitrary order:

2n
v (g Z 3 me(fl) ok, ko180 aiky) (4.5)
i=1

where a = (a, .. Oégn) w=(Wi,...,wa), oy = F, w; = £1 and d(k) = Y /o Ok 2an. The constant E; in
(4.3), the functions a3, bi, ¢1,d; in (4.4) and the kernels WQ(n)a . in (4.5) satisfy natural dimensional bounds

and a number of symmetry relations, which will be described and proved below, where we will also show in
detail how to get to (4.3). At the end of the Chapter we will collect the results in Theorem 4.1.

Note that from now on we will consider all functions appearing in the theory as functions of A, o1, 1 (of
course ¢t and u can be analytically and elementarily expressed in terms of A, o1, p1). We shall also assume
lo1], |p1] bounded by some O(1) constant. Note that if ¢ +u belong to a sufficiently small interval D centered

around V2 — 1, as assumed in the hypothesis of the Main Theorem in the Introduction, then of course
[3(\/5—1) 5(v2-1)
T " 14

lo1l, |u1] < ¢1 for a suitable constant ¢y (for instance, if D = ], that is a possible choice for

the interval D, we find |o1| < 1+ O(e) and |p1| < 2+ O(¢)).

4.2.The integration of the y fields.
We start with considering (3.32), with P(dv)) rewritten as in (3.37), and we define:

e_E1M2—Q(”(w)—v(l)(w)d;f' / P(dx)eQ(w)X)_,/F(,(w)+5\V(w,x) 7 (4.6)

where El is a constant, Q) is quadratic in v and O(1) wr.t. \v and V) is at least quadratic in ¢ and
O(\,v). QW will contribute to the free measure Pz, 5, 41 .04
We calculate V(1) in terms of truncated expectations (see Appendix A1), defined as:

o N
EN(Xn) = Wlog/P(dx)e X0 | 0zo (4.7)
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where P(dy) is defined in (3.33) and the associated propagator is given by

def _
T by X =)F < XXy >= 93V (x—y) + 9P (x —y)
def
TE X =¥ XX >= ) + g (x — y) (18)
Torory® =9 <x2x5 o >= 0 —y) — 2P (x —y)
Ty ® =N < X2 G >= XV (x—y) — XD (x —y) |
where, for j = 1,2,
gX(j)(x Ze_“‘x ) ¢ (—isink + wsin ko)
¢ tA M2 G (sin® k + sin® ko) + (m S)k)
gX(J) ( Z —ik(x—y) X,k ‘
v fA M2 & (sin® k + sin® ko) + (mgi)k)Q
with m(J)k = oy(k) + (=1)7u(k) and ¢; = 1 + (—1)7(u/2). Calling mgg)défmgi)o one can easily verify that

m;) is given by (4.2) and the propagators are bounded as in (4.1), for some x > 0. The similar equations

and bounds for the v propagators are proven in the same way.

Calling .
VW, x) =Q, x) — vF:(¥) + AV(¥, x) , (4.10)
and using the rules in Appendix A1, we obtain
25 4 oM o) T - 5~ ED oy
M?E, + QW) + V() = —log [ P(dx)e =3 & Win). (4.11)
n=0 ’

We label each one of the monomials in V by an index v;, so that each monomial in V can be written as

> Kulxo) 1 1/’ X(f) 11 Xw(f) (f) (4.12)

KXo, ferl f GPv

where x,, is the total set of coordinates associated to v;, Ky, (x,,) is a bounded compact support function and

P,, and P,, are the set of indices labelling the x or i-fields in the monomial v;; the labels a(f), w(f), x(f)
assume values in the sets {£}, {1} and A, respectively. We can write

D)= 3 VvO(P,) . VO(P) =3[ T voth xin) Kn,, (Xeo)

P,y #0 Xug  fEP,,

(4.13)
T
EOICD SEAULNNE 1)) CACE
11,05 i=1

where X(P,,) = Hje f) w(f) and the * on the sum means that we are excluding the case vy, ...,v, all
come from Q(v, x) (such terms will contribute, by definition, to Q™) (¢)). Furthermore Dy S for

some constant ¢, P, = U, P,, and x,, = U, X, -

We use now a generalization of a well known expression for E;F [Le], proven in Appendix A2:

ENR(Py,), - ZaT [T ox(£2. £2) / dPr(t)Pf GT (t) (4.14)

LerT
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where:

a) T is a set of lines forming an anchored tree between the cluster of points P,,,...,P,, i.e. T is a set of
lines which becomes a tree if one identifies all the points in the same clusters;

b) ar is a sign (irrelevant for the subsequent bounds);

c) given £ € T, let f}, f? the field labels associated to the points connected by ¢; g, (f}, fZ) is defined as:

0T DG 1) gy U = XD+ alf) = (@), w(F) 5 (4.15)

d) t = {t;v € [0,1],1 < i,7’ < s}, dPp(t) is a probability measure with support on a set of t such that
ti i = ;- uy for some family of vectors u; € R™ of unit norm;
e) if 2n = >"7 | |P,,|, then GT(t) is a (2n — 25+ 2) x (2n — 2s + 2) antisymmetrix matrix, whose elements
. de . .

are given by G 1, = tif).i(s)9x ([, ['), where: f, f' & Fr and Fr S Ueer {10, 12} i(f) is s.t. f € Pyyy;
f) PfGT is the Pfaffian of GT; given an antisymmetrix matrix Ay = —Aj, i, =1,...,2k, its Pfaffian is
defined as )

PIA=ora Y (D" Aryr(2) - An(ar-1ym(am)

N / iy -+ - dipee™F 2 VA

where in the first line 7 is a permutation of {1,...,2k} and (—1)7™ is its parity while, in the second line,
1, ...,k are Grassmanian variables. A well known property is that (Pf A)? = det A.

(4.16)

If s =1 the sum over T is empty, but we can still use the above equation by interpreting the r.h.s. as 1 if
P,, is empty, and Pf GT(P,,) otherwise.

In order to bound PfGT we first use |Pf GT| = /| det GT| and then, in order to bound the determinant,
the Gram-Hadamard inequality, proven in Appendix A3, stating that, if M is a square matrix with elements
M;; of the form M;; =< A;, B; >, where A;, B; are vectors in a Hilbert space with scalar product < -,- >,
then

| det M| < [T 114l - [1Bil] - (4.17)
3

where || - || is the norm induced by the scalar product.
Let H = R"™ @ Hy, where Hy is the Hilbert space of complex four dimensional vectors F(k) = (Fy(k),...,
..., Fy(k)), F;(k) being a function on the set Dy, with scalar product

4
1 *
< F,G>= ZWZFZ- (k)G (k) . (4.18)
i=1 K
It is easy to verify that
Gf,f’ = ti(f)ﬂ'(f/)gx(fv fl) =< ;) ® Af, u;(#r) ® Bf/ >, (419)
where u; € R", i = 1,...,n, are vectors such that ¢; » = w; - u;, and, if g} , (k) is the Fourier transform of

9o o (X =), Af(k) and By (k) are given by

o —ikx(f) [ Ax ~X ~X AX
As(k) =e (gg(.f)7(—71)(k)’ g(f),(—,—l)(k)7gg(f),(+71)(k)7gg(f),(+7—1)(k)) )

(170,070), if Q(fl) = (—,1)7
—ikx(f’ (0715070)’ if Q(f/) = (_5_1)’ (420)
B9 =<0 (0,00 10), it () = (+:1),
(0705071)’ if Q(f/) = (+5_1)a



4. THE ULTRAVIOLET INTEGRATION. 41

Note that ||Af|| < C, for some C' = O(1), and ||By|| = 4. Hence we have proved that

[PFGT| = /|det GT| < ¢* (4.21)

for some ¢ = O(1) (we used that 2n < 4s). Finally we get

Z'K xvo | < Z sl Z Z ZH |gX ffvff |H|K XUZ (422)

Xug s=1 Vlyenny Vs Koy geees Xyy T LET

where we have used that [ dPr(t) = 1. The number of addenda in ), is bounded by s!c®. Finally T and
the |, x,, form a tree connecting all points, so that, using that the propagators decay exponentially on scale
O(1) and that the interactions are short ranged, we find that, if [v| < ¢|A|,

Z SO T Hen(se: 12 |H|K (x0,)] < !N M2 (4.23)

..... Vs Xog s Xog T LET

where m is the number of couplings O(A,v) (m > 1 by construction).

Note that if v; only come from —V(, x) — Q(¢, x), then m = s. Let us consider now the case in which
there are ng end-points associated to Q(%, x), which have O(1) coupling. In this case ng < |15U0|. In fact
in Q(v, x) there are only terms of the form ©xxx/, where x’ is either x or x + éy or x & é;, so at most the
number of them is equal to the number of ¢ fields. If we call n) < m the number of vertices quartic in the
fields it is clear that ny > max{1,|P,,|/2 — 1}. Hence

| Py | S
Z'K XU() |< M2 Z no Z m|)\|m/2|)\|max{1/2\PU0\/4 1/2} (424)

Xug no=0 m=1

The last bound implies that the kernels Wé}ggg in (4.5), which are the Fourier transforms of K Pug (Xy, ), SEE
(4.13), can be bounded as:

|W(1)

2n,0,w

(K1, ..., kop_1)| < M2C™|Amax{tn/2} (4.25)

We now turn to the construction of Pz, », u,,c,. We define:

_ def (1)
t M PZlﬁthcl (d@/]) Py (d@/]) —eT W) ) (426)

where ¢; is chosen in such a way [ Pz, o, 1,0, (d¢) = 1. From definition (4.26), (4.3) follows, with By =
Ey +t, (B, was defined in (4.6)) and V) (¢)) constructed above.

Let us now study in more detail the structure of Pz, o, .,,c,(d®). In order to write it as an exponential
of a quadratic form, it is sufficient to calculate the correlations

def
< wwl kaQ —ajask >1= /PZ170'1>H1>01 (d’lﬁ)’(/iwl kaQ —ajask
(4.27)

= e_th /P dib P(dx)e Q(Xﬂ/’)dJWI kw“& —onazk

It is easy to realize that the measure ~ Py, (di)P(dy)e?X¥) factorizes into the product of two measures
generated by the fields 1/}5,37),(, J = 1,2, defined by ¥ , = (Yo (1) xti(— 1)0‘1/10(122()/\/5 In fact, using this change
of variables, one finds that

P, (d)P(dx)e?0?) = T PV (e, dy ), (4.28)

=12
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with
— (i , \de G L g% L o)
PO (D), dy ) o) l [ ) dp dy () dg)edan S0 +50+ Q) (4.29)

with j = 1,2, S, QY defined as in (3.25), (3.26) and
SUW) = U 1ty — 2+ 1) W) (4.30)

U1

where S¢) is defined as in (3.23). Substituting these expressions in (4.29), we find that, if §£j)’Td§f

def DY (g
= ( l(<J)7 wk ) ng)? ng))7
PV (di/J(J),dX(J)) 7 o p{— Ve Zg (4),T (])é-(_]l)(}
—isink - sin ko —szj)k isink — sin kg i(cosk — cos ko) (4.31)
o) def szi)k —isink +sinkg —i(cosk — coskg) isink + sinkg
k isink — sin ko i(cosk —coskg) —isink —sinkg —imgi)k
—i(cosk — coskg) isink + sinkg ngg)k —isink + sin kg
A lengthy but straightforward calculation shows that the determinant B®) (k)dif det Cl((j ) is equal to
» 16 ; ;
BU) (k) = W{2 £ 1 = (£9)2)(2 — cos k — cosko) + (¢ — t4)2(tY) — £,)%} (4.32)
5
Using, for I,m =1, ...,4, the algebraic identity
(4) 2
1 i i ; t VT () o 4M N —
NGO / [llj%i”)i] (& m exp (-3 73 ;&” ey = o CENLE, (433)
we find: o) 0
< Dy 5 _ 4 Cljl(k) <PV 5 = AM? (k)
1) BU (k) ’ “kTk TG BO(K)
" A (4.34)
—(j) =) anz ) (k
<Vl 1= G RO
tx
where, if w = %1, recalling that ¢, = V2-1+ v/2 and t, = V2 -1,
Sf)w(k)déf ( (j))g {2t§\j)tx(—i sink cos ko + wsin kg cos k) + [(tg\j))2 + ti](z sink — wsin ko) }
15
D ydel 4 @) [D)y2 _
(k) zw( (j))2{ 57 (3ty, + ty) coskcosko + [(t3)? + 2t tw—i—t J(cos k + cos ko) (4.35)
tx

J)

. Loy t2
— (19 (ty + ) +2 :2?‘)} .
A

Pz, 61,11, (d1p) can now be written in terms of these correlations, as

PZ1701;H1,01 (d’lﬁ) = P(l)(dw(l))P@)(dw(z)) ) (436)
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with
PO (g L H @ ).

- 4.37
.exp{ M(w "/J(J)) C(Jl‘_l(k) —cgj)_l() Q/](jl)( } ( )
arzderd) T T\ =m0 g ) \B% )

where det c( D = ng) (k)c(j)yfl(k) ¢ (k)eY) (k). Tf we now use the identity t(J) =ty(2+(-1)p)/(2—0)

and rewrite the measure P! (d@b(l))P@) (d¢(2)) in terms of wik we find:

Z1C4 (k)

T A(1) g —
Ve AP e (4.38)

P2, 00 0,01 (d) = 1) Hdww kAU exp{~

with Cy(k), Z1, o1 and py defined as after (4.3), and Aq(/jl)(k) as in (4.4), with

— i —C_ 11 €11
g2y () ) - (g ) o

where ¢, ,, (k)dej[(l —u/2)B! (k)cﬁ(ull ws (k)/ det ¢ (4 a1+ p/2)B® (k)cg)1 ws (k)/ det c ]/2 It is easy to
verify that Agp (k) can be written in the same form as (4.4). In fact, computing the functions in (4.39), one
finds that, for k, o1 and p; small,

[ (isink +sinko) (1 + O(01)) + O(k®) —ioy + O(k?)
M (k) = < iaol + 0(k?) (isink —sinko) (1 + O(01)) + O(k?) > (4.40)
N (k) = < (isink +sinko)O(p1) + O(k?) i + O(uk?) ) .

N —ip1 + O(prk?) (isink —sinkg)O(u1) + O(k3) ) °

where the higher order terms in k, ¢} and p; contribute to the corrections ai (k), b (k), ¢1(k) and d; (k).

4.3.Symmetry properties.

In this section we identify some symmetries of model (3.19) and, using these symmetry properties, we prove
that the quadratic and quartic terms in V(1) and the corrections a3 (k), b (k), ¢;1(k) and d; (k) appearing
in (4.4) have a special structure, described in Theorem 4.1 below.

We start with noting that the formal action appearing in (3.19) (see also (2.14), (2.36) and (3.20) for an ex-
plicit form of the different contributions appearing in (3.19)) is invariant under the following transformations.

1) Parity:
)

SO - AR -] B VA ) N oo A Vi) (4.41)

I —X

H,((j) —H

In terms of the variables 1/33)1(, this transformation is equivalent to 1/33‘1( — im/?&_k (the same for x) and we
shall call it parity.

2) Complex conjugation:
R A I S I (4.42)

where c is a generic constant appearing in the formal action and ¢* is its complex conjugate. In terms of the
variables ¥ |, this transformation is equivalent to 2, — ¥~¢ , (the same for x), ¢ — ¢* and we shall call
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it complex conjugation.

3) Hole-particle:

H>(c]) - (_1)j+1H)(cj) ) FECJ) - (_1)j+1ﬁ§cj) ) (4 43)
VI — (v T (Tl |
This transformation is equivalent to Az)k — 1/;;0:1( (the same for x) and we shall call it hole-particle.
4) Rotation:
H:S?‘?:)Eo - iv(fji)bo,fz ) H;J,)I() va(]I)[),*I ?
‘ —) ) (4.44)
VI(?I)[) - ngIQ,*I ) VIJ,I[) ZHE];Q,*I °
This transformation is equivalent to
wg,(k,ko) - _we_iWﬂ-/Llwgw,(—ko,fk) ’ )A(g’(kﬁko) - we_iWﬂ—/zl)A((iwy(fkm,k) (445)
and we shall call it rotation.
5) Reflection:
HO _ gY gY@
T,To —x,T0 x,T0 —x,z0
_ (4.46)
ve iy vy W)
x,T0o —x,T0 T,x —x,T0

This transformation is equivalent to 1/;3 (koko) iﬁfm (—k ko) (the same for x) and we shall call it reflection.
6) The (1)«—(2) symmetry.

) —H,.

)

H)(cl) - H)((Q)

)

(4.47)
Vx(1)<——> )((2) , Vi1)<—>V§(2 , U — —u.

This transformation is equivalent to 1/33‘1( — —z'm/;;‘ik (the same for x) together with u — —u and we shall
call it (1)«—(2) symmetry.

It is easy to verify that the quadratic forms P(dx), P(dy) and Pz, o, u,,c,(d¥) are separately invariant
under the symmetries above. Then the effective action V(1) (v) is still invariant under the same symme-
tries. Using the invariance of V(! under transformations (1)-(6), we now study in detail the structure of its
quadratic and quartic terms.

Quartic term. Let us consider in (4.5) the term with 2n =4, a1 = s = —a3 = -y = +, w1 = —ws = w3 =
—wy = 1; for simplicity of notation, let us denote it with » 7, W (k1, k2, ks, k4)1ﬁfk11&f11k2§[1:17k31&;k4 0(ky+
ks —k3 —ky4). Under complex conjugation it becomes equal to 3, W*(kq, ko, k3, k4)g@:17k11&;k21&fk3@/}f17k4
5(1{3 + k4 - k1 - kg)7 so that W(kl,k27k37k4) = W*(k3,k4,k1,k2).

Then, defining L; = W(ky 4, ki, kit ki), where kyy = (7/M,7/M), and [ = POleéle’m:m:O’
we see that Ly and [; are real. From the explicit computation of the lower order term we find [, =
N Z% +O0(N2).

Quadratic terms. We distinguish 4 cases (items (a)—(d) below).
a) Let us consider in (4.5) the term with 2n = 2, a3 = —as = + and w; = —ws = w; let us denote it with
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> wx Wolk; Ml)i&:,kiz:w,k' Under parity it becomes
D Wolks ) (i) _yo(=iw)d=y, o= > Wa(=ks )i = (4.48)
w,k w,k

so that W,,(k; u1) is even in k.
Under complex conjugation it becomes

> Wk 1) g bl == D Wk ) U 7y (4.49)
w.k w.k

so that W, (k; 1) is purely imaginary.
Under hole-particle it becomes

Z W, (k; Ml)&;ﬁk&jwﬁk = — Z W_, (k§ /Ll)"/;:;r,k"/;:w’k ) (4'50)
w,k w,k

so that W,,(k; 1) is odd in w.
Under (1)«—(2) it becomes:

> Wa(k; —pn) (=)0, (D) =D Wk —pa) ) 07, (4.51)
w,k

w,k

so that We,(k; p1) is even in p1. Let us define S1 =iw/23°, 4, W (kyy ), where kyy = (nm/M,n'n/M),
and yny; = PpS1, s1 = P15S1 = 018‘7181|01:M1:0 + u18#181|01:m:0.
that S1,s1 and ny are real and s; is independent of ;. From the computation of the lower order terms we
find s; = O(Ao1) and yn1 = v/Z1 + cf X + O(A\?), for some constant ¢} independent of X\. Note that, since
W, (k; 1) is even in k (so that in particular no linear terms in k appear) in real space no terms of the form
Vb <0V~ , can appear.

From the previous discussion we see

b) Let us consider in (4.5) the term with 2n = 2, a1 = a2 = @ and w3 = —wy = w and let us de-
note it with ) kWﬁ(k;ul)J)&kJ)ﬁw’_k. We proceed as in item (a) and, by using parity, we see that
Wo(k; py) is even in k and odd in w.

By using complex conjugation, we see that W5 (k; 1) = =W, *(k; u1)*.

By using hole-particle, we see that W2 (k; 1) is even in o and W2 (k; puy) = —W_*(k; p1)* implies that
W (k; py) is purely imaginary.

By using (1)«—(2) we see that W2 (k; 1) is odd in p.

If we define M7 = —iw/2 Emn/ W (Kyy; 1) and my = Py My, from the previous properties follows that
M; and m; are real, my is independent of oy and, from the computation of its lower order, m; = O(Au1).
Note that, since W2 (k; u1) is even in k (so that in particular no linear terms in k appear) in real space no
terms of the form g ,0Y2, , can appear.

¢) Let us consider in (4.5) the term with 2n = 2, a3 = —a3 = +, w1 = wy = w and let us denote it
with > W (k; ,ul)d;: k@;k. By using parity we see that W, (k; 1) is odd in k.

By using)reﬂection we see that Wk, ko p1) = Wi, (k, —koj; p1).

By using complex conjugation we see that W, (k, ko; 1) = Wi (—k, ko; p1).

By using rotation we find W, (k, ko; p1) = —iwW,, (ko, —k; p1).

By using (1)«—(2) we see that W, (k; —p1) is even in ;.
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We now define ] ]
sin k , sinkg

nsinw/M K sinﬂ'/M)'

Gl(k) = EZWW(RWW;Ml)(

We can rewrite G1(k) = a,, sin k + by, sin kg, with

1 T T b T
w = w\ 37 370 Ww s 5 }
“ = Ysin = [Walgp i) + Walgps = gim) oo
= g [P o) = Wl — )] Y
© T 9enz [ \ar M S VAR VI

T s T T s
Wa(os s i) = W (= ) = =W (1, — W1,
(3r ) YRR AL (ap ~ar) = —Wlgp —gpim) (4.53)
W(l_L. y=W (11 )=— (ﬂ- l-u):in(l ﬂ-'M) '
w M7 M7/1'1 —w M7M7/1'1 w M7M7 1 w M7M7 1
so that
* def .
Gy = a_y, = —a,, = wb, =1a
s (4.54)
bw:—b,w:b:z:—iwawéwb:—iwia

with a = b real and independent of w. As a consequence, G1(k) = G (isin k+wsin ko) for some real constant

Gy. If zldéf’PoGl and we compute the lowest order contribution to 21, we find z; = O(\?).

d) Let us consider in (4.5) the term with 2n = 2, a1 = a3 = @, w1 = w2 = w and let us denote it
with Ea)w)k W3 (k; u)Yg 5 - Repeating the proof in item c) we see that Wg'(k; p1) is odd in k and in
w1 and, if we define

sink , sinkg )
sinm/M g sinm/M”’

1 o
(k) = 1 ZWw (K5 1) (n
nn
we can rewrite Fy (k) = Fy(isink 4+ wsinkg). Since W2 (k; p1) is odd in pq, we find Fy = O(Apy).

This conlcudes the study of the properties of the kernels of V() we shall need in the following. Repeat-
ing the proof above it can also seen that the corrections ai (k), bi(k), appearing in (4.4), are analytic
odd functions of k, while ¢1(k) and d; (k) are real and even; the explicit computation of the lower order
terms in the Taylor expansion in k shows that, in a neighborhood of k = 0, aF (k) = O(o1k) + O(k?),
by (k) = O(pk) + O(K?), c1 (k) = O(K?) and di (k) = O(u1k?).

The result of the previous discussion can be collected in the following Theorem.

THEOREM 4.1 Assume that |o1],|p1] < c1 for some constant ¢ > 0. There exist a constant € such that, if
A, [v| < e, then E, can be written as in (4.3), (4.4), (4.5), where:

1) Ey is an O(1) constant;

2) ai (k), b (k) are analytic odd functions of k and c1(k), dy (k) real analytic even functions of k; in a neigh-
borhood of k = 0, ai (k) = O(o1k) +O(k?), bi (k) = O(u1k) + O(k?), c1(k) = O(k?) and di (k) = O(u1k?);
3) the determinant | det AS) (k)| can be bounded above and below by two positive constants times [(o1 —p1)? +
le(®)|] [(o1 4 p1)? + |e(k)|] and c(k) = cosko + cosk — 2;

4) WQ(’}I)QH are analytic functions of k;, \,v,01,u1, 1 =1,...,2n and, for some constant C,
Wiy o (1, k1) < MEC™Aex{tn/2} (4.55)
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4—a) the terms in (4.5) with n = 2 can be written as

Z iﬁikliﬁfl,bd}:lyksiﬁikﬁ(kl +ko — ks —kg)+

ki,....ks

(4.56)
+ 3N Waaw(ke ko ka)Ul! 002 0000, B0 Zaz )
ki,....ks ,w
where L1 is real and W;l)g)g(kl,kg,kg) vanishes at ki = ko = kg = (%, %),
4-b) the term in (4.5) with n = 1 can be written as:
1 Z Z {Sl zw)d)w k1/) wk T Ml(zw)djw k1/) w—k + Fi(isink 4+ wsin ko)djw k‘/’w ket
w,a==%
(4.57)
+ G1(isink + wsin kO)iﬁw,de;k} + Z Z Wa,a,u( )z/le kww2 ek

k aw

where: Wz)g)g(k) is O(k?) in a neighborhood of k = 0; S1, My, Fy, G1 are real analytic functions of X, o1, ji1,v
s.t. F1 =0(\u1) and

Li =11 +O0\o1) + OM\p1) ,  Si=s1 4101 +O\o?) + O(\u?) (458)
M, Zml-i-O()\/leUl)-i-O()\M%) , Gy :Zl—l—O()\O'l)'i‘O()\Ml) .

with 1 = o1f1, m1 = p1fa and ly,ny, f1, f2, 21 independent of o1, p1; moreover Iy = X/Zl2 + O(\?),
f1,f2 = O(N\), yn1 = v/Z1 + E X+ O(N\?), for some ¢4 independent of X\, and z1 = O(N\?).

Remark. The meaning of Theorem 2.1 is that after the integration of the x fields we are left with a
fermionic integration similar to (3.33) up to corrections which are at least O(k?), and an effective interaction
containing terms with any number of fields. A priori many bilinear terms with kernel O(1) or O(k) with
respect to k near k = 0 could be generated by the xy—integration besides the ones originally present in (2.29);
however symmetry considerations restrict drastically the number of possible bilinear terms O(1) or O(k).
Only one new term of the form ), (isink + wsin ko)ﬁjg"kﬁjg‘ﬁk appears, which is “dimensionally” marginal
in a RG sense; however it is weighted by a constant O(Ap;) and this will improve its “dimension”, so that
it will result to be irrelevant, see next Chapter.
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5. Renormalization Group for light fermions. The anomalous regime.

In this Chapter we begin to describe the iterative integration scheme we shall follow in order to compute the
Grassmann functional integral in (4.3). Each step of the iteration will resemble for many technical aspects
the ultraviolet step described in the previous Chapter. We first split the light field ) in a sum of independent
Grassmann fields ), 1, with masses smaller and smaller, labeled by a scale index h < 1. Then we begin
to integrate step by step each of them, starting from that with the biggest mass. After each integration
step we rewrite the partition function in a way similar to the r.h.s. of (4.3), with new effective parameters
Zn,on, in and a new effective interaction V) replacing Z,, op, i and V) respectively. As a consequence,
a new fundamental problem must be faced: the size of these parameters and of the new effective interaction
must be controlled, and in particular it must be proven that the weight of the local quartic term in V)
remains small under the iterations. This is not trivial at all, and in fact one of the major difficulties of the
problem is in finding a suitable definition of the new parameters after each integration step. It will in fact
become clear that there is some arbitrariness in their definition and the choice must be done with care, so
that the flow of the effective coupling constants can be controlled.

In the present Chapter we will first describe the iterative procedure, including the definition of localiza-
tion, crucial for the definition of the effective coupling constants. In the present Chapter we shall describe
only the regime in which the effective parameters oy, up are small; we shall call this regime the anomalous
one, because oy, i grow exponentially in this regime, with an exponent that is a non trivial function of .
We then describe the result of the iteration in this regime, that is the bounds the kernels of the effective
interaction satisfy at each step, under the assumption that the size of the effective local quartic term remain
small. This key property (also called vanishing of the Beta function, for reasons that will become clear later)
will be proven in next Chapter. The subsequent regime (in which oy, pj, are of the same order of the mass
of the field) must be studied with a different iterative procedure, and will be done in Chapter 8.

5.1. Multiscale analysis.

From the bound on det Afpl)(k) described in Theorem 4.1, we see that the 1 fields have a mass given by
min{|oy — p1|,|o1 + p1|}, which can be arbitrarly small; their integration in the infrared region (small
k) needs a multiscale analysis. We introduce a scaling parameter v > 1 which will be used to define
a geometrically growing sequence of length scales 1,7,v2,..., i.e. of geometrically decreasing momentum
scales v, h = 0, —1,—2, ... Correspondingly we introduce C'> compact support functions f;, (k) h < 1, with
the following properties: if |k|d§f\/ sin? k + sin? kg, when h < 0, fu(k) = 0 for |k| < 4"~2 or [k| > ", and
frk) =1, if k| =~4"71; fi(k) =0 for k| <~y ! and fi(k) =1 for [k| > 1; furthermore:

1
. . ™
1=hzh frn(k) , where: har = min{h : 4" > \/§smﬁ}7 (5.1)
=nm

and v/2sin(7/M) is the smallest momentum allowed by the antiperiodic boundary conditions, i.e. it is equal
to mingep_ _ |k|.

The purpose is to perform the integration of (2.41) over the fermion fields in an iterative way. After each
iteration we shall be left with a “simpler” Grassmannian integration to perform: if h=1,0,—1,..., hys, we
shall write

Har = / Pr oo 0o (dp (M) eV VERGED =B () () = 0, (5.2)

where the quantities Zn, on, tn, Chy Pz, 0.0 (A0 M), VM) and Ej have to be defined recursively

2
—M E_14hy, ,

and the result of the last iteration will be 23, = e i.e. the value of the partition function.
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P2, on im0 (A0(SM)) is defined as
PZh,Uh,HmCh (dlb(gh)) =
=N;! H [T awiSMaun " exp[ am Yz T AP 9w

keD_ _ w=%*1 keD_ _
C;l(k)>0
(h) M™ (k) N®(k) 5.3
A (k) = (N(h)(k) M(h)(k) (5.3)

_ (isink +sinko +aj (k) —i(on(k) + cn(k))
M) = ( i (on(k) +00h(k31) isink _hSin ko —:a,: (k))
B b (k) i (1 (k) + dn (K))
N ) = (—i (Mh(ﬁ) + dn(k)) . by, (k) ' > ,
and

+(<h), T +(<h) 4(<h) ;—(<h) 7—(<h <h),T <h) (<h) 24+(<h (<h
\I/ ( ) ( 11(( Y _g)k 9 1)(_]( )7 —5)—12) \Ilf( = (1/} 7( 7¢_1 k )a 1 _k )51/}—1 —)) (54)

Ny is such that [ Pz, o, 4.0, (d0EP) =1, Oy (k)7t = E?:hM fj(k). Moreover

0o 2n
1 a; de
V(h) (1/}) = Z M2n Z H‘/’ <h)W2(r}zL)a w(klv R k2n71)5(z alkl) :f
n=1 i=1
(5.5)

defz Z Haal Sj(xfh) 2(7}77:)0'],(1 w(xla---aXQn)v

where in the last line j; = 0,1, o; 2 0 and 0; is the forward discrete derivative in the é; direction.

Note that the field (") whose propagator is given by the inverse of ZhCh(k)A( ) has the same support
of C 1(k), that is on a strip of width 4" around the singularity k = 0. The field ) <1) coincides with the
field ¢ of previous section, so that (4.3) is the same as (5.2) with h = 1.

It is crucial for the following to think W2(Z)a w b < 1, as functions of the variables o (k), uk(k), k =
h,h+1,...,0,1, k € D_ _. The iterative construction below will inductively imply that the dependence on
these variables is well defined (note that for A = 1 we can think the kernels of V() as functions of o1, ju1, see

Theorem 4.1).

5.2.The localization operator.

We now begin to describe the iterative construction leading to (5.3). The first step consits in defining a
localization operator £ acting on the kernels of V) in terms of which we shall rewrite V(") = LYW L RY(M) |
where R = 1 — L. The iterative integration procedure will use such splitting, see §5.3 below.

L will be non zero only if acting on a kernel WQ(n)a w With n =1,2. In this case £ will be the combination
of four different operators: L;, 7 = 0,1, whose effect on a function of k will be essentially to extract
the term of order j from its Taylor series in k; and P;, 7 = 0,1, whose effect on a functional of the
sequence op,(k), up(k), ..., o1, 1 will be essentially to extract the term of order j from its power series in
Uh(k), ,uh(k)7 ARy

The action of £;, j = 0,1, on the kernels wih (kq,...,ko,) is defined as follows.

2n,a,w

) Ifn=1,

LO/W\() (k 0410421( Z W2 _m]/,alagl_(,m/)

n,m'==%1

Z W2 Koy, 012k ) [1)
nn/ +1

I)—l plkl»—l

Elﬁ/\( ) (k anask) = sin k ,sinko]

T N ==
sin i sin i
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where Rnn’ = (77%, n %) are the smallest momenta allowed by the antiperiodic boundary conditions.

2)Ifn=2 L,W" =0and

4,0,w

EOWiz,g(klak%k&kU W ks kg ke k) (5.7)

4,0,w

3) If n> 2, £OW2n,g,g = £1W2n7g7g =0.

The action of P;, j =0, 1, on the kernels WQH,Q&, thought as functionals of the sequence o, (k), pp(k), . ..
.,01, 41 is defined as follows.

def
,POWQn,Qvﬁ = Wan,a W o= #(h) 0
= 5.8)
o def 8W2n7g7£ 8W2n7g7£ (
PlWQn,Q,H - Z |:O'k (k) aO'k (k) g("):&(h):o + MKk (k) aMk (k) g("):ﬁ(hr):0:| .

Given L;,Pj, j = 0,1 as above, we define the action of £ on the kernels ngg)g as follows.

1) If n =1, then

EO(P0+771) 20w ifwi+wr=0anda; +a =0,

E/V[72 def £0P1W27g7£ ifwi +we =0and o + as # 0,
- Ellp()WZg7£ if wg +ws # 0 and a1 + az =0,
0 if wi + wg # 0 and a1 + as # 0.

2) If n = 2, then £/W47g7£défﬁopow4ﬁg1g-
3) If n > 2, then ;C/Wgn)g)g =0.

Finally, the effect of £ on V(" is, by definition, to replace on the r.h.s. of (4.8) W2n7g7£ with E/Wgn&g.
Note that £2V") = LY,
Using the previous definitions we get the following result. We use the notation ¢® = {0y (k) kep.  and

u = {0 e
LEMMA 5.1. Let the action of £ on V™) be defined as above. Then
LYW (ER) = (s + 4" FEM 4+ mp FED 4 1, FE 4 2, D (5.9)

where sy, np, mp, lp and z, are real constants and: sy is linear in ™ and independent of u(h) :myp, 18 linear

n H(h) and independent of o™ ; np, 1, 2, are independent of g(h),ﬁ(h) moreover, if thifD, ~ni{k:
G, ' (k) > 0},

+(<h <h def 1 S
Féﬁh)(w <h) 2M2 Z —iw ’Q/J )’Q/J ( ) del W Z FéSh)(k)
kED), w=+1 keDy,
a(<h) Ta(<h) def 1 -
FﬁSh)(w <h) M2 Z Z W?ﬂ 12 ¢ o = 3p Z Fﬁgh)(k)
keD;, a,w==%1 keDy,

5.10)
, (
R = 35 3 i 0 ik e — s — k)

ki,....ka€Dy,

<h +(<h) —(<h) def 1 ~(<h
W) 2M2 > D (isink +wsinko)d i 05" M2 > FE )
keD), w==+1 keD,,
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where §(k) = M? Y o Ok 27n-

Remark. The application of £ to the kernels of the effective potential generates the sum in (5.9), i.e. a
linear combination of the Grassmannian monomials in (5.10) which, in the renormalization group language,
are called “relevant” (the first two) or “marginal’ operators (the two others).

PROOF OF LEMMA 5.1 Lemma 5.1 can be proven repeating the discussion in §4.3 above. Note in fact
that the result of §4.3, as presented in Theorem 4.1, can be reformulated by saying that

LYD () = (51 +ym) ESY + oy FEY + 1 Y + 2 FEY (5.11)

where s1,n1,m1,l; and z; are real constants and: s; is linear in o7 and independent of py; my is linear in
11 and independent of o1; n1,11, 21 are independent of o7, 1.

It is now sufficient to note that the symmetries (1)—(6) discussed in §4.3 are preserved by the iterative
integration procedure: in fact it is easy to verify that £V, RV(") and P, ~ (dypM) are, step

h—1,0h—1:4h—1,fh

by step, separately invariant under the transformations (1)—(6). Then the same proof leading to (5.11) leads
to (5.9) (it is sufficient to replace any scale label = 1 with h).

We now consider the operator Rdéfl — L. The following result holds. We use the notation Ry = 1 — Ly,
Ro=1-Lyo—L1,51=1-Py,Sa=1-Po—P1.

LEMMA 5.2. The action of R on ngg)g forn=1,2 is the following.
1) If n =1, then
[52 + Ro (Po + 'P1)]/V[727g7£ ifw; +we =0,
RWaaw = [R1S1 + R2Po]Wa a0 if wi +wy #0 and oy + ag = 0,
'R,lcS:lI/VQ)g7£ ifwi +ws#0 and a; + as #0,

2) If n =2, then 'R/V[ZL%H = [81 + Rlpo]ﬁzl&&.

Remark. The effect of R;, 7 = 1,2 on /Wéz)gg consists in extracting the rest of a Taylor series in k of
order j. The effect of S;, j =1,2 on /WQ(Z)QW consists in extracting the rest of a power series in (g(h),ﬁ(h))
of order j. The definitions are given in s1_1c_h a way that RWM@W is at least quadratic in k,a™, ™ if
n =1 and at least linear in k,c™, 4" when n = 2. This will gi;e_dimensional gain factors in the bounds

for R/VVQ(Z) w.r.t. the bounds for /1/172(7}? n = 1,2, as we shall see in details in §5.5.

e 21 L,W?

Proor or LEMMA 5.2 It is sufficient to note that the symmetry properties discussed in §4.3 imply that:
LiWaaw =0if w +wy =0; LoWaaw = 0if wi +ws # 0; PoWagw = 01if a1 +ag # 0; and use the
definitions of R;, S;, 1 =1, 2.

5.3.Renormalization.
Once that the above definitions are given we can describe our integration procedure for h < 0. We start
from (5.2) and we rewrite it as

/pZ oo (AN =BV (VIR ) =RV (V<) M2 (5.12)
hsOhMh;Ch ? °
with £V as in (5.9). Then we include the quadratic part of Ly (except the term proportional to np,)
in the fermionic integration, so obtaining

/P2 o (dw(gh))e_th/\(\/Z_hw(sh))—’yh’ﬂhFa(\/Z_h’l/J(Sh))—Rv(h)(\/Z_h’l/J(S}L))—M2Eh (5.13)
h—1:0h—1;#h—1,Ch ) .
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where Zy_1 (k) Z,(1 + 2,057 (k) and

o1 () Z_Zf(k) a0+ 4G (00) L ot (0 Ah_Zf(k)< (K) + mu G (1)

w dif Zh a¥ (3] déf Zh W

aj,_1(k) = 72}1—1(1{) nk) o by (k) Tl—l(k) by, (k) (5.14)
def _Zn__ def  Zn

ch-1(k) AN n(k) ,  dr-1(k) A 1(k)dh(k)'

The mtegratlon in (5.13) differs from the one in (5.2) and (5.12): P

Zp, and Aw replaced by Zh_l( ) and Awh b,
Now we can perform the integration of the (") field. It is convenient to rescale the fields:

17(h)(\/ Zn_ 1= = M N Zn— 10 EM)) 4 Py, Fy ( Z -1 EW) 4 RV ( Z,p(EM)) | (5.15)

where

is defined by (5.3) with

Zh—1,0h—1:1h—1,Ch

Zh Zh
Zh—l Zh—l

and RV = (1 — L)V is the irrelevant part of V*)| and rewrite (5.13) as

o _ YW (ST (E
¢ Y (th+Eh)/PZ;ﬁhU;ﬁl,MhihCﬁfl(dw(gh 1)) /PZh 1,0h—1,Hh— 17fh (d@[](h)) VR Iy ) (517)

A= ( n (5.16)

) ln vy =

where we used the decomposition (SR = p(Sh=1) 4 4(R) (and P(Eh=1) 4)(7) are independent) and fh(k) is
defined by the relation C; '(k)Z; ', (k) = C; ' (k) Z; ', + fu(k)Z; !, namely:

~ -1 -1 z
Falk) Zh_l[ %_1((1;)) — C;hl(lk)] = fu(k) [1 + % : (5.18)

Note that f,(k) has the same support as f,(k). Moreover P, L (dyp™) is defined in the same

Zh—1,0h—1,Kh— 17fh

way as PEh ohtotth1.Ch (dip™), with Zh_l(k) resp. Cj replaced by Zj_1 resp. f,; . The single scale

propagator is

[ P @) 03000 = B x-y) - a=(aw) L o = (@) (519)
where
9 (x —y) 2M2 Z i0akCy) £ (1) [AY D ()7L e (5.20)
with j(— 1) =j'(+,1) = 1, j(=,=1) = j'(+,=1) = 2, j(+, 1) = j'(=, 1) = 3 and j(+,—1) = j'(-, 1) = 4.
One finds that géhg),( )= gfulf,) (x) — ax gfff,)( ), where gfuj,)( ), 3 = 1,2 are defined in Appendix A4.

The long distance behaviour of the propagator is given by the following Lemma, proved in Appendix A4.

LEMMA 5.3. Let ohdéfah(O) and ,uhdéfu;l(O) and assume || < e1 for a small constant 1. Suppose that for
h>h

1 1 1
|zn| < B lsn] < §|‘7h| ;o mal < §|,Uh| ) (5.21)

)

that there exists ¢ s.t.

fcw<’ ’< e fcu|<’ ’< e fcu|2<’ ’< clAl? (5.22)

Oh—1 Hh—1
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and that, for some constant C1,

3

v ok

then, for all h > h, given the positive integers N,ng,ni and putting n = ng + ny, there exists a constant
Cnon st

@ < sl (5.23)

|anoanlgaa ( y)' < CN,W

o ~x

,y(l—Q—n)h M Txo
m

. T .
e e A A b VAR TRAN

Furthermore, szO, Py are defined as in (5.8) and S1, Sa are defined as in Lemma 5.2, we have that 77Jga 0
j = O 1 and Sjga o J =12, satisfy the same bound (5.24), times a factor (W) . The bounds for
Poga o and Plga o hold even without hypothesis (5.23).

After the integration of the field on scale h we are left with an integral involving the fields ¢(<"=1 and
the new effective interaction V=1 defined as

SOEE o _ [ p (e SIWVETE) (5 )

Zh—1,0h—1;14h—1,fh

It is easy to see that V("~1) is of the form (5.5) and that Ep—1 = Ep +tp + Ep,. Tt is sufficient to use the
well known identity

- _ _ 1 n
M2Ey + VD (/2= 0) = 3 7S (1) (VO (V2w =) (5.26)

n>1

where E,CLF (X(w(h)); n) is the truncated expectation of order n w.r.t. the propagator Zhillg(h) defined as

a,a’’

(h)
EF(XW)im) = = log L P @0 (5.27)

Note that the above procedure allow us to write the running coupling constants Up—1 = (Ap—1,Vh-1),
h <1, in terms of Uk, h < k < 1, namely

Uh—l :ﬁh(ﬁha"'uﬁl) ) (528)
where ), is the so—called Beta function.

5.4.Analiticity of the effective potential
We have expressed the effective potential V") in terms of the running coupling constants A\, vi, k > h, and
of the renormalization constants Zy, ui(k), or(k), k > h.

In next section we will prove the following result.

THEOREM 5.1. Let ohdéfah(ﬂ) and ,uhdéfluh(ﬂ) and assume |\ < e1 for a small constant 1. Suppose
that for h > h the hypothesis (5.21), (5.22) and (5.23) hold. If, for some constant c,

max{[Anl, [val} < A, (5.29)
h>h
then there exists C' > 0 s.t. the kernels in (5.5) satisfy

/ dx; - - -dxzn|W2(Z?gyiﬁg7£(x1, Co Xon)| < M2ymhDR) (0| ) max(ln=1) (5.30)
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where Di(n) = =2+ n+k and k :72521 ;. )
Moreover |Ey 1|+ |thi1] < c|Ay?" and the kernels of LV satisfy

lsal < ClMllowl |mg| < ClAl|pzl (5.31)

and
Ingl <SCIAL L |zl SCIAP L |Gl < AP (5.32)

The bounds (5.31) holds even if (5.23) does not hold. The bounds (5.32) holds even if (5.23) and the first
two of (5.22) do not hold.

Remarks.
1) The above result immediately implies analyticity of the effective potential of scale h in the running cou-
pling constants Ag, vk, k > h, under the assumptions (5.21), (5.22), (5.23) and (5.29).
2) The assumptions (5.22) and (5.29) will be proved in next Chapter, solving the flow equations for
U = ()\h,uh) and Zy,on, un, given by vh_1 = ﬂh(ﬁh, - ,’171), Iho1 = Zh(l + Zh) and (5.14). They will
be proved to be true up to h = —oo.

5.5.Proof of Theorem 5.1.

It is possible to write V*) (5.5) in terms of Gallavotti-Nicolo’ trees. The detailed derivation of this rep-
resentation can be found in the reviews papers [G1][GM] and in my diploma thesis [G]. We do not repeat
here the details, we only give the basic definitions, in order to make the subsequent discussion self consistent.

v<//< |
rl v —

0 . b\' b
. <\

h h+1 he 0 +1 +2

Fic. 5. A tree with its scale labels.

Let us introduce the following definitions and notations.

1) Let us consider the family of all trees which can be constructed by joining a point r, the root, with an
ordered set of n > 1 points, the endpoints of the unlabeled tree, so that r is not a branching point. n will be
called the order of the unlabeled tree and the branching points will be called the non trivial vertices. Two
unlabeled trees are identified if they can be superposed by a suitable continuous deformation, so that the
endpoints with the same index coincide. Then the number of unlabeled trees with n end-points is bounded
by 4™.

2) We associate a label h < 0 with the root and we denote 7}, ,, the corresponding set of labeled trees with
n endpoints. Moreover, we introduce a family of vertical lines, labeled by an integer taking values in [h, 2],
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and we represent any tree 7 € 7}, ,, so that, if v is an vendpoint or a non trivial vertex, it is contained in a
vertical line with index h, > h, to be called the scale of v, while the root is on the line with index h. There
is the constraint that, if v is an endpoint, h, > h + 1; if there is only one end-point its scale must be equal
to h+2, for h < 0. Moreover, there is only one vertex immediately following the root, which will be denoted
vo and can not be an endpoint; its scale is h + 1.

3) With each endpoint v of scale h, = +2 we associate one of the contributions to V() given by (4.5);
with each endpoint v of scale h, < 1 one of the terms in £LV*»~1) defined in (5.9). Moreover, we impose
the constraint that, if v is an endpoint and h, < 1, h, = h, + 1, if v/ is the non trivial vertex immediately
preceding v.

4) We introduce a field label f to distinguish the field variables appearing in the terms associated with the
endpoints as in item 3); the set of field labels associated with the endpoint v will be called I,. Analogously,
if v is not an endpoint, we shall call I, the set of field labels associated with the endpoints following the
vertex v; x(f), o(f) and w(f) will denote the space-time point, the o index and the w index, respectively,
of the field variable with label f.

5) We associate with any vertex v of the tree a subset P, of I,,, the external fields of v. These subsets must
satisfy various constraints. First of all, if v is not an endpoint and vy, ...,vs, are the s, vertices immediately
following it, then P, C U; P,,; if v is an endpoint, P, = I,. We shall denote @,, the intersection of P, and
P,,; this definition implies that P, = U;Q,,. The subsets P,,\Q.,, whose union will be made, by definition,
of the internal fields of v, have to be non empty, if s, > 1, that is if v is a non trivial vertex. Given 7 € 7} ,,,
there are many possible choices of the subsets P,, v € 7, compatible with the previous constraints; let us
call P one of this choices. Given P, we consider the family Gp of all connected Feynman graphs, such that,
for any v € 7, the internal fields of v are paired by propagators of scale h,, so that the following condition
is satisfied: for any v € 7, the subgraph built by the propagators associated with all vertices v’ > v is
connected. The sets P, have, in this picture, the role of the external legs of the subgraph associated withv.
The graphs belonging to Gp will be called compatible with P and we shall denote P, the family of all choices
of P such that Gp is not empty.

6) we associate with any vertex v an index p, € {s,p} and correspondingly an operator R, , where R, or

R, are defined as
Sy ifn=1and w; +wy =0,
def RS ifn=1and wy +ws #0,

Rs=9\s  ifn=2, (5.33)
1 ifn > 2
and
Ra(Po+P1) ifn=1and w; +ws =0,
dof RaPo ifn=1,w; +ws #0and a1 + as =0,
Rp=140 ifn=1w; +ws #0 and a3 + as # 0, (5.34)
pro if n= 2,
0 if n > 2.

Note that Rs + R, = R, see Lemma 5.2.
The effective potential can be written in the following way:

V(2 p S 4 MP By =Y Y VI (r, /Zyp ) (5.35)

n=17€Ty

where, if vg is the first vertex of 7 and 74, ..., 7, are the subtrees of 7 with root vg,
Y (T, \/Zhw(gh)) is defined inductively by the relation

V(h)(q-7 \ /Zhw(ﬁh)) _

-yt

1 _ _ (5.36)
T VD (11, Z S VO (1 Zp )]
S
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and VD (7, /Zy (ShHD):

a) is equal to R, V (A1) (75, /Zpp (SPHD) if the subtree 7; with first vertex v; is not trivial (see (5.15) for
the definition of V h)), R
b) if 7; is trivial and h SA—I, it is equal to one of the terms in LY see (5.15), or, if h = 0, to one of
the terms contributing to V(M) (v/Z14=1).

5.6. The explicit expression for the kernels of V") can be found from (5.35) and (5.36) by writing the

truncated expectations of monomials of 1 fields using the analogue of (4.14): if ¢ (P,,) = erPv ;))(j(f))v

the following identity holds:

gfi(qz(Pm)?vJ(Pm)) = ( ) ZO‘Tv H ) (o ) fe=fe /dPTu(t)PfGTu(t) (537)

Zn,-1 (€T,

where ¢ (f, ) = ga(s).a(s) (X(f) —x(f’)) and the other symbols in (5.37) have the same meaning as those
n (4.14).

Using iteratively (5.37) we can express the kernels of V() as sums of products of propagators of the fields
(the ones associated to the anchored trees T),) and Pfaffians of matrices GT.

5.7. If the R operator were not applied to the vertices v € T then the result of the iteration would lead to
the following relation:

VIS VB 8 S [aawimate{ 1RGSR} 6

PeP, TET FEPy,

where x,, is the set of integration variables asociated to 7 and T' = J, T,,; W} p, 18 given by

e 1 R I [ s T Oy

vnot e.p. vnot e.p. (5.39)
CPEGM T ()| T o™ 1D }
€T,
where: e.p. is an abbreviation of “end points”; vy, ..., vy are the endpoints of 7, h; = hy+ and K (x,) are

the corresponding kernels (equal to Ap,—10(x,) or vp,—10(X,) if v is an endpoint of type A or v on scale
h, < 1; or equal to one of the kernels of V() if h, = 2).
Bounding (5.39) using (5.24) and the Gram—Hadamard inequality, see Appendix A3, we would find:

* n n—h(— 1 Zn, \720 _j_ogylPul
[ Wi )| < CrMAy 2P ] {4Ziy”[ﬂﬂk o

Sy!
vnot e.p.

We call D, = -2 + @ the dimension of v, depending on the number of the external fields of v. If D, <0
for any v one can sum over 7, P, T obtaining convergence for A small enough; however D, < 0 when there
are two or four external lines. We will take now into account the effect of the R operator and we will see
how the bound (5.40) is improved.

5.8. The effect of application of P; and S; is to replace a kernel WQ(Z)U] o With P;W. 2n G and
S; W2n @ If inductively, starting from the end—points, we write the kernels Wén)a j.aw 0 a form similar

to (5.39), we easily realize that, eventually, P; or S; will act on some propagator of an anchored tree or on
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some Pfaffian Pf G7*, for some v. It is easy to realize that P; and S;, when applied to Pfaffians, do not
break the Pfaffian structure. In fact the effect of P; on the Pfaffian of an antisymmetric matrix G' with
elements Gy s/, f, f' € J, |J| = 2k, is the following (the proof is trivial):

PoPfG =PfG° | 1PfG_ > PG (-1)PEGY (5.41)
f1,f2€J

where G° is the matrix with elements PoGy ¢, f, f' € J; GY is the matrix with elements PoGy ¢/, f, f €

J1 défJ\ {f1U fa} and (—1)™ is the sign of the permutation leading from the ordering J of the labels f in the
Lh.s. to the ordering fi, f2,J1 in the r.h.s. The effect of S; is the following, see Appendix A5 for a proof:

*

SIPIG = — Z S$1Grp, > (—1)"kilk! PEGIPEGy (5.42)
f17f2€J J1UJ2=J\U; fi

where: the * on the sum means that J; N Jy = 0; |J;| = 2k;, i = 1,2; (—1)7 is the sign of the permutation
leading from the ordering J of the fields labels on the Lh.s. to the ordering f1, f2, J1,J2 on the r.h.s.; G¢
is the matrix with elements PoGy s, f, f' € Ji; Go is the matrix with elements Gy s, f, f' € Ja. The
effect of Sy on PfG7T is given by a formula similar to (5.42). Note that the number of terms in the sums
appearing in (5.41), (5.42) (and in the analogous equation for SoPf GT'), is bounded by c* for some constant c.

5.9. It is possible to show that the R; operators produce derivatives applied to the propagators of the
anchored trees and on the elements of G7*; and a product of “zeros” of the form d? (x(f})—x(f7)), 5 =0,1,
b = 0,1,2, associated to the lines ¢ € T,. This is a well known result, and a very detailed discussion
can be found in §3 of [BM]. By such analysis, and using (5.41),(5.42), we get the following expression for

RV (7, Zi <)
Rv(h) ,/Zhw(Sh) -
\Pu | (f) ,a(f)(<h) 5.43
=VZ " YY) /dxvo Wrewatan){ TT 00520 ) 549

PeP, TeT BeBr fEPy,

where: Br is a set of indeces which allows to distinguish the different terms produced by the non trivial R
operations; xg(f) is a coordinate obtained by interpolating two points in x,,, in a suitable way depending
on 3; qa(f) is a nonnegative integer < 2; jz(f) = 0,1 and 3;; is a suitable differential operator, dimensionally
equivalent to 9 (see [BM] for a precise definition); Wr p 1 g is given by:

Weprat) = | I (%)_H 08 Och Y P ST K )|

vnot e.p. v =1
pCsv) ges(v) oy, Ty
{ H /dPT Ig('u) Szg (v) PfG ( ) (544.)
vnot e.p.
Aas (f)) qa(f ba (1) Cp(l) ges(l) (h Y pl
|:l 6J5(jzl) JB(]‘;) [djﬁ(l) (Xl7yl)Plg(l) 87,5 l) (f fl )]:|}
€T,

where: vf,...,v} are the endpoints of 7; bg(v), bg(l), gs(f) and gz(f?) are nonnegative integers < 2;
Js(v), js(f), ja(f?) and jg(l) can be 0 or 1; ig(v) and ig(l) can be 1 or 2; Iz(v) and Ig(l) can be 0 or
1; Cs(v), cg(v), Cp(l) and cg(l) can be 0,1 and max{Cg(v) + cg(v),Ca(l) + cg(l}) < 1, Gh”’T”( t,) is ob-

. o . f (f
tained from G 7* (t,,) by substituting the element ti(f)yi(f,)g(hv)(ﬁ I7) with tip) icp 8;15&))8;15 b )) o) (F, ).
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It would be very difficult to give a precise description of the various contributions of the sum over Br, but
fortunately we only need to know some very general properties, which easily follows from the construction

in §5.1-§5.3.

1) There is a constant C such that, VI' € T,, |Br| < C™; for any 8 € Br, the following inequality is

satisfied
{ I1 e f)HH,Y l)bg(l)}g I =%, (5.45)

fEULP, leT vnot e.p.

where: h(f) = hy, — 1 if f € P,,, otherwise it is the scale of the vertex where the field with label f is
contracted; h(l) = h,, if I € T, and

if|Pv|:4aHde=P7
if|Pv|:23Hde=P7
if [Py] =2, pp =sand 3 ,cp w(f) #0,

otherwise.

2(P,) = (5.46)

O = DN =

2) If we define

0 [<|0hu| + |uhv|)cﬁ<v>m<v> 0 (|0hul + |Mm|)cﬁ(€)iﬁ(£)}d§f 1 (M)“”’B) , (5.47)

VET 7 LeTy, 7 veVg 7
the indeces (v, B) satisfy, for any Br, the following property:
> (v, 8) > 2 (P, (5.48)

w>v

where

if |P,| =4 and p, = s,

if [Py =2and p, =s and ), p w(f) =
if |P,| = 2, pv—sandzfepuw( ) # ()7
0 otherwise.

2'(Py) = (5.49)

— N =

5.10. We can bound any |Pcﬁ(v)8f5((:))Pf Gh“’T”| in (5.44), with C(v) +cg(v) = 0,1, by using (5.41), (5.42)
and Gram inequality, as illustrated in previous Chapter for the case of the integration of the x fields. Using

that the elements of G are all propagators on scale h,,, dimensionally bounded as in Lemma 5.3, we find:

|,PCg(v)ch U)Pf Gh T v < C’Zj; | Py, |—|Py|—2(sy—1)

i (v)
oy (0 P = 1Pl =2(s0 1) { I f)] (Iffh | + e, |>65<v)w<v)+cg<v)15<v) (5.50)
B )
Fel, 7
Cg(v)Ig(v)
where J, = U;*; Py, \ Qy,. We will bound the factors (W) e using (5.23) times a constant.

If we call
nb(vZ)z‘ iy Cs(WE) acs(vl) 1-hs
[_ it X Y8) P10y Sigury Kot (o )}
1121 Aqﬁ(fll) "qﬁ(ff) bﬁ(l) Cﬁ l) Cﬁ(l) (h ) 1 (551)

vnot e.p. *  IET,

JrpT3 = /dXvo
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we have, under the hypothesis (5.29),

n T /ol 4 lpns |y es )i @)
P < AP I (F52=5) 7

1 .
{ H 502(sv71)7hvn,, 0) e D e, b l) —hy 3" 88 (01) = hu(so=1), (5.52)
vnot e.p. ¥

o e, a0 ) +as (17)] } { 11 ( |oh, | ﬂ;luhv | )cﬁ,(%(@}
LeT v

3

where n,,(v) is the number of vertices of type v with scale h, + 1.
Now, substituting (5.50), (5.52) into (5.44), using (5.45), we find that:

n n.,— o + i Uﬁ)
/ @0y | Wrp 7, (00 )| < C"MP|A"y P+ 0Pl TT (%)
veVg

1 s Z = 1Pyl
11 —cEizl\me\Pu\( o ) P 2 ()]
5y! Zhy—1 ,

vnot e.p.

(5.53)

where, if k = ZfePuo gs8(f), Dx(p) = —2+ p + k and we have used (5.47). Note that, given v € 7 and
T € Tp, n, and using (5.23) together with the first two of (5.22),

lon,| _ |0'h| lon, |7h ho < |Uh|,Y(h ho)(1=cl\) < 7 (h—hz)(1—c|A])

yho o - (5.5)
|th| |#h| |Mh | h- ha < |12 (h hy)(1—c|A|) <07h hy)(1—c|A])

yho ) P

Moreover the indeces i(v, 3) satisfy, for any Br, (5.49) so that, using (5.54) and (5.48), we find

Thy | + |, [\ 109 _ —(1—e]A])z
H(I Ihl |) n T e (5.55)

v
veVg v 'Unotep

Substituting (5.54) into (5.53) and using (5.48), we find:

/dxvo|WT,P,T,ﬁ(Xvo)| < O MNP P 1)

, 7 12y ™ ) (5.56)
11 OZ | o = 1Py l( ho ) A2 PO+ M) (P L
Sv Zh -1
vnot e.p. v
and it holds: P
—2+%—|—Z(P) + (1 =MD (Py) > Rl . (5.57)

Then (5.30) in Theorem 5.1 follows from the previous bounds and the remark that

> ZZZHSWMSC’U (5.58)

T7€Ty » PEP, TET BEBT v

for some constant ¢, see [BM][GM] or [G] for further details.
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The bound on Ej, t,, (5.31) and (5.32) follow from a similar analysis. The remarks following (5.31)
and (5.32) follow from noticing that in the expansion for LV*) appear only propagators of type ’Poggfg”,) or

P1 ggf;,) (in order to bound these propagators we do not need (5.23), see the last statement in Lemma 5.3).

Furthermore, by construction Iy, n;, and z; are independent of oy, g, so that, in order to prove (5.32) we
do not even need the first two inequalities in (5.22). ®

5.11. The sum over all the trees with root scale h and with at least a v with h, = k is O(|A|yz(A—R);
this follows from the fact that the bound (5.58) holds, for some ¢ = O(1), even if 4~ !P+1/6 is replaced by
A~"P | for any constant x > 0 independent of \; and that D,, instead of using (5.57), can also be bounded
as D, > 1/2+ |P,|/12. This property is called short memory property.
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6. The flow of the running coupling constants.

The convergence of the expansion for the effective potential is proved by Theorem 5.1 under the hypothesis
that the running coupling constants are small, see (5.29), and that the bounds (5.21), (5.22) and (5.23) are
satisfied. We now want to show that, choosing A small enough and v as a suitable function of A, such
hypothesis are indeed verified. In the present Chapter, we will prove these hypotheses under the assumption
that the Luttinger model Beta function is vanishing; we will do more, and we will find an explicit solution
for the flow equation of Zj, o, un, satisfying in particular the bounds (5.21), (5.22) and satisfying (5.23) for
any scale h > hi, where hj is a scale we will explicitely choose in the present Chapter (it is the scale dividing
the anomalous regime from the non anomalous one). The proof of the vanishing of the Beta function will
be done in Appendix A6, following the recent work [BM1]. The proof of Appendix A6 will be based on
the implementation in our constructive formalism of some non perturbative identities between Schwinger
functions, that is of two different approximate Ward identities for the two and four legs Schwinger functions
respectively, of the Dyson equation, and of some correction identities, expressing the corrections to the for-
mal Ward identities in terms of two or four legs Schwinger functions. It worths to stress that these non
perturbative identities are derived by making use of (chiral) gauge invariance, that is not satisfied by the
Ashkin—Teller model. However, since there is a model near to AT in a Renormalization Group sense (we
shall call it the reference model) satisfying these symmetries, the cancellations appearing in the perturbation
theory of the reference model also imply cancellations for AT itself. We can say that some hidden symmetries
of Ashkin—Teller allow us to control the flow of its running coupling constants. Note that here the word
“hidden” has a different (and much deeper) meaning than in the introducion of Chapter 4.

6.1.The flow equations
We will first solve the flow equations for the renormalization constants (following from (5.14) and preceding
line):

Zh-1 Oh-1 Sh/on — 21 fh—1 mp/fh — 2k
142 —14+ , =14 Dn/lh T Eh 6.1
Z, h Oh 1+ 2z, L 1+ zp ( )
together with those for the running coupling constants (5.28):
Mot =+ BN, v ALY
h—1 n+ BX(An, v 1,V1) 6.2)

Vh-1=Yh + B (Ans vns -3 A1, 11)

The functions ﬂﬁ, B are called the A and v components of the Beta function, see the comment after (5.27),
and, by construction, are independent of oy, uy, so that their convergence follow just from (5.29) and the last
of (5.22), i.e. without assuming (5.23), see Theorem 5.1. While for a general kernel we will apply Theorem
5.1 just up to a finite scale h% (in order to insure the validity of (5.23) with h = h}), we will inductively
study the flow generated by (6.2) up to scale —co, and we shall prove that it is bounded for all scales. The
main result on the flows of \;, and v}, proven in next section, is the following.

THEOREM 6.1. If A is small enough, there exists an analytic function v*(\) independent of t,u such that the
running coupling constants { A\, vh}n<1 with vy = v*(\) verify |[vn| < c|] Ay /D" and |An| < ¢|A|. Moreover
the kernels zp, sp, and my, satisfy (5.21) and the solutions of the flow equations (6.1) satisfy (5.22).

6.2.Proof of Theorem 6.1.
We consider the space My of sequences v = {vp}r<1 such that |vp| < c|/\|fy(19/2)h; we shall think 9y as

a Banach space with norm || - ||y, where ||Z||19déj supg<; |[vi|y~/P*. We will proceed as follows: we first
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show that, for any sequence v € My, the flow equation for vy, the hypothesis (5.21), (5.22) and the property
[An(v)| < ¢|A| are verified, uniformly in v. Then we fix v € 9y via an exponentially convergent iterative
procedure, in such a way that the flow equation for v}, is satisfied.

Given v € My, let us suppose inductively that (5.21), (5.22) and that, for k > h + 1,
A1) = A (@)] < co APY PR (6.3)

for some ¢y > 0. Note that (6.3) is certainly true for A = 1 (in that case the r.h.s. of (6.3) is just the bound
on (3}). Note also that (6.3) implies that [\;| < c|A|, for any k > h.
Using (5.31), the second of (5.32) and (6.1) we find that (5.21), (5.22) are true with A replaced by h — 1.
We now consider the equation A,—1 = A\, + 8% (A, vn; - . ; A1, 1), b > h. The function 8% can be expressed
as a convergent sum over tree diagrams, as described in §5.5; note that it depends on (Ap,vp;...;A1,v1)
directly through the end—points of the trees and indirectly through the factors Zp,/Zp_1.

We can write ’Poggi)yw)y(iw)(x -y) = g(LhZ) (x—y)+ ) (x —y), where

1

def 4
Zk + Wko

= p 2o M k) (6.4)

9 (x—y)
k

(h)

and 7y, is the rest, satisfying the same bound as géi)w) ( times a factor 4. This decomposition induces

770_;))
the following decomposition for ﬁf:
6?()\]1;”]1; . ';Alvyl) -
" ~ hk S (6.5)
=B L Oh A+ D DY O ) ) w3 A1)
k=h+1 k>h

with -

B0l < NP DL < AP = Al .

[PA] < AP BE < Ay

The first two terms in (6.5) ﬁf{ 1, collect the contributions obtained by posing n(dk) =0, kK > h and substituting
the discrete & function defined after (5.10) with M?2dy o. The first of (6.6) is called the vanishing of the
Luttinger model Beta function property, and it is a crucial and non trivial property of interacting fermionic
systems in d = 1. It will be proved in Appendix AG6.

Using the decomposition (6.5) and the bounds (6.6) we prove the following bounds for Az (v), v € My:

M) =MW < oA’ M) = N @)] < col APAODR (6.7)
for some ¢y > 0. Moreover, given v, v’ € MMy, we show that:
M) = A @) < elMllw = o (6.8)

where ||y — z’||0d§f SUpp<y [vh — 1]

PRrROOF OF (6.7). We decompose \j, — A\j 1 = 6?“ as in (6.5). Using the bounds (6.6) and the inductive
hypothesis (6.3), we find:

k
INa (1) = Mo ()] < AP 4 3 AP EHR N g APy
k>h+2 k' =h+2 (6.9)

+c|)\|27(19/2)(h+1)+ Z 02|A|2,y(19/2)k,7(19(h+1—k)),
k>h+1
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which, for ¢ big enough, immediately implies the second of (6.7) with h — h — 1; from this bound and the
hypothesis (6.3) follows the first of (6.7).m

PROOF OF (6.8). If we take two sequences v, ' € My, we easily find that the beta function for Az (v)— Az (/)
can be represented by a tree expansion similar to the one for BQ, with the property that the trees giving a

non vanishing contribution have necessarily one end—point on scale k > h associated to a coupling constant
Ak(v) — Ak (V') or v, — vy Then we find:

@) = M@) =M@ - M@+ Y BEOR®) vk A ) = B OR), v A )] (6.10)

h+1<k<1

Note that |A; () — M ()| < co|A||tn — V4|, because Ay = N/ Z? + O(N\?/Z}) and Z; = V2 — 1 +v/2. If
we inductively suppose that, for any k > h, |[A\p(r) — Ae()] < 2co|A||lz — ©|o, we find, by using the
decomposition (6.5):

i () = M@ < colXllon = v ]+ el 30 % 3747 facl Al = &l + o~ #]] - (6.10)
k>h+1 k' >k

Choosing ¢y big enough, (6.8) follows.m

We are now left with fixing the sequence v in such a way that the flow equation for v is satisfied. Since
we want to fix v in such a way that v_,, = 0, we must have:

1
V] = — Z 7k72ﬂ§(kk,yk;...;)\1,ul) . (6.12)
k=—oc0

If we manage to fix v; as in (6.12), we also get:

Vh:—Z”yk_h_lﬁff()\k,uk;...;/\1,1/1) . (6.13)
k<h

We look for a fixed point of the operator T : 9ty — Iy defined as:

(Tv)n = — Z AFRBE (), Vi -5 A1, 1) (6.14)
k<h

where A, (v) is the solution of the first line of (6.2), obtained as a function of the parameter v, as described
above.

If we find a fixed point v* of (6.14), the first two lines in (6.2) will be simultaneously solved by A(v*) and
v* respectively, and the solution will have the desired smallness properties for A;, and vy,.

First note that, if |A| is sufficiently small, then T leaves 9y invariant: in fact, as a consequence of parity
cancellations, the v—component of the Beta function satisfies:

B Ans s -3 A1) = Bl (s -5 M) + Y vk (A s -3 A, ) (6.15)
P

where, if ¢q, co are suitable constants

1811 < et A 1B0F] < el Ay (6.16)
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by using (6.15) and choosing ¢ = 2¢; we obtain

[(Tw)n] < 2en| Ay W/ 2RyR=h < e Ay /20 (6.17)
k<h

Furthermore, using (6.15) and (6.8), we find that T is a contraction on IM:

(T)n = (T)nl <Y A HBE k@), vks -3 A1) = BEOR), vk -5 A0, )| <
k<h

1 1
<ey At lvﬂk D@ = e @)+ > AN — | <
k<h K=k k' =k (6.18)

1
< S Ik A = o + D0 AP EFI ARl — )y <
k<h k'=k

<INy =V ]y

hence ||(Tv) — (TV)||ls < ’|A|||lv — ¥/|]9. Then, a unique fixed point v* for T exists on My. Proof of
Theorem 6.1 is concluded by noticing that T is analytic (in fact 3" and ) are analytic in v in the domain

Niy).m

6.3.The flow of the renormalization constants.
Once that 17 is conveniently chosen as in Theorem 6.1, one can study in more detail the flows of the renor-
malization constants. We will now prove the following.

LEMMA 6.1. If X\ is small enough and v1 is chosen as in Theorem 6.1, the solution of (6.1) can be written
as:
Z), = an(hfl)Jch’" (h=1)+F)

_ h
. fn = ™ oy, = gyt U (6.19)

where 0., N, 1. and FCh, FZ}, F" are O()\) functions, independent of o1, ji1.
Moreover ny —n, = —bA + O(|A]?), b > 0.

PROOF OF LEMMA 6.1 From now on we shall think \; and v, fixed, with 11 conveniently chosen as above
(v1 = v§(N\)). Then we have [\n| < c|A| and |vp| < AP/ for some ¢,9 > 0. Having fixed vy as a
convenient function of A, we can also think A\, and v, as functions of A.

The flow of Z;,. The flow of Zj, is given by the first of (6.1) with z;, independent of oy, ux, kK > h. By
Theorem 3.1 we have that |z| < ¢|\|?, uniformly in h. Again, as for A\, and v, we can formally study this

equation up to h = —oo. We define "= def limp—— oo 1 + 2, so that
- - k kdef 2k — Z—o00
log., Zp, = Z log, (14 zx) =n.(h — 1)+ Z g, re=log, (1+ m) . (6.20)
k>h+1 k>h+1

Using the fact that zx_1 — 2z is necessarily proportional to Ap_1 — Ag or to vx_1 — Vg and that Ag_1 — Ay is
. . . d
bounded as in (6.3), we easily find: |r’g| <edpaplo—1 —2w| < N2y 07Dk S, if th lef S i r’g and

F<1 = 0, then Fch =O0(A) and Z;, = *y”z(hfl)JrFCh'. Clearly, by definition, n, and Fch only depend on Ag, vy,
k <1, so they are independent of ¢ and u.

The flow of pp. The flow of py, is given by the last of (6.1). One can easily show inductively that pg(k)/wn,
k > h, is independent of x1, so that one can think that pp_1/pn is just a function of Ay, vp,. Then, again we
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can study the flow equation for pj up to h — —oo. We define ’y*”“déf limp, oo 1+ (mp/pn — 21) /(1 + 21),
so that, proceeding as for Zj, we see that

pn = py e DR (6.21)
for a suitable F[Z = O(\). Of course 17,, and F[j are independent of ¢ and wu.

The flow of op,. The flow of o, can be studied as the one of up. If we define v~ def limp oo 1+ (8p/0n —
zp)/ (1 + zp), we find that
o = ana(hfl)JrF:’ (6.22)

)

for a suitable F? = O()\). Again, 1, and F! are independent of ¢, u.

We are left with proving that n, — 1, # 0. It is sufficient to note that, by direct computation of the lowest
order terms, for some ¥ > 0, (6.1) can be written as:

zn = biAn + O(APY"") + O(AP)  b1>0
sn/on = —badn + O(INY"") + O(IN?) , ba >0 (6.23)
mp/pn = badn + O(AY"") + O(IA?) , b2 >0,

where by, by are constants independent of A and h. Using (6.23) and the definitions of 1, and 7, we find:
Mo — N = (2b2/log V)X + O(X*) =

6.4.The scale hj
The integration described in Chapter 5 is iterated until a scale k] defined in the following way:

. 1 : 1 1
prdef ) min {1, [log, 01|77 |} if |01 |77 > 2|pa |70, (6.24)
! min {1, [log, |ul 15%]} if |o1| i < 2|,u1|1*1m . .
From (6.24) it follows that
Con™ < ong | + g | < Ciy™ (6.25)

with C1,Cy independent of A, y1,071.

This is obvious in the case hf = 1. If h] < 1 and |01|ﬁ > 2|,u1|ﬁ, then yM1—1 = cg|al|ﬁ, with
1 < ¢, < 7, so that, using the third of (6.19), we see that Cyy1 < lon: | < Cig"t, for some C,Cy = O(1).
Furthermore, using also the second of (6.19), we find

|/Lh;|

1— h* h*
o] = e |y ||y | T e T < (6.26)
O'h;

and (6.25) follows.
1 . 1
If h¥ <1 and |oq] i < 2|p1| T, then vM1 1 = ¢, |u| T, with 1 < ¢, < 7, so that, using the second of
(6.19) and |p1| = O(Jul), we see that Coy/i < lpnr| < C!~4"1. Furthermore, using the third (6.19), we find

*

* — h¥ h
|on; | _ szm|gl||u|—if—1ﬂ,yFalfFul <cy, (6.27)

|1t |

for some C{ = O(1), and (6.25) again follows.

Remark. The specific value of hj is not crucial: if we change h} in hj +n, n € Z, the constants Cy,Cs
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in (6.25) are replaced by different O(1) constants and the estimates below are not qualitatively modified.
Of course, the specific values of C1,Cy (then, the specific value of hf) can affect the convergence radius of
the pertubative series in A\. The optimal value of h} should be chosen by maximizing the corresponding
convergence radius. Since here we are not interested in optimal estimates, we find the choice in (6.24)
convenient.

Note also that h} is a non analytic function of (), ¢,u) (in particular for small u we have v ~ |u|'+OM),
As a consequence, the asymptotic expression for the specific heat near the critical points (that we shall
obtain in next section) will contain non analytic functions of u (in fact it will contain terms depending
on hj). However, as remarked after the Main Theorem in Chapter 1, this does not imply that C, is non
analytic: it is clear that in this case the non analyticity is introduced “by hands” by our specific choice of hj.

From the results of Theorem 6.1 and Lemma 6.1, together with (6.24) and (6.25), it follows that the
assumptions of Theorem 5.1 are satisfied for any h > hj. The integration of the scales < hj must be
performed in a different way, as will be discussed in next Chapter.
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7. Renormalization Group for light fermions. The non anomalous regime.

In the preceding Chapters, we have explained how to integrate the ¢ fields up to the scale h}, defined
in the last section of previous Chapter. We managed to prove that, up to that scale, the running coupling
constants can be bounded as in (5.22), (5.23) and (5.29), so that the iterative construction is inductively
well defined, and the kernels of the effective potentials can be bounded, step by step, as stated by Theorem
5.1. Once we reach the scale h, the bound (5.23) stops to be true and the bounds leading to Theorem 5.1
fail. In particular the crucial bound (5.54) stops to be true. As a consequence, from this scale on, we have
to proceed via a different iterative procedure. The idea is to use conditions (5.29), which hold with an equal
sign on scale h = hj, to prove that the (=M1 field can be written, by a rotation which is essentially the
inverse of (2.13), as a sum of two fields ¢ (1<) )(2:=h1) " one of whom is massive on scale h} (i.e. with
mass O(y"1)). Tt is then easy to show that one can integrate in one step (i.e. without any further multiscale
integration) the massive field, so that one is left with an effective theory involving only the (nearly) massless
field.

The two fields correspond to the variables associated to the two original Ising layers. We can then say that
on scale hi the theory is effectively described by a theory of two interacting Ising layers, with (anomalously)
renormalized parameters. On scale h} one of the two layers (the one corresponding to the massive field) is
well far from criticality and the corresponding variables can be easily integrated out; we are left with the
theory of a single perturbed Ising model with renormalized parameters. The multiscale integration for the
latter will be much easier than that described above, and in particular it will not involve any anomalous flow
of the effective renormalization constants.

In the present Chapter we will first describe the integration of the massive field and the iterative integra-
tion of left over massless field. A corollary of the construction will be the analyticity of the free energy for
temperatures different from the critical ones. Finally we will derive and solve the equation for the critical
temperatures, leading to (1.7).

7.1.Integration of the (1) fields
If hY is fixed as in §6.4, we can use Theorem 5.1 up to the scale h = h + 1.

Once that all the scales > h] are integrated out, it is more convenient to describe the system in terms of
the fields 1/)5,1), 0(12), w = +1, defined through the following change of variables:

<hr 1 ~a,<nr 2,<h? o —ikx
l/fw(k B = E(U’fu,_aﬁ) 1/{(0 ok ))7 (J) MQZ K 1/1(J) . (7.1)

(4

G where, if we define
Zyx mi?) O x
ny My Cny

. . 2
If we perform this change of variables, we find Pz, . o, . u,,Cpv = Hj:1
1 1 1 1

j,<hy),Tdef (j,<h] Sh
\Ijl((] 1) s’ (1/) J) ), 1/) (J ))

pv dop G- <hi)ydes
Zh* ,mh* 7Ch ( ¢ )
def 1 g,<h) Zpy )T (hD) G<h®)
o Lk o - 2 Onu =Tl agulE (7.2)
hi lew kED):
AP g (misink —sinko) + o, () —i(mi (k) + ¢} (k)
e (mgg,) (k) + cﬁfg (k)) (—isink + sin ko) + ahi(j) (k)
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and ahgj) méﬂ) cglj;) are given by (A4.2) with h = h* + 1.

The propagators gfffﬁﬁ” associated with the fermionic integration (7.2) are given by (A4.1) with h = hi+1.

Note that, by (6.25), max{|m(1)| |m(2)|} = |ops| + |pnr| = O(y") (see (A4 2) for the definition of m( ),
mgf*)) From now on, for definiteness we shall suppose that max{\m } =|m (1)| Then, it is easy to
realize that the propagator gfuhw;{) is bounded as follows.
(14m)h7
anoanl 5}1 f)h 1) <C n v . = 7.3
|;E0 z Jwi,w2 ( )|— N, 1—|—(’yh1|d(x)|)N , N no +ni, ( )

namely gﬁ,;gf’f) satisfies the same bound as the single scale propagator on scale h = hj. This suggests to

integrate out ¢("="1) without any other scale decomposition. We find the following result.

LEMMA 7.1 If [N < ey, |o1l, 1] < e1 (c1,e1 being the same as in Theorem 4.1) and vy is fized as in
Theorem 6.1, we can rewrite the partition function as

e
Zir = [P g (@) T (7.4

Zny mh* O

< ¢A; [En: — En:

where: fﬁ%)(k) = mﬁ?(k) ’yhfwh*c,:;(k), with 7 a free parameter, s.t. |mps

Ay ; and

NE

(hi‘)(d}(z)) _ ,yhfﬂh;F§21ShT)(w(2§hf)) _

2n mn
Z H¢$)k Wén U)J(klv e 7k2n71)6(z k;) =
& i=1

=1

n=1

amw 7 (h1)

ji Twi,X; 2n,g,2,g(x17 v 7X2n) 5

I
M8
::1‘5’

n=1

Il
1

Il
s

Jw i

with FéQ’S ) given by the first of (5.10) with 1/) (2. <h)1/)£2 f replacing 1/)+(<h)1/) <h) and Wén (), g satisfying

the same bound (5.30) as wim with h = h}.

2naj,aw

In order to prove the Lemma it is sufficient to consider (5.2) with A = hj and rewrite Pz, o« upe,Cpe @8
1 1 1 1

the product H ) @ Cnt’ Then the integration over the ¢(1="1) field is done as the integration of

the x’s in Chapter 4, recalhng the bound (7 3).
Finally we rewrite mg{) (k) as m(z) (k) +~M Th: Che (k)7 where 7p,+ is a parameter to be suitably fixed below

as a function of A\, o1, 1.

7.2.The localization operator
The integration of the r.h.s. of (7.4) is done in an iterative way similar to the one described in Chapter 5.
If h = hy,hi —1,..., we shall write:

— v (2.<h)y_ as2
:AT:/Péi),a;2>,ch(dw(2’§h))e VIV (V2@ =) M B (7.6)

where V(h) is given by an expansion similar to (5.39), with h replacing hi and Z},, ﬁzf) are defined recursively
in the following way. We first introduce a localization operator L. As in §5.2, we define £ as a combination
of four operators £; and P;, j = 0,1. L; are defined as in (5.6) and (5.7), while Py and P;, in analogy
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with (5.8), are defined as the operators extracting from a functional of ﬁzf)(k), h < h¥, the contributions

independent and linear in rAnEf)(k). Note that inductively the kernels W;Z)ﬂ can be thought as functionals of

mi(k), h <k < hi. Given L;,P;, j = 0,1 as above, we define the action of £ on the kernels Wé’,?g as follows.

1) If n =1, then

EWQh) def { Eo(_fo_-i-(fl)wgz if wi + w2 =0,
£1730W21g if wy +ws #0.
2) If n > 2, then EWan =
It is easy to prove the analogue of Lemma 5.1:
o™ = (sn +7"pn) F2<M + ZhFéz’Sh) ; (7.7)

where sy, pr and zp are real constants and: sp is linear in m( )(k) h <k < h}; pn and zj, are independent

of M )(k) Furthermore F\><" and F(2’—h) are given by the first and the last of (5.10) with 1/) (2, <h)¢£2 fﬁ)

replacing 1/1 <h)¢w/ Eh).

Remark. Note that the action of £ on the quartic terms is trivial. The reason of such a choice is that
in the present case no quartic local term can appear, because of Pauli principle: ¢(2 h)1/)12 h)zb(? h)w (2 h)
so that £0W4)£ =0.

Using the symmetry properties exposed in §4.3, we can prove the analogue of Lemma 5.2: if n = 1, then

= [S2 4+ R2(Po + P1)[Wa ifwi +ws =0,
RWsa = = = = = 7.8
2w { [R181 + RQPQ]Wl%g if wy + we # 0, ( )
where S1 =1 —Py and Sy =1 — Py — Py; if n = 2, then W4)£ = R1W47£.
7.3.Renormalization for h < A}
If £ and R =1 — L are defined as in previous subsection, we can rewrite (7.6) as
PO (@@=~ VY VBRI (V2 =) MR, (7.9)
Zy m( ) ,Ch
Furthermore, using (7.7) and defining:
> de _ ~ de Z ~ _
Zna Y 2,0+ 07 W)z, w0 L (mf)(k) +C; 1(k)sh) , (7.10)
Zp—1(k)
we see that (7.9) is equal to
/ P (dep B =M )e =" P S (V2 S RV (V230 B S = M2 (B tt) (7.11)
_1.m? . '

Again, we rescale the potential:

VO (/Zp 1 SN o, RS0 (7T @S0 L RV (/2SR (7.12)
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where Zj,_1 = Zh_l(O) and m, = (Zn/Znh-1)pn; we define f;l as in (5.18), we perform the single scale
integration and we define the new effective potential as

eﬁ”"”(\/Zh,flw“é”*”>7M2Eh,d;f/P(z) (dep M)~V VT =) (7.13)

~@2) -
Zh,flvmglllvjh !

Finally we pose Ej,_1 = Ep +tp + Eh. Note that the above procedure allow us to write the 7 in terms of
7k, h < k < h¥, namely 7,1 = ym, + B (T, . . . , Thy ), Where Bl is the Beta function.

Proceeding as in §4 we can inductively show that V(h) has the structure of (7.5), with h replacing h} and
that the kernels of V(h) are bounded as follows.

LEMMA 7.2. Let the hypothesis of Lemma 5.1 be satisfied and suppose that, for h < h < h% and some
constants ¢, > 0

~(2) 7 _
e < The <ol e < ZR <l <o), Y <" (7.14)
my,_q Zn—1

Then the partition function can be rewritten as in (7.6) and there exists C > 0 s.t. the kernels of V(h) satisfy:
/ dx -+ dXon W 5 5 o (K15 Xan)| < M2y FPH) (@ [y [ymaz(tn=1) (7.15)

where Di(n) = =2+ n+k and k = 22"1 oi. Finally |Ef 1| + [thiq] < c|A]y2h.

The proof of Lemma 7.2 is essentially identical to the proof of Theorem 5.1 and we do not repeat it here.

It is possible to fix 7p,» so that the first three assumptions in (7.14) are valid for any h < h}. More precisely,
the following result holds, see Appendix A8 for the proof.

LEMMA 7.3. If |A < e1, |o1l, || < ¢1 and v1 is fized as in Theorem 4.1, there exists 7'(';»{(/\70'1,#1)

such that, if we fix Tpr = W;; (A, 01, 11), for h < hi we have:
. —h
[mal < A OROTRD D = gy 2 = Zugy e (7.16)
where F' and F? are O(X). Moreover:

T (A on ) = mis ol )| < e (107 DM oy = ol [ 49 DM g — i) . (707)

7.4.The integration of the scales < hj
In order to insure that the last assumption in (7.14) holds, we iterate the preceding construction up to the
scale h} defined as the scale s.t. ‘m§€2)| < 4F~1 for any hi < k < h} and |ﬁ1§12;)71| > yha—2,

Once we have integrated all the fields ¢¥(>"2) we can integrate (><"2) without any further multiscale

decomposition. Note in fact that by definition the propagator satisfies the same bound (7.3) with h} replacing
hi. Then, if we define

_M2E «def 79(’1;)( 7 - ¢(2’Sh;))
e Shy'= PZ ~(2) e V St (7.18)
h;717m »Ch;

)
hE—1
2
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we find that |E~’§h;| < ¢|A|y?"2 (the proof is a repetition of the estimates on the single scale integration).

Combining this bound with the results of Theorem 5.1, Lemma 7.1, Lemma 7.2 and Lemma 7.3, together
with the results of Chapter 5, we finally find that the free energy associated to 27, is given by the following
finite sum, uniformly convergent with the size of Aps:

1

. 1 —_ —= =
Jim o log =y = Bang + (Bny — ) + > (Bun+tn), (7.19)
h=h3+1

where E<p: = limpy—oo Egh; and it is easy to see that F<ps, for any finite h3, exists and satisfies the same
bound of E’h;.

7.5.Keeping hj} finite.

From the discussion of previous subsection, it follows that, for any finite h%, (7.19) is an analytic function
of \,t,u, for || sufficiently small, uniformly in A3 (this is an elementary consequence of Vitali’s conver-
gence theorem). Moreover, in Appendix A9 it is proved that, for any "2 > 0, the limit (7.19) coincides
with limps—ao 1/M?log 2777 for any choice 1,72 of boundary conditions; hence this limit coincides with
—21log(2 cosh ) plus the free energy in (1.3). We can state the result as follows.

LEMMA 7.4. There exists €1 > 0 such that, if |\| < €1 and t £ u € D (the same as in the Main Theo-
rem in Chapter 1), the free energy f defined in (1.8) is real analytic in A\, t,u, except possibly for the choices
of \,t,u such that ¥"* = 0.

We shall see in next Chapter that the specific heat is logarithmically divergent as v"2 — 0. So the critical
point is really given by the condition 4”2 = 0. We shall explicitely solve the equation for the critical point
in next subsection.

7.6.The critical points.

In the present subsection we check that, if t =4 € D, D being a suitable interval centered around /2 — 1, see
Main Theorem in Chapter 1, there are precisely two critical points, of the form (1.7). More precisely, keeping
in mind that the equation for the critical point is simply 72 = 0 (see the end of previous subsection), we
prove the following.

LEMMA 7.5. Let |A] < e, t+u € D and mpr be fived as in Lemma 7.5. Then v = 0 only if
(A tu) = (N t5 (N, u),u), where tF (X, u) is given by (1.7).

PRrROOF - From the definition of h3 given above, see §7.4, it follows that h3 satisfies the following equation:

*

hy—1 _ cvamz |Uh;‘| _ |Mh;

. — ey | (7.20)

for some 1 < ¢, < v and «, = signo;. Then, the equation ’yhs = 0 can be rewritten as:

lons| — |pns | = ozg’yhiﬂ'h; =0. (7.21)

First note that the result of Lemma 7.5 is trivial when A} = 1. If b} < 1, (7.21) cannot be solved when
1
|01|1*1mr > 2|pg| ™. In fact,

h¥* ¥
¥ —1)4+F. 1 h*—1)+F, 1 R* _
|0-1|,yn0( 1 )+ — |M1|z7nﬂ( 1 )+ H — ao_/y l/n-hI f—

hi—1 (7.22)

)

fed 1- 1- *
= oy [T ey — (|M1||U1|71*25)|01|1*25 T — ey > 3
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-1

where ¢;, ¢} are constants = 1 + O()), mp: = O(A) and 4"~ = cU|01|1*1%, with 1 < ¢, < 7. Now, if

|p1] > 0, the r.h.s. of (7.22) equation is strictly positive.

So, let us consider the case hj < 1 and |01|171mr < 2|u1|1*1”u (s.t. Y"1 = ¢, log,, |ul = , with 1 < ¢, < ).
In this case (7.21) can be easily solved to find:

np—no hY hY 1-1o hy
o] = il T e ey T T T gt (7.23)
hY hy
Note that cp "7 Fu' ~Fo' = 1 4+ O(\) is just a function of u, (it does not depend on t), because of our

definition of hj. Moreover 7+ is a smooth function of ¢: if we call 7, (t,u) resp. mu:(t',u) the correction
corresponding to the initial data oy (¢, w), u1(t, u) resp. o1(t',uw), u1(t', u), we have

ng =1
s (8, w) = 7 (), w)| < e MJul P [t = 1] (7.24)
where we used (7.17) and the bounds |0y — of| < ¢|t — /| and |u1 — p)| < cJul|t — t'], following from the

definitions of (o1, 1) in terms of (o, 1) and of (¢,u), see Chapter 4.
Using the same definitions we also realize that (7.23) can be rewritten as

B v()) . 1+ A2 —u?)
where sl
1+ n = m 5 (726)
"

and the crucial property is that n = —bA + O(A?), b > 0, see Lemma 6.1 and (6.23). We also recall that
both 1 and v are functions of A and are independent of ¢, u. Moreover f(¢,u) is a suitable bounded function
st |f(t,u) — f(t',u)] < clu|~(FM|t —#'|, as it follows from the Lipshitz property of mpr (7.24). The r.hes.
of (7.25) is Lipshitz in ¢ with constant O(X), so that (7.25) can be inverted w.r.t. ¢ by contractions and, for
both choices of the sign, we find a unique solution

t=tE\u) = V2 —1+v"(\) £ [u"T"(1 + FE(\ ) , (7.27)
with |[F£(X,u)| < ||, for some c.m

7.7.Computation of hj.

* e * * k3
Let us now solve (7.20) in the general case of v"2 > 0. Calling 5d:f*yh2*h1*Fm2 /Cm, we find:

¥ h*
N —1)(hI—1)+F,* (Mu—=1)(hi—1)+F,*

e = ||o1]y" = |mly — Qg YThy | =

. (7.28)
hl

h* h* h*
o—1)(hi—=1)+F,* —no)(hi—=1)+F, 1 —F,*' 1+(1—n,)(h}—1)—F,
L el | P LN 2L B R L

If oy |V O=9) < 21y |V O =m0) | we use A" = ¢, Jul/(17) and, from the second row of (7.27), we find:
€= C”|01| — |af‘)j’:|’ |u| =) where afc = o01(\,tF,u) and C = C(\, t,u) is bounded above and below by

s Ve

O(1) constants; defining A as in (1.10), we can rewrite:

“01|_|U?§:” _ /’0%_(0?‘;)2’ :Cult_tjl'ﬁ_t(ﬂ

e=0C |u|1+77 = A|u|1+’7 AQ )

(7.29)
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where C' = C'(\ t,u) and C"" = C”(\, t,u) are bounded above and below by O(1) constants.

In the opposite case (|oy|*/1=7) > 2| |V O=1)) | we use ¥"171 = ¢, |01 |/ (1779) and, from the first row
of (7.27), we find € = C(1 — |p||o1| 7Y+ — apymyy) = C, where C and C' are bounded above and below
by O(1) constants. Since in this region of parameters |t —t=|A~! is also bounded above and below by O(1)
constants, we can in both cases write

|t —tf]- [t =t

e=Ce(\tu) A2 ,

CLE S Ca()\7t7 ’LL) S CQ,E (730)

and Cj ., j = 1,2, are suitable positive O(1) constants.
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8. The specific heat.

In this Chapter we describe the expansion for the energy—energy correlation functions, from which we can
derive a convergent expansion for the specific heat of the Ashkin—Teller model. We then compute the leading
order contributing to the specific heat, we derive the expression (1.8), so concluding the proof of the Main
Theorem in the Introduction.

Consider the specific heat defined in (1.3). The correlation function < HfTH)‘,“T >, T can be conve-
niently written as

82

_ _ def _ OHAT
log:AT(¢) , :AT(¢) :j Z e erA(l+¢ VH (8.1)

< HfTHAT >AT= F 7 a2
y > _
8¢xa¢y ¢=0 o) 0@

where ¢x is a real commuting auxiliary field (with periodic boundary conditions).

Repeating the construction of Chapter 3, we see that Z47(¢) admit a Grassmanian representation simi-
lar to the one of Z 47, and in particular, if x # y:

0? 0? =~
———log= ’ lo 1)0mTove E 02
06200y gZar(e) om0 D6x0%y g%z;z At () oo
j=1,2 _ _ (8.2)
20020) = [ ] dHYdBY av9 dvy) S ST v E®)
xEAN

where ¢, SU) (1)) and V where defined in Chapter 3, the apex 1,72 attached to Ear refers to the
boundary conditions assigned to the Grassmanian fields and finally B(¢) is defined as:

1) 7V (1) (1) (1) 2) (77(2) 17(2) —F(2)1,(2)
Zd) { ( H Hx+e + V Vx+e ) ( )(Hx Hx+e + V Vx+é0)+
xEA

1) 7@ (2 def
VereoV Vx+eo } Z (bx X
xEA

@), aPa®, + vV 53

X+é1 x+81

where a("), a(?) and @ are O(1) constants, with a(*) —a(® = O(u). Using (8.2) and (8.3) we can rewrite:

=Y1,72

(cosh J)2M5 37 (—1)Pmthe ZAT < A Ay ST (8.4)

< HITHIM > 5 1=
—AT

A>I>—‘

V1,72

where < - >177. is the average w.r.t. the boundary conditions 7;,7v2. Proceeding as in Appendix

A9 one can show that, if v"2 > 0, < Ay Ay >71’V2 is exponentially insensitive to boundary conditions

and > (- 1)onH9 =002 /= 41 is an O(1) constant. Then from now on we will study only HAT(¢)dej

CEGT T (g) and < A4y S0,
Proceeding as in Chapter 4 we integrate out the x fields and we find:

—_ (1) (1)
:AT(¢) = /PZ1,0'1,H1701 (CWJ)@V D+8¢ ) (85)
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where

BY (y, ¢) = Z Za Bri?%;g’lygﬂ(xl,...,xm;yl,...,ygn [H@q] [HB‘“ y“wl} . (8.6)

m,n=1 *1"Xm
Y1 ¥2n
We proceed as for the partition function, namely as described in Chapter 5 above. We introduce the scale
decomposition described in Chapter 5 and we perform iteratively the integration of the single scale fields,
starting from the field of scale 1. After the integration of the fields (), ... ™"+ D h* < h <0, we are left
with
— _M2 (h+1) _pm (ML M (<
Zar(6) = IO [ by (@S VIV s

where Pz, o, jnmn.Cp (d0SM) and V) are the same as in Chapter 5, S+ (¢) denotes the sum of the
contributions dependent on ¢ but independent of 1, and finally B") (w(gh), ¢) denotes the sum over all terms
containing at least one ¢ field and two 1 fields. S+t1) and B™ can be represented as

h+1) Z Z S (h+1) Xl,..-,xm)ﬁ¢xi
m=1X1"Xm i=1
£ o (8.8)

TS S S ST} 08 Lt

m,n=1 *1""Xm

Y1 ¥Y2n
Since the field ¢ is equivalent, as regarding dimensional bounds, to two v fields (see Theorem 8.1 below for
a more precise statement), the only terms in the expansion for B (") which are not irrelevant are those with
m=n=1,01; = 0y = 0 and they are marginal. Hence we extend the definition of the localization operator L,
so that its action on B (¢)(SP) ) is defined by its action on the kernels B,(,}Z)% o w(ql, oo dmi ke, o ko)

Difm=n=1and a1 + as = w1 +wy = 0, then EBl i aw(ql;kl,kg)defpo B aw(k+;k+,k+), where Py
is defined as in (5.8);
2) in all other cases EBm )2n aw =0

Using the symmetry considerations of 84.3 together with the remark that ¢ is invariant under Complex
conjugation, Hole-particle and (1)« (2), while under Parity ¢x — ¢_x and under Rotation ¢y z,) —

O(—,—z), We easily realize that LB has necessarily the following form:

BM (p(=h) ¢) = Z—: > (= )¢xw(<")+w =n (8.9)

X,w

where Z, is real and Z; = a(V|,— =0 = = ql )|g:#:0.
Note that a (Shyecyy,(Sh)e
priori a term > ¢xtux’ Yk

one sees that its kernel is proportional to ug, & > h. So, with our definition of localization, such term

contributes to RBM.

is allowed by symmetry but, using (1)«— (2) symmetry,

Now that the action of £ on B is defined, we can describe the single scale integration, for ~ > hj. The
integral in the r.h.s. of (8.7) can be rewritten as:

—M?3t <h-1
€ h/PZh—hUhflth—hch—l(dw_ )

~ (8.10)
./pZ (@) P VT B (B 6
h—1,0h—1:Hh—1,]},
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where V(") was defined in (5.15) and

B /—Zhill/}(ﬁh)’(b)défg(h)(\/z—hd,(ﬁh),¢) _ (8.11)

Finally we define

o~ EnM2+50) (¢) =V (D (/7 T g S04 B (7, g Sh D gy def

“lp duyy® VM (\/Zn 1 EMNHBM () Zn () ) (8.12)
o Zh—1,0h—1,Mh—1 - ( G ) ,
’ ’ " h
and s B B i
Epn 1= Enttn+ By, SW(0)= 50 (g) +5M(9) . (8.13)

With the definitions above, it is easy to verify that Z;_; satisfies the equation Z;_1 = Zj(1 + Z1,), where
Zn = b\, + O(A\?), for some b # 0. Then, for some ¢ > 0, Zie~ M < 7 < Z1eMh . The analogous of
Theorem 5.1 for the kernels of B™) holds:

THEOREM 8.1. Suppose that the hypothesis of Lemma 7.1 are satisfied. Then, for hi < h < 1 and a
suitable constant C, the kernels of B satisfy

/dx1 dX2n|an i WXl Xmi Y1, Y2n)] S M2y~ (Dr(n)+m) (C|A)maztn=1) (8.14)

where Di(n) = =2+ n+k and k = El 1 O

Note that, consistently with our definition of localization, the dimension of B;hl)i (0,0) is Do(1)+
1=0.

Again, proceeding as in Chapter 6, we can study the flow of Z) up to h = —oo and prove that Z), =
Z 1y 1=+ E * where 7 is a non trivial analytic function of A (its linear part is non vanishing) and F! is a
suitable O()) function (independent of o1, j11). We recall that Z; = O(1).

We proceed as above up to the scale hj. Once that the scale h] is reached we pass to the P 2
variables, we integrate out (say) the (! fields and we get

() <h)y L B*D) i ShT
l/}xm o (@@ B S BT (2 =) (8.15)

3

7(+a_)a(w’_w)

with £B" (\/Zrrp@<hi) = Zye T, iy =Dy B M)

The scales h5 < h < h} are integrated as in Chapter 7 and one finds that the flow of Z}, in this regime is
trivial, i.e. if hy < h < h, Zp = Zpsy"™, with F' = O(\).

The result is that the correlation function < H;?TH)‘?T >, T 1S given by a convergent power series in A,
uniformly in Ap;. Then, the leading behaviour of the specific heat is given by the sum over x and y of the
lowest order contributions to < H;:‘TH;,“T > A7, Damely by the diagrams in Fig.6. Absolute convergence
of the power series of < HfTH;lT > a7 implies that the rest is a small correction.

The conclusion is that C,, for A small and |t — v/2 + 1|, |u| < (v/2 — 1)/4, is given by:

C |A| ISEDD Z zhﬁ?;/l

X, YyEA N wi,wa==F1h,h/=

) )
G Y o) (hwom) X YIGC ) (oY = %)+

(8.16)

(x —y)a"

(n)
+G (— 1), (hw2)

(Fr1). (=1 —2) (x—

X:XX )QR -y),

x,yEAM h}
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h h
: 1
Zh:h; MN)QW + Eh:h; M\A/vaw

Ficg. 6. The lowest order diagrams contributing to <H;‘TH;,‘T>AM,T. The wavy lines ending in the points
labeled x and y represent the fields ¢« and ¢y respectively. The solid lines labeled by h and going from x to
y represent the propagators g() (x—y). The sums are over the scale indeces and, even if not explicitly written,

over the indexes a,w (and the propagators depend on these indexes).

h)
ar,wi),(a2,ws2)

where h V b’ = max{h, h'} and GE (x) must be interpreted as

RN CY) if h > h,

1) 1 anaam () = § Tor2a? 00 L5 G0 if h = b,
gg;uigc) %f hi < h < hj,
Gor' w2 (X) if h = h3.

Moreover, if N,ng,n; > 0 and n = ng + ni, |8£“8M§25\h]\2{ (x)] < CN7n|)\|%. Now, calling 7. the

exponent associated to Zj/Zy, from (8.16) we find:

2ne(hy—1)

* * * 1-—
C'u — _0172n6h1 1ngy ,th—hz (1 + ngli‘),hz ()\)) + 0277

T 22 0) (8.17)

where |Q§lly£)ﬁh; N, |Q§i)()\)| < ¢|A|, for some ¢, and Cy, Cy are functions of A, ¢, u, bounded above and below

by O(1) constants. Note that, defining A as in the line following (1.8), y(!=72)"1 A=1 is bounded above and
below by O(1) constants. Then, using (7.30), (1.8) follows.
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9. Conclusions and open problems.

In the previous Chapters we described a constructive approach to the study of the thermodynamic prop-
erties of weakly interacting spin systems in two dimensions, arbitrarely near to the critical temperature(s).

The approach was based on an exact mapping of the interacting spin system into an interacting system
of 1 4+ 1-dim non relativistic fermions. It applies to a wide class of perturbations of Ising, including the
Ashkin—Teller model, the 8 vertex model, the next to nearest neighbor Ising model and linear combinations
of these models.

As an application of the method, we studied the free energy and the specific heat for the anisotropic
Ashkin—Teller model, which is a well-known model of statistical mechanics, widely studied with a number
of different theoretical and empirical techniques. However exact results were lacking since long time: in
the 1970’s Baxter, Kadanoff and others conjectured that (1) anisotropic AT has in general two different
critical temperetures (whose location was unknown) and (2) AT belongs to the same universality class of
Ising except at the isotropic point.

Our calculation of the free energy and of the specific heat allowed to (rigorously) prove for the first time the
two conjectures above in the regime of weak coupling and to derive detailed asymptotic expressions for the
specific heat itself and for the shape of the critical surface (i.e. for the critical temperatures as functions of
the anisotropy parameter and of the coupling). The latter calculation revealed the existence of a previously
unknown critical exponent, describing how the difference of the critical temperatures rescale, when we let
the anisotropy go to 0.

Important open problems are the following.

1) The study of the free energy and of the correlation functions directly at the critical point, where it is
expected that the correlation functions are, in the thermodynamic limit, homogeneous functions of the co-
ordinates and, moreover, conformal invariant. Even for the Ising model this is a widely expected by still
unproved conjecture. Technically we have to face the difficulty of dealing with a linear combination of 16
Grassmann partition functions, differing for the boundary conditions; up to now we are able to control this
combination only outside the critical point (but arbitrarely near to it).

2) The study of more complicated correlation functions, such as the spin—spin correlation functions < ggox >.
These are difficult to study in the Grassmann formulation, because they correspond to the average of an
exponential of a relevant non traslationally invariant operator in the Grassmann fields. Such operator is
concentrated along a path connecting the two points 0, x and, moreover, is weighted by an order 1 constant!
Note that even in the free case (Ising) the calculation of the spin—spin correlation functions is very non trivial
and is based on the analysis of a Toeplitz determinant, in the limit in which the size of the Toeplitz matrix
diverging to infinity, through an application of Szego’s Theorem.

A first step towards the understanding of such objects would be the calculation of averages of exponentials
of simpler relevant non translational invariant operators, such as those appearing in the study of large
deviations for the magnetization or the particle number in a bounded region of 7.
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Appendix Al. Grassmann integration. Truncated expectations.

In the present Appendix we list some more properties of Grassmann integration (the basic ones were
introduced in §2.2). In particular we introduce the definition of truncated expectation, and we describe a
possible graphical interpretation for the truncated expectations, the so—called Feynman diagrams.

A1l.1.Truncated expectations and some more rules.
Pursuing further the analogy with Gaussian integrals stressed in §2.2, we can consider a “measure” (a similar
expression is found replacing g with a matrix, see (A1.17) below)

P(dy) = ] deddey gae™ 2oaea V000 (AL1)
acA
by construction one has
[P =1, [ Pav) vl =dusa. (A12)

In general P(dy) will be called a Gaussian fermionic integration measure (or Grassman integration measure
or, as we shall do in the following, integration tout court) with covariance g: for any analytic function F
defined on the Grassman algebra we can write

[ Pav)Fw) =em). (413)

However note that P(dt) is not at all a real measure, as it does not satisfy the necessary positivity conditions,
so that the terminology is only formal and the use of the symbol £ (which stands for expectation value) is
meant only by analogy.

Given p functions X1, ..., X, defined on the Grassman algebra and p positive integer numbers ny,...,n,,
the truncated expectation is defined as

8n1+»»»+np
ET(X1, ..., Xpina, ..., =— 1 /P dw) eM X1 @)+ AAp X () 7 Al A
o= P ) = G log | Pldv)e . (AL.4)

where A = {A1,..., Ay }. It is easy to check that ET is a linear operation, that is, formally,

n! n n
gT(ClX1+...+Cpo;TL): E ﬁcll...cppé'T(Xl,...,Xp;nl,...,np), (A15)
- 1. Npe
ni+...+np=n

so that the following relations immediately follow:

(1) Gy =EX),
(2)  &£N(X;0)=0, (A1.6)
(3) EV(X, .., Xn1,..oonp) =EX(Xsny + ... 4+ nyp)

Moreover one has

EN(Xyyeo s Xuy ooy Xy, Xps L1 ) = EF (X, Xy, -y p) (A1.7)
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where, for any j = 1,...,p, in the Lh.s. the function X is repeated n; times and 1 is repeated n1 +...+n,
times.
We define also
EN( Xy, X)) =ET(Xny e, X3 1,000, 1) (A1.8)

By (A1.7) we see that all truncated expectations can be expressed in terms of (A1.8); it is easy to see that
(A1.8) is vanishing if X; = 0 for at least one j.

The truncated expectation appears naturally considering the integration of an exponential; in fact as a
particular case of (A1.4) one has

ET(X;n) = ——log / P(dip) ) : (A1.9)
o o
so that
Xw) - N1 9 AX ()
1og/P(dw)e Z;J o 1og;/P(d1/))e
"= "= A=0 (A1.10)

= Z ic‘:T(X;n) .
o n!

The following properties, immediate consequence of (2.6) and very similar to the properties of Gaussian
integrations, follow.

(1) Wick rule. Given two sets of labels {a1,...,an} and {81 ..., On} in A, one has

/P(dw) ol VU = Gpm Z(—l)”” Haaiﬁw)gai , (A1.11)

i=1

where the sum is over all the permutations 7 = {m(1),...,m(n)} of the indices {1,...,n} with parity p,
with respect to the fundamental permutation.

(2) Addition principle. Given two integrations P(di) and P(dvs), with covariance g1 and go respectively,

then, for any function F' which can be written as sum over monomials of Grassman variables, i.e. F = F(1)),
with ¥ = 11 + 19, one has

/ P(diy) / P(diba) F(t1 + tbn) = / P(dy) F(4) (AL.12)

where P(di) has covariance g = g1 + g2. It is sufficient to prove it for F(¢)) = 1~%™, then one uses the
anticommutation rules (2.5). One has

[P [ Pl 7 +07) @5+ o)

(A1.13)

= [Pavyvrvt [ Plavs+ [ Pan) [ Pas) e os =g +e.

where (A1.2) has been used.

(3) Invariance of exponentials. From the definition of truncated expectations, it follows that, if ¢ is an
“external field”, i.e. a not integrated field, then

/P(dw) eX(W+e) — exp [i %ST (X(-+9); n)} =X @) (A1.14)
n=0
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which is a main technical point: (A1l.14) says that integrating an exponential one still gets an exponential,
whose argument is expressed by the sum of truncated expectations.

(4) Change of integration. If Py(dy) denotes the integration with covariance g, then, for any analytic function
F (1), one has

1 - . 3
A—[U/Pg(dw)e‘”w YUF(Y) :/Pg(dz/f) F@), §'=g'+v, (A1.15)
where .
N, = gg# =1l+gv= /Pg(dw)e‘”wwf . (A1.16)

The proof is very easy from the definitions. More generally one has that, if A is a set of labels for the
Grassmann fields, if M is an invertible |A| x |A| matrix and Pys(de)) is given by

Py (dep) = /( H Ay dipy ) det Me Disea VIMGYS ; (A1.17)
acA
then )
- NIy
o [ Pty Zsea T p) = [ pg(an) o) (41.18)
where
MtP=M1t4+N"! (A1.19)
and ) )
det (M~ + N~ _ —1,-
NN — det (]l—i—N_lM) — € (detM—tl ) — /PM(CWJ)Q Zi,jeAw:rNij ¥; . (ALQ())

A1.2.Graphical representation for truncated expectations.

Given a Grassman algebra as in (2.5) and an integration measure like (A1.1) we define the simple expectation
as in (A1.3). Then

go = E(bg U7 ) - (Al.21)
Given a monomial )
XW)=vp =[] ¢ (A1.22)
a€EB

where B is a subset of A and 0, € {+£}, the expectation £ (7,/; p) can be graphically represented in the following
way.

Represent the indices @ € B as points on the plane. With each 1, a € B, we associate a line exiting
from «, while with each ¢, o € B, we associate a line entering .. Let 7 be the set of graphs obtained by
contracting such lines in all possible ways so that only lines with opposite o, are contracted: given «, 8 € B,
denote by (af) the line joining @ and § and by 7 an element of 7, i.e. a graph in 7.

Then we can easily verify that

EW@p) =Y I (1) gabas (A1.23)

T€T (ap)eT

which is the Wick rule stated in §A1.1: here 7, is a sign which depends on the graph 7 (see (A1.11)).
Then define the truncated expecation

Er (1/331,...,1/;Bp;n1,...,np) , (A1.24)
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with B; C A for any j, as in (A1.4).

One easily check that, if X; are analytic functions of the Grassman variables (each depending on an even
number of variables, for simplicity, so that no change of sign intervenes in permuting the order of the X),
then

(1) ET(X1, X)) = E(X1Xo) — E(X1)E(X) = £(X1Xy) — ET(X1)ET (Xy)

(2)  ET(X1, X2, X3) = E(X1X2X3) — E(X1X2)E(X3) — E(X1X3)E(X2)
— E(X2X3)E(X1) + 2E(X1)E(X2)E(X3) = E(X1X2X3)—
—ET(X1X)ET (X3) — ET (X1 X3)ET (X)) — ET (X2 X3)ET(X,)

(3)  ET(X1, Xo, X3,X4) = E(X1 X2 X3Xy) — E(X1X2X3)E(Xy) — E(X1X2X4)E(X3)
— E(X1X3X,)E(Xs) — E(X2X3X4)E(X1)
— E(X1X2)E(X3Xy) — E(X1X3)E(X2Xy) — E(X1X4)E(X2X3)
+2E(X1 X2)E(X3)E(Xa) + 2E(X1X3)E(X2)E(Xy) + 28(X1X4)E(X2)E(X3)
+28(X2 X3)E(X1)E(X2) + 28( X2 X4)E(X1)E(X3) + 2E(X3X4)E(X1)E(X2)
— 6E(X1)E(X2)E(X3)E(Xy) = E(X1 X2 X3Xy) — ET (X1 X2 X3)ET (Xy)—
—ET(X1 X0 X4)ET (X3) — ET (X1 X3X4)ET (Xy) — ET (X2 X3 X4)ET (X1)—
—ET(X1X0)ET (X3Xy) — ET (X1 X3)ET (X2 Xy) — ET (X1 X0)ET (X2 X3) .

(A1.25)

and so on. One can always write the truncated expectations in terms of simple expectations and viceversa:
it is easy to check that in general one has

T
E(X Z > EM Xy Xy (1) - € (X ) -+ X ) (A1.26)
p=1Y1,....,Y,

where:
(1) the sum is over all the possible sets Y;, i = 1,...,p, which are unions of |Y;| sets X;, such that
Ui, X; = U|Y1H- +|YP|Y
(2) {m1(1),. 7T|y1‘(1)77'f'1(2), ooy Ty, (P)} 18 @ permutation of {1,..., s}.
(A1.26) can be verified by induction, see Appendix A4 in [G]. ) )

We can now describe the rules to graphically represent the truncated expectations £7 (vg,,. .. ,¥B,) in

(Al1.24). Draw in the plane p boxes G4i,...,Gp, such that G; contains all points representing the indices
belonging to B;; from each of the points a € G; draw the line corresponding to the field ¥2¢ contained in
the monomial 1/; B,, with the direction consistent with o, (the line enters or exists « depending if o, is — or
+). We call clusters such boxes Then consider all possible graphs 7 obtained by contracting as before all the
lines emerging from the points in such a way that no line is left uncontracted and with the property that if
the clusters were considered as points then 7 would be connected. If we denote the lines as before we have

er (1/331,---,1/33;,;711,-- ) Z H " gaba,p (A1.27)

7€7To (aB)ET

where 7y denotes the set of all graphs obtained following the just given prescription; again 7, is a sign
depending on 7.

The reason why we have to sum only over the connected graphs follows from (A1.26), as it can be easily
verified by induction.
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In this Appendix we prove (4.14).

Given s set of indices Py, ..., P;, consider the quantity E7(4(P1), ..., d(Ps)), with ¢(P;

and ¢ = x, .
Define

a(f) B a(f)
D¢ = HHd‘?5 Doy (0G0 = > 65D L Credath s

i= 1f€PJ

where, if 2n = 37°_, |P;| then G is the 2n x 2n antisymmetric matrix with entries

Then one has

Setting X = {1,...,s} and

we write

so defining the quantity Vj; as

£ f €U Py

lef _ L a(f) a(f)
Grp® <ol ool s > -

:‘Z > U e Crr e s -

fEPJ f’EP ’

Z Vi = Z Vi s

73,7’ €X J<j’
Vi = ij ) ifj=7",
77 Vi + Vi, ifj<j.

Then (A2.3) can be written, by the definition of Grassman variables, as

We now want to express the last expression in terms of the functions W, defined as follows:

where:

[[67) ] = [Doev).
j=1

Wx (X1, Xpstr, oo t) =Y [[ (O V2,

(1) X are subsets of X with | Xj| = k, inductively defined as:

Xy ={1},
X1 D Xg

The Pfaffian expansion.

f[gz?(Pj) :PfG:/D¢ exp [-%@,Gqs)} :

HfEP ¢x(j

(A2.1)

(A2.2)

(42.3)

(A2.4)

(42.5)

(42.6)

(A2.7)

(42.8)

(42.9)
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NGl

X1

X3

X3
Fi1c. A2.1. Graphical representation of the sets X, k=1,2,3. In the example X1 ={1}, Xo={1,2} and X3={1,2,3}.
The ¢=(13) intersects the boundaries of X; and of X,.

(2) ¢ = (jj') is a pair of elements j, 7/ € X and the sum in (A2.8) is over all the possible pairs (jj'),
(3) the functions t;(¢) are defined as follows:

(e, if0~0Xy,
be(€) = { 1, otherwise , (42.10)

where ¢ ~ X, means that £ = (jj’) “intersects the boundary” of Xy, i.e. connects a point in P}, j € X, to
a point in Py, j' ¢ Xi. See Fig. A2.1.
From definition (A2.8) it follows:

Wx(X1;t1) = itlvlj + Vi1 + Z Vg = (1—-t) [V(X7)+ V(X \X1)]+t:1V(X) (A2.11)
Jj=2 1<j'<j

so that .
e~ V(X) :/ dt, i e~ Wx(Xiith) | 4 o=Wx(X150)
0 ot1

. (42.12)
_ Z Ve, / dt e~ Wx (Xa3t1) + e~ Wx (X1;0)
01~0X, 0
Again by definition we have:
Wx (X1, Xost1,t2) =
Vii +t1Vig +tits ZVU + Vag + 12 ZV23‘ + Z Vi =
Jj=3 Jj=3 2<j'<y
. (42.13)
= t1to ZVU + Vi1 + L2 Z Virg + (1 —t2) | Vir +t1Vig + Voo + Z Vi | =
Jj=2 1<’ <j 2<y'<j
=toWx (Xi3t1) + (1 —t2) [Wx, (X13t1) + V(X \ X2)]
If we define Xo = X3 U4y, i.e. Xo = {1, point connected by ¢; with 1}, then:
! d
67WX(X1;t1) — / dts [E SWX(X11X2§t17t2):| 4 e*WX(XLXz;tLO)
2
0 (A2.14)

1
== 2 Vm/ dta ty(fa) e WX (X Xoitite) 4 o= W (X Xaitr 0]
£3~OX 0
2 2
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Substituting (A2.14) in (A2.12) we get:

1 1
V=S > / an / ity (=1)2 Vi, Vi t(€3) = Wx (X0 Xaita )
0 0

l1~OX1 la~DXo

: (A2.15)
+ Z / dt, (_1) Ve, e~ Wx (X1,X2it1,0) + e~ Wx (X1;0)
£1~0X, 70
A relation generalizing (A2.13) holds:
Wx (X1, Xprtit1s e ostpin) =t t Wt (X1s oy Xty ooy t)+
X( 1 p+1, 01 p+1) p+1 X( 1 ps b1 p) (A216)

(1 - tp+1) [WXP+1 (Xl, o Xpitr, . ,tp) + V(X \ Xp+1)]

where p < s. In fact in the sum over ¢ in (A2.8) we can distinguish two cases: either £ ~ X1 or £ % Xp1.
In the former case V; is necessarily multiplied by t,41 and, if £ = (j'j), ;' <p+1, j > p+1; in the latter
case V; is not multiplied by t,4+1 and either j',7 <p+ 1 or j',j > p+ 1. Then, clearly:

Wx(Xl,...,Xp+1;t1,...,tp+1) =
= thrl I:WX(XI;"'7Xp;t17"'7tp) —WXP+1(X1,...,Xp;t1,...,tp) _WX\Xerl(Xl;---yXp;tly---7tp)] +

—l—WXPJrl(Xl,...,Xp;tl,...,tp) +Wx\Xp+1(X1,...,Xp;tl,...,tp)
(A2.17)
that is equivalent to (A2.16). We can iterate the procedure followed to get (A2.12) and (A2.15). In the
general case we find:

s—1
e—v(X):Z Z Z /1dt1.../ldtr(_1)rvel,..Vgr
0 0

r=00,~0X;  £.~0X,

» (A2.18)
(H t1 (1) - - -tk(fkﬂ)) e WX (X Xrgaity, ot 0)
k=1

where the meaningless factors must be replaced by 1. Moreover, from (A2.16) we soon realize that

WX(Xlu'"7Xs;t17"'7ts—170):WX(Xla"'qu—l;tla"'7ts—1)

(A2.19)
Wx(Xl, e ,Xr;tl, e ,trfl,()) = WXT(Xla e ;erl;tly N ,trfl) + V(X \ XT)
The last equation holds for » > 1. If r = 1:
Wx(X1;0)=V(X1)+ V(X \ X1) (A2.20)

Let T be a tree graph connecting X1, ..., X, such that:
(1) for all k =1,...,r, T is “anchored” to some point (4,), i.e. T contains a line incident with (j,¢), where
j€Xpandie{l,... [P},
(2) each line £ € T intersects at least one boundary 0Xy,
(3) the lines ¢1,¢5, ... are ordered in such a way that ¢, ~ 0X1,0y ~ 0Xo,...,
(4) for each ¢ € T there exist two indexes n(¢) and n’(¢) defined as follows:

n(f) = max{k : £ ~ 0X},

. (A2.21)
n'(¢) =min{k : { ~ 0Xy} .

We shall say that T' is an anchored tree.
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Using the definitions above, we can rewrite (A2.18) as

BRI 2 2 uv

r=1X,CX X5..X,_1 TonX, LeT

(A2.22)
/ dty .. / dt,_, (H Hk 1 te(l ) “Wx, (X1, Xro1itn,eteo1) o= VI(X\X,)
0 LeT
where “T" on X,” means that 7' is an anchored tree for the clusters P; with j € X,.
Let us define
K(X) = Z > 1w
X9...Xr_1 Ton X, leT
(A2.23)
/ dtl . / dtr 1 H 1_.[ WXT(XI ..... erlqtl,...,t,,‘,l) ,
0 0 T 12905
so that (A2.22) can be rewritten as
eV = N ()Y K (V) eV (A2.24)
YCX
Y>{1}

and, iterating,

V(X)) Z (—1)XI( ﬁ ) (A2.25)

The sets Q1, ..., Qm in (A2.25) are disjoint subsets of X, such that U, Q; = X
Substituting (A2.25) in (A2.7), we find

£ -/ Do Y (0 IIK@), (42.26)
q=1

where the sum is over the partitions (Q1, ..., Q) of X. It is easy to realize that in the last equation K (Q,)
(already defined in (A2.23)) can be rewritten as

=Y Y v ae [ aa

Ton@Q X2, X1Q|-1 LeT

ed S (A2.27)
. H(tn’(l) Ctay_1)e ZEGQXQ wreytn(e) Ve
LeT
Moreover, we can also rewrite (A2.26) as
[Ie®n ] = > (v (- /DqﬁQq (Q,) , (42.28)
j=1 (Ql ..... Qm)

where Dog, = [1;cq, Ilsep, d¢a(;§ w(f) and (—1)7 is the sign of the permutation leading from the ordering
of the fields in D¢ to the ones in Hq Déq, -
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Let us now consider the well known relation:

Hé(PJ) = Z (_1)05T ((Z;(Pju)w"aq;(Pqul\)) L ET (q;(ijl)7"' é(P]m\Q \)) ’ (A229)
j=1

(Q1,--,Qm)

where the sum is over the partitions of {1,...s}, Qq = {jg1,--.,Jqq,} and (=1)7 is the parity of the
permutation leading to the ordering on the r.h.s. from the one on the Lh.s. (note that o is the same as in
(A2.28)). Comparing (A2.29) with (A2.28) we get:

@R 3P = (-0 Y [Do]] Vi [apre @ (42.30)
TonX LeT

where we defined: )
dPr(t) = > [ (tw - taw-1) [ dt (A2.31)

Xo...Xs_1 LET q=1

fixed T
and
(XXX

If in (A2.30) we integrate the Grassman fields appearing in the product

[Tvi= 11 Vie+Vis), (A2.33)
LeT (33" eT
we obtain
e’ (é(Pl),---,si?(Ps)) =) Y ar [[ G ,2/9 (dg) /dPT() BAE (A2.34)

Ton P LeT

where P = U; P;, the sum ) . p denotes the sum over the graphs whose elements are lines connecting pairs
of distinct points x(f), f € P such that, if we identifie all the points in the clusters P;, j = 1,...,s, then T'
is a tree graph on X; moreover ar is a suitable sign and

Hd¢“<§) o VO =Dty Ve (A2.35)
fepr LgT
Fér
The term
/ D*(dg) / dPp(t)e”V"® (A2.36)

in (A2.34) is the Pfaffian of a suitable matrix G (t), with elements
GT () = tw(o) - taGr.s (A2.37)

where £ = (j(f)j(f')), j(f) € X iss.t. f € Pjy) and Gy y was defined in (A2.2). So (4.14) is proven, with
tig = tw gy - tnGis)-

In order to complete the proof of the claims following (4.14) we must prove that dPr(t) is a normalized,
positive and o—additive measure, so it can be interpreted as a probability measure in t = (¢1,...,ts-1); and
that, moreover, we can find a family of versors u; € R® such that ¢, j = u; - u;.

So, let us conclude this Appendix by proving the following Lemma.
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LEMMA A2.1 dPr(t) is a normalized, positive and o—additive measure on the natural c—algebra of [0,1]°71.
Moreover there exists a set of unit vectors u; € R®, j =1,...,s, such that t; j; = u; - uj.

PROOF - Let us denote by by the number of lines ¢ € T exiting from the points x(j,), j € X, such that
£ ~ Xj. Let us consider the integral

1 1
Z / dtq .. / dts_1 H (tn/(g) e tn(f)fl) =1, (A2.38)
Xo..Xg_1 Y0 0

LeT
T fissato
and note that, by construction, the parameter ¢; inside the integral in the 1.h.s. appears at the power by — 1.
In fact any line intersecting X}, contributes by a factor ¢, except for the line connecting Xj, with the point
in Xp41 \ Xg. See Fig. A2.2.

/®

4y
g e
X, T 6
X9 /
£o X,
e
Xy
X5

X6
Fic. A2.1. The sets X1,...,Xs, the anchored tree T and the lines ¢1,...,45 belonging to T. In the example, the

coefficients b1,...,bs are respectively equal to: 2,1,3,2,1.

Then .
I G- ta—r) =[] 2" (A2.39)
k=1

LeT

and in (A2.38) the s — 1 integrations are independent. It holds:

1 1 s—1 1 s—1
1
/ dtq . / dts_1 H (tn’(l) . --tn(l)fl) = H (/ dty, tzk1> - H = (A2.40)
0 0 k=1 /0 k=1 F

LeT
that is well defined, since by, > 1, k =1,...,m — 2. Moreover we can write:
Y-y X o x (200
Xo. X1 X2 X3 Xs—1

T fixed T,X, fixed T,X7,Xo fixed T, X1, X 4_ o fixed
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where the number of possible choices in summing over X, once that T and the sets X1,..., X;_1 are fixed,
is exactly bg—1. In fact, if from Xy_; there are by_; exiting lines, then X} is obtained by adding to Xj_1
one of the bg_1 points connected to Xj_1 through the tree lines. Then:

> 1=by.. b, (A2.42)

Xo...Xg_1
T fissato

and, recalling that bs_1 =1,

1 1 5—2
b
S [ ane [Catd ]t to) = 1T 1 (42.43)
0 0 k=1 K

X2...Xg_1 LerT
T fissato
yelding to [ dPp(t) = 1. The positivity and o—addivity of dPr(t) is obvious by definition.
We are left with proving that we can find unit vectors u; € R® such that ¢; ;; = u; - uj.
For this aim, let us introduce a family of unit vectors in R® defined as follows:

u; =Vvy,
{Uj :tjfluj‘71 +Vj 1—15?_1 > j :2,...75 s (A244)
where {v;}{_, is an orthonormal basis. Let us rename the sets P;, ¢ =1,...,s in such a way that X; = {1},
Xo2{1,2}, ..., Xs—1 ={1,...,8—1}. Then, for a given line (j5’), we have:
tj o = tn’(jj/) .. 'tn(jj/) =tj...t5_1 (A245)
From (A2.44) it follows
u; -y = tj . -tj’fl (A246)

as wanted.m
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Appendix A3. Gram—-Hadamard inequality.

In this Appendix we prove Gram—Hadamard inequality, that is the bound (4.17).

Let x1,...,X,, be m vectors of a Hilbert space H and let E be their span. We define the Gram determinant
as
(x1,%x1) ... (X1,%Xm)
I(x1,...,Xm) =detT = det , (A3.1)
(Xm,X1) oo (XmyXm)
where (-, ) denotes the inner product in H. The following results hold.
LEMMA A3.1. Given a Hilbert space H and m vectors Xi,...,Xm n H, the Gram determinant (A3.1)
satisfies
I(x1,...,Xm) =0, (A3.2)
if and only if the vectors x1,...,Xy, are linearly independent. If the vectors x1,..., Xy, are linearly indepen-
dent then one has
I(x1,...,%Xm) >0. (A3.3)
PRrROOF - If the vectors x1,...,x,, are linearly dipendent then there exist m coefficients cy, ..., ¢, not all

vanishing such that the vector Z;n:l ¢;X; is vanishing. By considering its inner product with the vectors
X1i,...,Xm, we obtain the system

c1(x1,x1) + ..+ (X1, Xm) 0

(A3.4)
aaXm,x1) + .. + emEmyXm) = 0

which is an homogeneous system admitting a nontrivial solution: therefore the determinant of the matrix of
the coefficients is zero, so implying (A3.2).

Vice versa if (A3.2) holds the system (A3.4) admits a nontrivial solution. If we multiply the m equations
defining the system by ci, ..., ¢y, respectively, then we sum them, we obtain

leix:s + ...+ cmxm] =0, (A3.5)

where ||-|| is the norm induced by the inner product (-, -). Therefore the vector 377" | ¢;x; has to be identically

vanishing: as the coefficients cq, ..., ¢;, are not all vanishing, then the vectors x1, ..., X,, have to be linearly
dependent.
To prove (A3.3) consider a non trivial subset S C E, where E is the span of x1,...,X,,, and set, for any

x € E, x = x5 + xn, where xg € S and xy belonging to the orthogonal complement to S. We can write
XN 88 XN = €1X1 + -+ + ¢pXp, Where p < m and p = n — dim(S) (now we are assuming that the vectors
X1,...,Xn are linearly independent). The vector

(x1,%x1) ... (X1,%p) X3

det (43.6)

(Xp,x1) - (Xp,%p) X
(x,x1) ... (xx,) =xn
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is identically vanishing. In particular it follows that

X1
1 Tr e
= ———det A3.7
XN detT € X, ’ ( )
(x,x1) ... (x,xp) 0
and, analogoulsy,
X1
Xg =x —xy = ——det d (A3.8)
5= N7 detT x, | '
(x,x1) ... (x,%p) x
so that
A )
1 I e r X1y, Xp, X
0<h*= = —— det = A3.9
- (x5, %) detT °° (xp,Xx) I(x1,...,%Xp) ( )
(x,x1) ... (xX,%p) (x,%)
By setting x = x,41 and h? = h2, we can write (A3.9) as
I(x1,.. ., Xp, Xpy1) — >0, (A3.10)
I(x1,...,%p) p
where x1,...,X, are p linearly indepenedent vectors and x,1 is arbitrary. The sign = in (A3.10) can holds
if and only if x,41 is a linear combination of the vecors x1,...,x, so that if x;,...,%p,Xp41 are linearly
independent, then (A3.10) holds with the strict sign, i.e.
T .
Gt X Xpr1) 2 (A3.11)
I(x1,...,%p) p
As T'(x1) = (x1,x1) = [|x1]|? > 0 for x; # 0, (A3.11) implies (A3.3).
LEMMA A3.2 (HADAMARD INEQUALITY). The Gram determinant satisfies the inequality
D(x1,.. ., Xm) <T(x1)...T(xm) , (A3.12)
where the sign = holds if and only if the vectors are orthogonal to each other.
Proof. By (A3.11) and by using that (xg,xs) < (x,x) = I'(x), we have
D(x1,. .oy Xm, X) <T(x1,. .., %xm)T(X) (A3.13)
for any vectors x1,...,Xm,x € E. By iterating and recalling the arguments above (A3.12) follows. ®

Let x1,...,Xx,, be m linearly independet vectors in H and E their span. Let {gj };”:1 an orthonormal basis
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in E: set z;;, = (5 X)), so that x; = ZJ 1 TjkEj, k=1,...,m. Then
(x1,%1) ... (X1,%Xm)
D(x1,...,%Xm) = det
(Xm,X1) oo (X, Xm)
Eijfille(swag) Eijfilxjm(szvgg)
= det ... .. .
Zij Eimwjl (517 E]) ce Zij fim.’ﬂjm (517 8])
DiTiTin - D TilTim (A3.14)
= det ... ... ...
Tll . iml T11 . T1im
= det
Tim -+ ZTmm Tml -+ Tmm

= det X det X = |det X |*,

where the matrix X is defined as

T11 T12 o X1m
X=|" " | (A3.15)
ITmi Im2 oo Tmm

This yields that the Gram determinant (A3.12) can be written as
(X1, .., Xpm) = | det X|?, (A3.16)

so that from the lemma above the following result follows immediately.

LEMMA A3.3. Given m linearly independent vectors of an Hilbert space H and an orthonormal basis {g;} 7
on their span, and defining the matriz X through (A3.14), one has

7j=1

|det X |* = |det(g;, ;)] < H %112, (A3.17)

where (g;,x;) stands for the matriz with entries X;; = (g;,%;).

The lemma above is simply a reformulation of the preceeding Lemma: it implies the following inequality.

THEOREM A3.1 (GRAM-HADAMARD INEQUALITY). Let {f;}7L, and {g;}}_, two families of m linearly
independent vectors in an Euclidean space E, and let (-,-) an mner product in E and || - || the norm induced
by that inner product. Then

|det(fi, &) < T IE 1 el (43.18)
Jj=1

where (f;,8;) stands for the m x m matriz with entries (f;,g;).

PROOF - If {g;}7", is an orthogonal basis in E (so that {g;}7,, with g; = ||g;[|"'g;, is an orthonormal
basis) then (A3. 17) gives

|det (g, x;)| = |det(e;, x;)| [T llesll < TT leslllixsll (43.19)

Jj=1 Jj=1
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Now consider the case in which the only conditions on the vectors {g] L, is that they are linearly indepen-
dent. Set g; = ||g;[|~"g;, so that [|g;]|* = 1, and define inductively the family of vectors

él = gl )
82— (82:81)81 (A3.20)
21— (82, 81)

and so on, in such a way that one has (£;,&;) = d; ;. The basis {g;,...,¢g,,}, withg; =&, Vj =1,...,m is

by construction an orthonormal basis.
If co =1 — (82,81)% with 0 < cp <1, one has

82 = 28y + C2(82,81)81 , (A3.21)

i.e. 2 ~ &y, if by ~ we mean that, by computing det(g;, f;), no difference is made by the fact that one
has the vector g, instead of ca&,: in fact the contributions arising from the remaining part in (A3.19) sum

up to zero.
We can reason analogously for the terms with j = 3,...,m, and we find g; ~ ¢;&;, where ~ is meant as
above and the coefficients c; are such that 0 <¢; <1 Vj =1,...,m. In conclusion:

|det(gi, f;) = |det(g:, f;)] H lg;ll = |det(e;, £;)] HCJ 5l

= ch g 151 < H llgslHIE
j=1 =1

(A3.22)

so that (A3.18) follows. m
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Appendix A4. Proof of Lemma 5.3.

The propagators g((“z (x) can be written in terms of the propagators g(J’ )( ), 7 = 1,2, see (5.20) and
following lines; g(J’ (x) are given by
9ID(x—y) =
_ 2 Z e~ K=Y £ (k) —isink +wsinko + a, (J)(k)
M? sin? k + sin® ko + (m(]) (k )) +5B(J) (k)
Kk h=1 (A4.1)
9ot (x—y) =
2 . ~ —iwm?) (k)
=m0 ¢ Y k) o 0
M= 4 sin? k + sin® ko + (mhq(k)) +6B,,(k )
h
rhere w(j) def w Jpw (9 def j
a1 (k) = —ap (k) + (=1)7b5 (k) ¢;2 (k) = cnoa(k) + (1) dn -1 (k)
j def ; —_(5 def j ;
m () o1 (k) + () (k) T (K) =’m§5> (k) + ) (k) (A4.2)

5B}(LJ)1 defz w(]) (k)(isink — ws1nk0)—|—ah(J)(k) ()/2]

In order to bound the propagators defined above, we need estimates on oy, (k), pp (k) and on the “corrections”
ay_,(k), b¥_,(k), cn—1(k), dn—1(k). As regarding oy, (k) and puy(k), it is easy to realize that, on the support
of fn(k), for some ¢, c~top| < |on_1(k)| < clon] and ¢ pun| < |pn—1(k)| < c|us|, see Proof of Lemma 2.6
in [BM]. Note also that, if h > h, using the first two of (5.22), we have IU’L‘;FI’“‘I < 2C. As regarding the
corrections, using their iterative definition (5.14), the asymptotic estimates near k = 0 of the corrections on
scale h =1 (see item (2) in Theorem 4.1) and the hypothesis (5.22), we easily find that, on the support of

fn(k):
a‘ﬁ_l(k) — O(Jh’y(l_%m}h) + O(’y<3_c|)“2)h) , b;‘;(k) _ O<Mh,7(1—2c|>\\)h) 4 0(7(3_c\>\|2)h) ,

(2=c|A1?)h (2—2¢/ADh (A4.3)
cn(k) = O(y ) da(k) = O(uny ) -

The bounds on the propagators follow from the remark that, as a consequence of the estimates discussed
above, the denominators in (A4.1) are O(y2") on the support of f;,.
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Appendix A5. Proof of (5.42).

We have, by definition Pf G = (Qkk!)il Ep(_l)pGp(l)p@) s Gp(2k—1)p(2k)v where P = (p(l), ...... ,p(|JD)
is a permutation of the indeces f € J (we suppose |J| = 2k) and (—1)P its sign.
If we apply S1 =1 — Py to Pf G and we call G%f/défPQGﬁf/, we find that S$;Pf G is equal to

k

1 1
BY9R] > (1P {Gp(l)p@) -+ Gpr-1p(z) — Gpiyp(2) "'Gg(%—l)p(%)} = Sal DRy (5.1
p P j=1 .

) (Gg(l)p@) T Gg(2j—3)p(2j—2))Sle(ijl)p@j) (GP(2j+1)p(2j+2) e 'GP(%*l)p(%)) )

where in the last sum the meaningless factors must be put equal to 1. We rewrite the two sums over p and
7 in the following way:
p

S 3D 33 o (452)

1 j=1 f1.f2€J Jy Jo P
f1#f2

k * sk

J

where: the % on the second sum means that the sets J; and Jy are s.t. (f1, f2, J1, J2) is a partition of J;
the #* on the second sum means that p(1),...,p(25 — 2) belong to J1, (p(25 — 1),p(25)) = (f1, f2) and
p(2j +1),...,p(2k) belong to Jo. Using (A5.2) we can rewrite (A5.1) as

*

k
SiPfG = ﬁz Y USGhpn Yy

J=1 sz J1,J2 (A5.3)
' Z (_1)p1+P2 (Glo’l(l)Pl(Z) o Ggl(lefl)P(le)) (Gp2(1)P2(2) T GP2(2k271)p(2k2)) ’

P1,P2

where: (—1)™ is the sign of the permutation leading from the ordering J to the ordering (f1, fo, J1, J2); pi,
i = 1,2 is a permutation of the labels in .J; (we suppose |J;| = 2k;) and (—1)P? is its sign. It is clear that
(A5.3) is equivalent to (5.44).
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Appendix A6. Vanishing of the Beta function.

In this Appendix we want to prove the first bound in (6.6), also called the vanishing of the Luttinger model
Beta function; we reproduce the proof proposed in [BM1].

We will consider the reference model for our system, that is a model with propagator given by (6.4), a
local quartic interaction and with both ultraviolet and infrared cutoffs. The model is similar (but not the
same) to the Luttinger model, but it is not exactly solvable. However its Beta function, coinciding with the
first term in the r.h.s. of (6.5), also coincide with the infrared part of the Luttinger model Beta function.

The reference model formally satisfies chiral gauge invariance, in the sense that, neglecting the UV and IR
cutoffs, it is invariant under the transformations

‘/’i:,w — eiio‘x’“wiw, (0o + iwdr) — (0o + iwd1) + i[(@o + iwal)axﬁw} .

Using the invariance of the Schwinger functions generating functional under these transformations, one gets
a hierarchy of Ward identities, which differ from the formal ones by terms which formally vanish when the
cutoffs are removed. However these terms could give no trivial contributions to the correlation functions,
because they must be included in the multiscale integration and the cutoffs must be removed after the
integration procedure is finished. This is in fact the case, and the result can be expressed in terms of some
correction identities, relating the corrections to the formal Ward identities to the 2 or 4 legs Schwinger
functions. The exact Ward identities differ from the formal ones, even when the UV and IR cutoffs are
removed. This is called breaking of chiral symmetry.

The Ward identities together with the so called Dyson equation, allow to express A, in terms of A and
of Schwinger functions satisfying the “right” dimensional bounds. The conclusion will be that, keeping the
UV cutoff fixed at scale 0, A\, = A + O(A\?), uniformely in A < 0. This implies that the IR cutoff can be
removed and that the infrared part of the Beta function satisfies the first of (6.6). The bound (6.6) is an easy
consequence of the bound A\, = A + O(A\?), and the proof of this will be presented below for completeness,
see (A6.97)—(A6.101).

A6.1.The reference model
The reference model is defined by the interaction

V(y) = )\/dx U I IS (A6.1)
where [ dx is a shorthand for “Y°_ Ay and by the free “measure”
- 1 ) N
P(dy) =N Dy - exp {_W Z Z Ch,o(k)(—iko + wk)d)ltw?/)k)w} , (A6.2)
w==+1 k

where the summation over k is over the momenta allowed by the antiperiodic boundary conditions, N =

de
erp[(Lﬂ)’z(—k%—kQ)C'h,o(k)Q] and [Ch, o(k)]~? lef Ezzh fn(k) = xn.o(k). We read the presence of Cj, o (k)
by saying that an ultraviolet cutoff on scale 0 and an infrared cutoff on scale h are imposed. We introduce
the generating functional

W(,J) = log / P(dy)eV O, [ axlhetlba ol bt ion] | (46.3)
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N A o N\

Fi1c. 1. Graphical representation of the interaction V(v) and the density w,tww;w

The interaction V and the density operators appearing at the exponent of (A6.3) can be represented as in
Fig 1.
The Schwinger functions can be obtained by functional derivatives of (A6.3); for instance

G (x13,7) = = 5 W Do (46.4
Gyl (x:x1, %0, X3,%X4) = &Zw 6¢I1,f;¢;2,w (%I&_f;qi%_w W(, J)|p=i=0 , (A6.5)
G (x1,%X2,X3,X4) = o o W(¢, J)|p=0=0 (A6.6)
v 0%, w0y 0 0%, _00%, 0 ’
Cy2) =~ L W, Tlgmsms (46.7)
ST 003 w00z

X1 X2

z
w W w
—w
—w w
X3 X4 y

F1G. 2. Graphical representation of the Schwinger functions G%',G%! G4 ,G2.

The generating functional and the Schwinger functions introduced above can be studied by a multiscale
analysis similar to that described in Chapter 5, with some complications, due to the presence of the density
fields J, and, from the other side, with some simplifications, due to the absence of mass terms in our action
(it can be easily seen by symmetry that mass terms analogue of F,, or F), cannot even be generated by the
multiscale expansion). We will sketch the expansion below.

A6.2.The Dyson equation.
Let us consider the four legs Schwinger function G% in (A6.6), computed at a momentum scale = h, which
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is proportional to Ap, as it is easy to realize. Since we want to connect A\, with the “bare coupling” A, it is
natural to write a Dyson equation for G*:

G (I, o, s ) = Mg (k) [ G2 (k) G (ki — Ko, et o)+

4100 (A6.8)
+ G+ (p7k17k27k37k4 _P) P
o

relating the correlations in (A6.4),(A6.5),(A6.6),(A6.7); see Fig. 3.

Fic. 3. Graphical representation of the Dyson equation (A6.8); the dotted line represents the “bare” propagator
g(ka)

The Dyson equation can be derived as follows.

We define
Giﬁl(zaxlax25X37X4) :< Pz,w§1/);17+§1/)>t27+§1/);37_§ 1/}:4)— >T k) (A69)
G (x1, X2, X3, Xa) =< i, L0, s, _wf - >T (46.10)
where
Prw = Uy Vs - (46.11)

Moreover, we shall denote by éii)(p; ki, ko, ks, ky) and Gi(kl, ko, k3, k) the corresponding Fourier trans-
forms, deprived of the momentum conservation delta. Note that, if the )™ momenta are interpreted as “in-
going momenta” in the usual graph pictures, then the ¢y~ momenta are “outgoing momenta”; our definition
of Fourier transform is such that even p, the momentum associated with the p field, is an ingoing momentum.
Hence, the momentum conservation implies that ki + ks = ko + k4 + p, in the case of @i’l(p; ki, ko, k3, ky)
and ki + ks = ko + k4 in the case of éi(kl,kg, ks, ky).

If Z = [ P(dy)exp{—V (1)} and < - > denotes the expectation with respect to Z~! [ P(dv)) exp{—V (¢},
by the definition of truncated expectation it follows:

Gi(xl,XQ,X3,X4) =< ¢;11+’Q/J;_27+¢;377 ,thf > —Gi(xl,XQ)G% (X3,X4) , (A612)

where we used the fact that < ¢ 0, >=0.

Let g, (x) be the free propagator, whose Fourier transform is g, (k) = xn,0(k)/(—iko + wk). Then, we can
write the last equation as

G4 (x1,%2,X3,Xq) = —)\/dz g (2 —x4) <y, yhik, yib S WF g >+
+ A Gi(xth)/dz g-(z —x%x4) < Y — Z, Z+¢;+ >= (A6.13)

— x / dzg_(z - 1) <[5, 0k ] [0n, _wd ofer,)>T
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Again, by definition of truncated expectations, we have:

<y 3y s Pa ST =< (U pay > — <, b L ><pay >, (A6.14)
and
< Pz,+; "/’;1,-1-5 "/112,-1-; "/’;:3,—§¢Z— >T=< pz,+¢;,+¢:§2,+¢;3,—¢2— > =
= < Patty gk, L >< g, Wi > — < pa ><thy, JU%, Uk, Uh > — (46.15)
— < Wy 4Vt < Pag W > A2 < pag >< U (W, L >< U g >

Using the last two equations, together with (A6.12), we can rewrite (A6.13) as:
— G (x1,%2,X3,%X4) = )\/dzg,(z —x4) < Vs, iU i pag ST <, U >+
+ /\/dzgf(z —X4) < Pt Uy 3 Py 43 Y V- > (A6.16)

+ /\/dzgf(z —x4) <, U, il U ST < py >

The last addend is vanishing, since < p,, >= 0 by the propagator parity properties. In terms of Fourier
transforms, we get the Dyson equation (A6.8).

The Lh.s. of the Dyson equation computed at the cutoff scale is indeed proportional to the effective inter-
action Ap, (see (A6.34) below), while the r.h.s. is proportional to A. If one does not take into account can-
cellations in (A6.8), this equation only allows us to prove that |Ap| < Cy|A|, with C} diverging as h — —oo.
However, inspired by the analysis in the physical literature, see [DL]|[So][DM], we can try to express éil
and G4, in the r.hus. of (A6.8), in terms of G2 and G by suitable Ward identities and correction identities.

A6.3.Ward identities and the first addend of (A6.8)

To begin with, we consider the first addend in the r.h.s. of the Dyson equation (A6.8). A remarkable identity
relating Gi’l to Gi can be obtained by the chiral Gauge transformation 1/1i+ — eiiaxwiJr, 1/1#7 — 1/),?7 in
the generating functional (A6.3); one obtains the following identity, represented pictorially in Fig. 4, with
D, (p) = —ipo + wp:

D4 (p)GY (p, k) = G2 (a) — G (k) + A% (p. k) (46.17)
with Ail the Fourier transform of Ai’l(x; v, 2):
AV (xyy,2) = % > el P ALY (p k) =< ¢y i) 0Ty ST (A6.18)
k.p
and e 1 k% 1o Kk VoF e
e k§< ‘ Coller k- Wicp ic (46.19)

Co(k",k7) = [Chok™) = 1]Dy(k™) — [Cho(k™) — 1] Dy (k™) .
The above Ward identity can be derived as follows. Consider the chiral gauge transformation
B S (A6.20)

x)_ x7_ ’

and notice that W(¢, J), as defined by (A6.3), is invariant under this change of variables. Then we can
rewrite

W(é,J) = log / P(dy) exp{ - / dxii (eio‘xDT’O]e_mx - DL’“O])w; +}-

cexp{ = V() + / dx [Z o A i S - AT A ;,_] ;-
’ (A6.21)
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by

Fic. 4. Graphical representation of the Ward identity (A6.17); the small circle in Ai_’l represents the function
C of (A6.19).

k da
D+ (p)
p=k—-q

where DL[‘)}L’O]7 w = =, is the pseudo differential operator defined by

1

DI-Olyg | = i > e (iaky —wak)y, ,  DIOye =0, (A6.22)
k

As we have just remarked, the Lh.s. of (A6.21) is independent of ax. Then, by differentiating both sides
w.r.t. ax and posing ax = 0, we find:

0 =< D (U atns) — 0Ter — 65 by + 051 05 >0 - (46.23)

where
< S def ,—W(¢,J) /P(dw)e—V(w)+Zwfdx[Jx,ww,twﬂJ;,w+¢I,ww;,w+1/1,tw¢;,w]. : (A6.24)

D,, is defined as the Fourier transform of D, (p):

1 —ipx .7 T
Do (i 0t ) = e Z Dyy(p)e™ ™Yyl i s (A6.25)
p.k
and the corrections 07 + and C,, (ky,k_) were defined by (A6.19).
Now, differentiating (A6.23) w.r.t. ¢;,+ and ¢, , and setting ¢ = J = 0, we find:

—D+Gi’1(x; y,z) = 0(x — y)G1(x,2) — 0(x — 2)G%(y, vz) + Ai’l(x; v,2), (A6.26)

whose Fourier transform gives (A6.17).

The use of Ward identities is to provide relations between Schwinger functions, but the correction terms
(due to the cutoffs) substantially affect the Ward identities and apparently spoil them of their utility. How-
ever there are other remarkable relations connecting the correction terms to the Schwinger functions; such
correction identities can be proved by performing a careful analysis of the renormalized expansion for the
correction terms, and come out of the peculiar properties of the function C (k,k — p), see next section. The
correction identity for Ail is the following, see Fig.5.

>

‘@%ﬁ%gky+ﬁi%gkﬂ (A46.27)

A2 (p.K) = Do (p) [ G (. K) v

)
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where vy, v_ are O(\) and weakly dependent on h, once we prove that A; is small enough for j > h, and
Hi’l(p, k,q) can be obtained through the analogue of (A6.4), with W(¢, J) replaced by

Wa(o,J) = log / P(di)e V(w)Jrf dx[Tx+ Tty (Vo Txt T o F 0 s o H 0 0 B0 , (A6.28)
where ) (ks k)
T — — ikp—k_)x Crlke, k) o o
4 Z € D.,.(k.,. _ k_) x7+¢x7+ ’
e Al (A6.29)
v oL T itk Dy(ky —k-) ~ o
X,w 4 _ X,w FxX,w ?
il Dy(ky —k-)
A 2 ! V+D+G H

sReRsRe

Fia. 5. Graphical representation of the correction identity (A6.27); the filled point in the last term represents
Jx,+(Tx_Zw VwT;c/,w)-

The crucial point is that if vy are suitably chosen, ﬁi’l, when computed for momenta at the cut-off scale,
is O(y"") smaller, with 0 < 9 < 1 a positive constant, with respect to the first two addends of the r.h.s. of
(A6.27). In other words the correction identity (A6.27) says that the correction term A% + , which is usually
neglected in the physical literature, can be written in terms of the Schwinger functions G2 L and G*! up to
the exponentially smaller term flil

Inserting the correction identity (A6.27) in the Ward identity (A6.17), we obtain the new identity

(1-v1)D4(p)GY (P, k.q) —v-D_(p)G>' (p.k,q) = G2 (q) = G2(k) + A (p.k.q) . (46.30)

In the same way one can show that the formal Ward identity D_(p)G>"(p,k,q) = G2 (q) — G2 (k) becomes,
if the cutoffs are taken into account:

(1-v.)D_(p)G*'(p,k,q) — v D, (p)G>' (p,k.q) = H>'(p,k.q) , (46.31)

where, again /. = O(\) and H*>' satisfies a bound similar to that of Hi’l, when computed for momenta at

the cutoff scale.
The identities (A6.30) and (A6.31) allow us to write Gﬁ_’l in terms of G2 and H3"; one finds:

/
I/,V+ v_

Dy (p)G*'(p,k) = |1 —vy —

Y (pk) + BT (P (46.32)

| ez @-cz00+

1—v_

In order to bound G2, we can use the dimensional bounds for the two and four legs Schwinger functions,
easily proved by repeating for W(¢, J) an iterative construction similar to that exposed in Chapter 5 and
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performing the bounds as explained in §5.5. The expansion involves the definition of a more involved
localization operator, also acting on the kernels of the monomials involving the external fields and can be
found in many review papers [BGPS][GM][BM]; it is very similar (and even simpler) to the expansion for
Wa(¢, J), that will be described in next section.

The result we need is the following.

THEOREM AG6.1 There exists €y such that, if théf maxgsp, |Ax| < €0 and [k| =", then

n2,1h
G212k k) = ————_[1 + O(A2 A6.33
22K R) =~ T+ O (46,33
where 12,1(\) is an exponent O(X\) and
G20 = 1+ O], Gk —k,—K) = 2, 2K [ A + O3] (46.34)
ZnD,, (k)

Remarks

1 - The proof of Theorem A6.1 follows by a repetition of the estimates of Chapter 5. For some references:
(A6.33) follows by the analysis in [BM2]; the first of (A6.34) can be proven as explained in [BGPS][GM];
the second (A6.34) follows as a combination of the first of (A6.34) and of the results in Chapter 5.

2 - A posteriori, it will result that 12,1 (A) = 0. For the moment we just need (A6.33) to bound \ﬁ3_1| with
a constant times v?" times the r.h.s. of (A6.33), as explained above, that is

291 o - 7772,1h 3
|H42r1(2kak)| < CVMW < C’Y(Wth 2 (46.35)

Substituting the preceding bounds into (A6.32), we soon find that G2 (p, k), with |p| = |k| = +", can be

bounded as
. B 20
G2 (p.k)| < C : (46.36)
Zn

where, as in Theorem A6.1, we assumed An < €0.
Substituing the last bound into the first addend of (A6.8), with the arguments set on scale h, we soon find

—2h

R . —h
M- (k)G (ks) G2 (k1 — ko, ky, k)| < CAJy =2

ek (A6.37)

that is the “right” dimensional bound. In fact the Lh.s. of (A6.8) can be bounded as in (A6.34) so that, if
we could neglet the second term in the r.h.s. (A6.8), we would soon find |Ax| < C|Al.

Aim of the next sections will be first to prove the correction identity (A6.27); then to describe a strategy
which will allow us to find a “right” dimensional bound also for the second term in the r.h.s. (A6.8).

A6.4.The first correction identity

We start from the generating function (A6.28) and we perform iteratively the integration of the ¢ variables,
to be defined iteratively in the following way. After the fields 1(?), ... ) have been integrated, we can
write

eWal(e,J) :e*MZEj /p~

5, o, (AP WD 2w 0.), (46.38)

with V(j)(o) =0, Z; = maxy Zj(k)7
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1) PZj Cnj (dw[h’j]) is the effective Grassmannian measure at scale j, equal to

‘ AT o)
DTN | () o

K:Ch (k) >0 w==%1

(46.39)
{5 S g X i paai |
w+l
Nj(k) = (LB) "' Cn,;(k)Z;(k)[—kg — k*]'/% (A6.40)
Ch,j(k) ™! = Z [r(k) = xn,j(k) , Du(k) = —iko + wk; (A6.41)

2) the effective potential on scale j, V) (1), is a sum of monomial of Grassmannian variables multiplied by
suitable kernels, as in (5.5). The localization operator acts on the kernels of V1) (¢)) as described in §5.2.
Note however that in the present case (i.e. for the reference model) the terms proportional to F,, and F, are
automatically venishing, by symmetry: only the terms proportional to F) and F¢ survive.

3) the effective source term at scale j, K(j)(\/zw, ¢, J), is a sum of monomials of Grassmannian variables
and ¢T, J field, with at least one ¢* or one J field; we shall write it in the form

KD (VZj,0,0) = BY (VZ0) + K§ (VZj) + W (20,6, 7) (46.42)

where B((bj )(1/)) and K gj )(1/)) denote the sums over the terms containing only one ¢ or J field, respectively.
Of course (A6.38) is true for j = 0, with

ZO(k) =1, Ey =0, V(O)(U)) =V (), W}(%O) —o,
=> / X[t e + Ut utiL)  KY (W) = / T (T Zyw ). (46.43)

Let us now assume that (A6.38) is satisfied for a certain j < 0 and let us show that it holds also with j —1
in place of j.

In order to perform the integration corresponding to 17), we write the effective potential and the effective
source as sum of two terms, according to the following rules.

We split the effective potential V) as £V + RVU) | with £ acting on V) as explained in §5.2.

Analogously we write K = LK) + RK(U) R =1 — L, according to the following definition. First of
all, we put LWpy W) — W(J)

Let us consider now Béj ) \/Z_jz/J); we want to show that, by a suitable choice of the localization procedure,
if j < —1, it can be written in the form

BY (VZ30) = ZZ/dxdy

w i=j+1

: [ g9 (x — a VU) (VZj¥) + )Qﬁ;’w] T (A6.44)
D3 | 5 “””Q G d, +¢ka<]+1>< )wL’f;f]*} ,
where g3 (k) = g8 (k)QY (k), with
ey L fik)
95 (k) = 7 Dol (A6.45)



104 UNIVERSALITY AND NON—UNIVERSALITY IN THE ASHKIN—TELLER MODEL

fi(k) = f;(K)Z;_1[Z;_1(k)] " and Q(J)( k) defined inductively by the relations

0
QP (k) = QU™ (k) — % Z;Du(k) Y 42V (k), QV(k) =1. (A6.46)
i=j+1

Note that & )(k) does not depend on the infrared cutoff for j > h and that (even for j = h) ¢V (k) is of
size Zjilﬂ_j, see discussion in §3 of [BM3], after eq. (60). Moreover the propagator & (8 )(k) is equivalent
0 gff ) (k), as concerns the dimensional bounds.

The £ operation for Bg) is defined by decomposing V) in the r.h.s. of (A6.44) as LV) 4+ RVYW)

Finally we have to define £ for K gj ) (\/Z_Jl/}) It is easy to see that the field J is equivalent, from the point of

view of dimensional considerations, to two 1 fields. Hence, the only terms which need to be renormalized are
those of second order in v, which are indeed marginal; let us denote their sum with K 5] 2 Let us start with

defining the £ operation on K((]O) as the identity. Let us now analyze the structure of K§_1’2)(\ /Z_ 1),
as it appears after integrating the ¢ field and rescaling 1" ~1. We have

_ 1 _ _ _
K2 w) = 5 / dxT i { T+ Y / dydz[F{ 1) (x,y,2) + FD (x0y, 2000 0]y utan | (A6.47)

F2( +L denotes the sum of all Feynman diagrams containing a Ty, vertex or those obtained by contracting
both ¢ fields of a Ty vertex (the index w refers to the w index of the two left—over external ¢ fields). Fl( b
represents the sum over the diagrams built by leaving external one of these fields of T.

Now, if SL(UO) is defined as in Appendix A7, it is easy to see that the Fourier transform of FQ(_;Z) can be

written as
P

D, (p)
where p = k; — k_ and GS;},) (ky,ky,k_) is of the form

B (kg ko) = / dk 8V (ky ki — )G Y (ki ky ko), (9.48)

G ey ey ko) = Golky Ky ko) + G (ky )Ga(ko)d(ky —ky) (A6.49)

where (G represents a suitable sum over connected graphs with four external lines, while G; and G5 represent
suitable sums over connected graphs with two external lines.

Using the symmetry of the propagator D, (k) = iwD,,(k*), where, if k = (ko, k), k* = (k, —ko), one easily
gets the following symmetry properties for the functions appearing in (9.48):

Gl ki ki ko) = —wG (kL KLK), peSP (ke ko) = —ipT STk, KT) . (46.50)

The last equation implies that

By ko) = s oAy (e ko) +pAT L, (e ko) (46.51)
+(P)

where A( , are smooth functions satisfying
ACD (ki k) = iwAY (k1 K A6.52
+u.)1( +5 *) w +,w,1( + —)' ( . )

It follows that, if we define
1

LR (ky ko) = oA L (0,0) +pAL Y, (0,0)], (46.53)
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then

o (— ~(— D_
LR (k) = vy, LY (ke k) = oo, 2P (46.54)

=V_ s
! D (p)

fl are real constants, as it can be verified by symmetry.

We now consider the contribution F: 1(;1) in (A6.47). Its Fourier transform has two contributions, the first

of the form

where v

[Cho(k-) — 11D (k-)3\” (k) — uo(ky)
D)

where ug is defined in Appendix A7, see (A7.4), and the second possible contribution has the same form of
(A6.55), with k4 and k_ interchanged. The natural way to regularize (A6.55) is to define

Y (kg ko) = GP(ky) (A6.55)

[Cho(k— )—1]D+( )38 (k1) — wo(ky)

LRV (ke k) = (o)

a2 (0). (A6.56)

Note however that G (0) = 0, by parity, so the local part in (A6.56) is vanishing. In other words the di-
mensional gain here is obtained without the introduction of a renormalization constant. The same procedure
can be defined for the term obtained by interchanging k; and k_ in (A6.55).

We can summarize the previous discussion by defining

_ 1 ) e B
LK () = 7 /dx{Jx,+[Tx +utt g |+ u,lJ,E,M*,J/Jx,f} (A46.57)

where, if Jp , is the Fourier transform of Jy ., J(_ﬁ is the Fourier transform of Jp,, +D (p)/D+(p)-

We are now ready to describe the general step, by defining the action of £ over K , which can be written,
if j < 1, after rescaling ¥ as

KG9 () = / dx{ S Ty > / dydz| T FY, (xoy,2) + IJFD (. y.2)+
Z; o (A6.58)

e P (%, y,2) + 64 X+Ffl<x ¥.2) |V utin |

where F(i) " (X, ¥,2) represent the sum over all graphs with one vertex of type v and two 1) external

fields of type w, FQ(]lw is the sum over the same kind of graphs with one vertex T, whose 1 fields are both
contracted and Fl({z is the sum over the graphs with one vertex Ty, such that one of its fields is external.
It is important to stress that, thanks to the support properties of Cy, (k4 ,k_), given a graph contributing
to Féjiw, at least one of the 1 fields belonging to T is contracted on scale 0. This property will give crucial
dimensional gains (through the short memory property) for the contributions to the Beta function for v+

coming from Féjlw It is clear that, because of this property, Féﬂ)_w can be rewritten as

F2(J-2- w(k+7 dk+ k+7 k+ - )ng,)w (1~<+7 k+7 k—) ) (A659)

for suitable functions ng) and Ggf?w satisfying the same symmetry properties of (A6.50). Then, the action

of L over FQ(JJ)FW (ky,k_) is defined exactly as for j = —1. Moreover we define
EF(i ,+, w(kJF’ k*) = FA‘;E]i)A-)w(Oa 0) ) (AGGO)
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and, finally, we note that, for the same reasons as in the j = —1 case
EP ., (0,00=F7, (0,0)=F{7)(0,0)=0, (46.61)

so that the corresponding kernels are automatically regularized, without need of defining any non trivial
action of L.
It follows that we can write

. 1 -~ _
ck92w) = o [ ax{dea[Ter ot o] + oy 5000 0 ) (46.62)
J

which defines the renormahzatlon constants 1/ . Note that 1/ is built by contribution that either contain
another constant 1/,C , k> j,or contain a T vertex which is on scale 0, in the sense explained before (A6.59).

After writing V) = £Y0) + RYU) and KW = LK) + RKY | the next step is to renormalize the free
measure Py o (dw[’w]) by adding to it part of LVU). We get

/PZ, . (dym) VO (V294K D (fZyph) _
70 »J

. . (A6.63)
2 ) .y o g iy
e_M v /PZJ'—I,C}L,]' (dw[hd])eivw)( ij[ RO ij[ D )

where

Zj1(k) = Z;[1 + xn,3(k)z]
VO (Zpldly = YO (fZyg 0y — 2 7, P

where Fc[h’j] is defined as in (5.10) and the factor exp(—M?t;) in (A6.63) takes into account the different
normalization of the two measures. Moreover

N/ Zip!")y = B (VZip3)) + K (/Zphdly + W | (A6.65)

where bej ) is obtained from Bg ) by inserting (A6.64) in the second line of (A6.44) and by absorbing the
terms proportional to z; in the terms in the third line of (A6.44).
If j > h, the r.h.s of (A6.63) can be written as

—M t]/P”J o 1 dw[h’] 1] /P ddj(])) v(J)(\/Z—[w[’IJ 1]+'¢1(J)])+K(J)(\/Z—j[w[h’j71]+w(j)]) 7
(A46.66)

(A6.64)

where P, LA 1 (dip)) is the integration with propagator g(J )(k)
We now rescale the field so that

f)(j)(\/Z_jw[h,j]) _ ]}(j)(mw[h,j]) , K’(j)(\/Z_jw[h,j]) — K(j)(mw[h,j]) : (A6.67)

it follows that _
LY@ plraly =y plhdl | (A6.68)

where \; = (ZjZJ:ll)2lj. If we now define

VU (\/ﬂlpw,j—u)ﬂw—l) (\/ﬁwh,,j—u) _M2E

/ - (D) e VD (\/Z 1 [ D)) KD (/25 [ )] (46.69)
Jj—1 Y
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it is easy to see that VU~1 and KU~V are of the same form of VU) and KU and that the procedure can be
iterated. Note that the above procedure allows, in particular, to write the running coupling constant A;_1,
0>j—12>h,in terms of A\js, 0> j > j:

N1 =X+ BNy ) 5 Ao = A (46.70)
and the renormalization constants 1/ ~, in terms of A, Vk , k>3
VS =4 BN T o)) L U = ve , a=E. (A6.71)

The functions ﬂ?(/\jﬂ, -+, A0) and B (N, Vji; .3 X0, ) are called the A and the v® component of the
Beta function, respectively. Both functions can be represented by a tree expansion similar to that exposed
in Chapter 5, and we do not repeat here the details.

We now want to show that, if A\, < &g is small enough, it is possible to choose v
of A, in such a way that |V]:t| < Cepy?%, for some ¥ > 0. If we manage to prove this, it will soon follow

that H>! 1, when computed on the IR cutoff scale, can be bounded by (A6.35), that is by the dlmensmnal
bound for G2 times an exponentially small factor v7. In fact the renormalized expansion for H? J ! contain
contributes that either contain a Tk vertex on scale 0, or a u , with h < j <0. If |V:t| < Cegy?, using the
short memory property, it is immediate to verify that both contrlbutes are exponentially small w.r.t. the
dimensional bound for G*1.

So, let us prove the bound on the renormalization constants v;~. We rewrite ,8;’0‘ by distinguishing the
contrlbutlons independent of nk (which necessarely contain a T vertex on scale 0) and the contribution
linear in I/k s k>7g:

* as suitable functions

+

BN, VAo vy) = BE (N +ZZ VeI (N, Ao) - (46.72)

_Jw +

Moreover, by the short memory property, there exists 0 < ¢ < 1/4 and positive constants ¢; and ¢y such
that
|6jy,71a(>\j7'-'7)\0)| < Cl/\hp)/m% P | VO&UJ( 7"'7)\0)| < 62/\%7219(]_] ) . (A673)

By iterating (A6.71), we find:
Vit = 3+Zﬂ /\k,uk,---;Ao,VgE), (A6.74)
so that, imposing the condition V}jf =0, we get:
Z Br e, v X0y V) (A6.75)

k=h+1

Inserting the last equation into (A6.74) we get:

Z Br e, vEs - doy Vi) (A6.76)
k=h+1
In other words, the condition u,jf 0 can be satisfied iff it can be found a sequence v = {u”}h<J<0

satisfying (A6.76). In order to prove that this is possible, we introduce the space 91y of the sequences
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v such that max, [1¥| < c¢Apy?, for some ¢; we shall think 9ty as a Banach space with norm ||v|ly =
SUPp 41 < <0 MaXy |uf|~y*ﬁj/\,§1. We then look for a fixed point of the operator T : MMy — My defined as:

Z B, vE; - Aoy vE) (A6.77)
k=h+1

Note that, if A, is sufficiently small, then T leaves invariant the ball By of radius co = 2¢; Yoo oy of
My, c1 being the constant in (A6.73). In fact, by (A6.72) and (A6.73), if ||v||s < co, then

J J 0
(Ty)§| < Z Y2k 42 Z Z cornyieadi PR < o Ny (A6.78)
k=h+1 k=h+1i=k

if dea X2 (D02 oy Um)3 < 1.
T is a also a contraction on By, if A, is sufficiently small; in fact, if v, v’ € My,

i
(To)s = (TS < ST 18 v 0, v) = B0 s Vi s+ hos V5 ) <
(A6.79)

| o o
2 30 Bl =k ey ™00 < gl oA ™

if 4c002 (3007 v~ 7™)2 < 1, as above. Hence, by the contraction principle, there is a unique fixed point v*
of T on By. This concludes the proof of the exponential decay of V;t and, as discussed above, of the first
correction identity. |

A6.5.Ward identities and the second addend in (A6.8)

Starting from the present section, we begin to deal with the second term in the r.h.s. of (A6.8), with the
aim of showing that it admits a good dimensional bound, as discussed for the first one. The vanishing of the
A component of the Beta function will be an easy consequence of such a good dimensional bound.

The strategy will be the following: in the present section we will first describe two more Ward identities
connecting G*! with G*. As the first Ward identity considered above, they will have a correction due to the
cutoff function, and these corrections will satisfy new correction identities, presented below in this section.
The proof of the new correction identities, which is the main difficulty of all the proof of the present Appendix,
will be presented in next section. The present section will be concluded with the proof of the vanishing of the
Beta function, obtained by a careful use of the new Ward identities together with the new corretion identities.

The new pair of Ward identities we need here is the following, see Fig. 6.

GA%I—(klakQ +pak37k4 - p) + Ail )
Gi(k17k27k37k4) + Aﬁl )

( p7k27k37k4_ )_

D.;,_(I))G_,’_) (p7k17k27k37k4_ )
¥ $ (ki ko ks —p ki —p)

Gt
D—(p)G (p7k17k27k37k4_ ) G

(A6.80)
where Ai’l are the “correction terms”

. 1 N A . A .
AL (po ki ko ks) = 35 > Ca(k k=) <Oty it i, it Uk, p - >T . (A681)
k
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ko+ k3—

kl k2+p k1+

O:k1+k3—k2—k4

F1a. 6. Graphical representation of the Ward identity (A6.19)

The Ward identities (A6.80) can be derived from (A6.23) by deriving four times w.r.t. the external ¢
fields. By adding and subtracting suitable counterterms ! v, the first of (A6.80) can be rewritten as

(1- V+)D+(P)éi’l(l)a ki, k2, ks, ki —p) — v_D_(p)G*' (p, k1,k2, k3, ks — p)

Ad At a1 (A6.82)
= G+(k1 - pak27k37k4 - p) - G+(k17k2 + P7k37k4 - p) + H+7 (p7k17k27k37k4 - p) 3
where by definition
. 1 . L L
Hil(pv kla k27 k37 k4 - p) = m Z CJr(ka k — p) < wlt+¢k_p7+; 1/}1(1)4_; 1/};{2)4_; 1/}1(3)_; U)[J(l_n_ >T -
k
1 N . L.
=377 22 D Ve Du(P) < U i p it U, it U, T
k w
(A6.83)
In the same way, in terms of new counterterms v/, , the second of (A6.80) can be written as
(1 —v_)D_(p)GY' (p,ki, k2, ks, ks — p) — v, D4 (p)GY' (P, k1, ko, ks, ka — p) = (46.84)
= Gi(k17k27k3 - b, k4 - p) - éi(khk?ak?n k4) + E[iﬁl(p7k17k2u k37k4 - p) )
where
. 1 N I I
A (ko ks ks = p) = 55 Y C-(k k= p) <y Ui, i, 0, it s, >T -
k
1 N I .
=377 22 D Ve Du(P) < Ui p it Vi 4 i O e 2T
k w
(A6.85)

If we insert in the r.h.s. of (A6.82) the value of G*' taken from (A6.84), we get

(1+ A)D4 (p)GY (P, k1, ko, ks, ks — p) = G4 (ki — p, ko, k3, ks — p)—

— G4 (ki k2 + p,ka, ks — p) + B|G% (ki ks — p, ks — p) — G4 (k1 ko, ks, k)| + HY' + BHY
(A46.86)

1 with an abuse of notation, here we call the counterterms with the same simbols as those used for the first correction identity;

note that here the new counterterms are different from those of previous section.
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where
v_vl v_

11— 7 1-v

A=—v, — (A6.87)

Let us now consider the second term in the r.h.s. of (A6.8) and let us rewrite it as:

M2

A 1 . 1 .
Ag-(ka) {W > xm(P)GY (piki, ko, ks, ka — p) + —5 > X (P)GY (pi ki, ka, ks, ks —p) |, (46.88)
P P

where: xa(p) is a cutoff function vanishing for scales bigger than h + log. 2 (i.e. the presence of xas(p)
constraints the transferred momentum to be < O(y")); xas(p) is a cutoff function vanishing for scales smaller
than h +log, 2 and bigger than log. 2 (i.e. the presence of Yas(p) constraints the transferred momentum to
be O(y") < |p| < O(1)). The two functions are chosen so that they sum up to 1 in the scales range between
h and 0.

If we insert in the last term of (A6.85) the value of Gi’l taken from (A6.86), we get

. 1
Ag-(ka) 75 > xu(p)GY (pi ki, ko, ka, ka — p)+
p

Ag—(kq) 1 - G4 (k1 — p ko, ks, ks — p) — G4 (ki,ko + p, ks, ks — p)
M—QZZXM(I)) + + +

(15 4) M D (p)
. A A6.89
+ )\g*(k4) 1 )Z (p)Gi(k17k27k3_p7k4_p)_Gi(kluk27k3uk4) + ( )
73 M
(1+4) 17 2 D (p)
LA (ke) S ZW(p)ﬁil(p;kl,kQ,ks,m —p) + BAY (piki ko ks ka —p)
(1+4) 37 2 D (p)
Note that .
1 G4 (k1. ko, ks, ky)
— X =0 A6.90
since D (p) is odd. Then, (A6.89) computed with the momenta equal to
ki = Rl y Rl = R4 = —Rg = —Rg = R s |R| = ’}/h N (A691)
is equivalent to
Loy 1 R A
)\9—(1@1)@ ;XM(P)Gil(I)Q ki, ko, k3, ks —p)+
Mg (ks) % Z)?M(P) Gi(l_(l —p, ko, ks, ks —p) — Gi(fihl—iz + p.ks, ks — p) +
(1+4) M7 2 D (p)
_ Ao - - _ A6.92
N Ai—(ky) 1 int(p) G4 (ki, ko, k3 — p, ks — p) n ( )
— M
(1+4) 17 2 D, ()
n Aj-(kq) 1 % (p)ﬁi’l(p;fil,f(ml—%,fu—P)+Bﬁi’1(P;f<1,1—€2,1—€3,1—<4—P)
A N .
(1+4) M7 2 D, (p)

All the terms appearing in the above equation can be expressed in terms of convergent tree expansions,
via a recursive expansion similar to that described in the last section. Dimensional bounds for the terms in



APPENDIX A6: VANISHING OF THE BETA FUNCTION. 111

the first three lines can be easily derived, in analogy with the results of Theorem A6.1. In Appendix Al of
[BM2] the following bound is proven:

—4h

A~ M2 ZXM H(piki, ko, ks, ky — p)| < OXIyh __ (A6.93)

Z2

where the exponent 73,1 is the same of (A6.33). However, from the result of previous section (i.e. from the
validity of the first correction identity) it follows that 123 = 0, so that the r.h.s. of (A6.93) is the right
dimensional bound we need. As regarding the terms in the second and the third line of (A6.89), following a
procedure similar to that leading to the second of (A6.34) (see again Appendix A1l of [BM2]), we find

—p. ko, k3, ka — pP) — Gi(l_(hl_iz + p, k3, ka — P) n
D+(P)

ZX 4 (ki, ko, ks — p, ks — D)
M
D, (p)

-~ (A6.94)

z:

< C)\h

that, again, is the right dimensional bound.
The bound on the term in the last line of (A6.89) is more involved, and require an analysis similar (but
more complicated) to that of previous section. We will prove in next section that

there exists €1 < g and four \-functions vy, v_, Vﬁr, V' of order \ (uniformly in h), such that, if \p < €1,

<CN " (A6.95)
= h Z}% .

p7k17k27k37k4 - )
Ag- M2 ZXM D+ (p)

Substituting the bounds (A6.95), (A6.93), (A6.94) together with (A6.37) and the second of (A6.34) in the
Dyson equation (A6.8), we finally get

[An] < A1+ 0(M)) , (A6.96)

which implies

THEOREM AG6.2 The model (A6.3) is well defined in the limit h — —oo. In fact there are constants €4
and cg such that |\ < &1 implies \j < caeq, for any j < 0.

Finally, a standard argument shows that, as a consequence of Theorem A6.2, the first bound in (6.6) holds,
that is

1BY (A5 An)| < ClARPA" (A6.97)
The proof is by contradiction. Consider the Taylor expansion of 3%(\,...,Is) in Ay (which is convergent

for A\, small enough) and let us call b&h) the coefficient of (Ap)". Let us also call brdéf limy, o bgh). By
performing the bounds on the trees representing bgh), in the same way explained in Chapter 5, we find that
necessarely b,(ph) = b, + O(7""), for some ¥ > 0. Now, let us assume by contradiction that, for some r > 2,

BNy An) = b (An)" 4+ O ™) + O(M247Y | (A6.98)

with b, a non vanishing constant. By the discussion above and Theorem 5.1, the running coupling constants
An are analytic functions of A:

A=A+ ) P+ ot (46.99)

n=2
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and for any fixed h the sequence cslh) is a bounded sequence.

Consider the flow equation (A6.70) and rewrite it as

A1 =An 4+ B An, - An) + Y DY, (A6.100)
k>h
where
DY = B (An - X Mk Mot -5 A1) = BY N Ay Any At -5 A1) (A6.101)

and, by using the short memory property, it is easy to show that |D§\Lk| < Ay’ PRI\, — Mg, for some
¥ >0
Inserting (A6.98) and (A6.99) into (A6.100) and keeping at both sides the terms of order r, we find:

=D — o) 4 O(A2yhY (A6.102)
(h)

This would mean that ¢, ’ is a sequence diverging for h — —oo, which is in contradiction with the fact,
following from Theorem A6.2 and the discussin above, that Aj is an analytic function of A, uniformely in h.J

A6.6.Proof of (A6.95)

In this final section we prove the bound (A6.95), that is we conclude the proof of the second pair of correction
identities and, with this, we conclude the proof of Theorem A6.2, that is the main result of this Appendix.
We shall prove first the bound (A6.95) for ﬁi’l; the bound for H*" is done essentially in the same way and
will be briefly discussed later. By using (A6.83), we get

. 1 _ _ -
97(k4)m Xm(P)Dy (p)H Y (piki ko, ks, ks — p) =
P
N 1 - 1 Cilkk—p) 4 - o s
=9-(ke) 375 ) Xu(P) g > .o - Ut Vet Vi 5 Vi 43 Ve Vi > —
p K
. 1 - 1 D_(p) .y - = Lo o= Lo T
- V—Q—(M)w . XM(I))W ; D (p) <Y e p U 130k 13 Vg 4 Vkymp - > T
1 1 L
- V+9—(k4)m XM(P)W Z SRS L L S A L
P k
(46.103)
Let us define
- 94 __
G4 (ki, ko, ks, kq) = w A6.104
+( 1, K2, K3 4) 5¢:1_’+(9¢1:27+(9¢L_’,3Jk4 o ( )
where
W log/P(dq/;)e—:rl(w)+u+T+(w)+u,T,(w)e—V(l/i)JrZwfdx[ﬂ,u&;,ww;m;,w] 7 (A6.105)
and
1 - 1 Cilkk—p) -y - A+ s
Ti(¥) = e XM(I))W Di()(¢k7+¢k,p,+)¢k4,p,,u’k49— (ka) ,
p K +(P
1 N 1 L A .
Ti() = 5 2 xm(P) 3 D W e U oD (ka) (A6.106)
p K

T_() = 103 3 Xr(p)1rg > DR i Vi pha- (k)

~—
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T T, T
Fic. 7. Graphical representation of T1,T,T_; the dotted line carries momentum k4, the empty circle represents

C4, the filled one D_(p)/D+(p)

The vertices Ty, T+ and T_ can be graphically represented as in Fig. 7. The wavy lines represent the cutoff
function xa(p), constraining the transferred momentum to be |p| > o(yh).
It is easy to see that G* is related to (A6.103) by an identity similar to (A6.13). In fact we can write

- 64 (k17k27k37k4) =

C+ k k p ~ A ~ A~ ~ A
~(kea) M2 ZXM M2 Z < WUk Vi p )V p 3 Vi 4 Vi 5 Vi - >

*Q*MWZ*M M2 D < (Ui p V3 Vi 1300, 45 Ui, - >T =
p

PN iy o L
_V+g*(k4) D) E XM(p) D) E < (1/)11_7.’_1/}1(_13)4-)1/}:4_!)7_;¢k17+;wli_27+;wk37_ >T .
M M
P k

(A6.107)
If we introduce the definitions
1 C+(p=k) N = 1 2 o
Opp4 = Ve Z T@Wiﬁﬂhp,ﬁ ; Pot+ = 32 Z(wiﬁﬁkfp#) ) (A6.108)
k k
we can rewrite
O+kk P W I+ O A T
M2 Z (¢k,+wk—p,+)wk4—p)_a 1/}1(1)4_3 1/}1(2)4_3 1/}1(3)_ > = (A6109)
=—-< 6pp7+;wkl,Jr;wk2,+;wl:3,*;wli_4*p7* >T - < 5ppx+;wl:1,+;wli_2,+ >T< wl:&*;wl—;*py* >
and
1 S R R R R
— N < W ey i, 3, i, T =
M? ” p 7P ! 2 3 (A6.110)

— T Y O O T e T T b= -t
=-< pp*+’wk17+’wk27+’wk37—’1/}k4—P;— > =< pp7+’¢k1,+’¢k2,+ > < ¢k37_’/l/}k4_p)_ >

where we used the fact that p # 0 in the support of X (p) and < dpp + >=< pp+ >=0 for p # 0.
Substituting (A6.109) and (A6.110) into (A6.107), we get

Hi’l(p;k1,k2,k3,k4 -p)
D.(p)
+ X (k1 — ka)g- (ka)G2 (k) [< Vi, 40 410010 1y >T — (A6.111)

ol . D_(k; — ko) N
T T I+ T
—vy < 1/)k17+71/)k27+7pk17k2,+ >0 Vo Dy (ki — ko) ¢k1,+’¢kz,+’pk1*k2f >

~ 1 -
G4 (k1. ko, ks, kq) = g,(k4)m ZXM(D)
P
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We now put k; = k;, see (A6.91). Since |k; — ko| = 27", Xar(k; — k2) = 0, hence we get

Hi’l(P;Rhf{z’f{s,h -p)
D4 (p)

~. _  _  _  _ _ 1 B
Gi(kl,kg,kg, k4) =g— (k4)m Z XM(p) (A6112)
P

Remark. (A6.112) says that the last line of equation (A6.89) can be written as a functional integral very
similar to the one for Gi except that the interaction V' (A6.2) is replaced by V+T1 — v Ty —v_T_; we will
evaluate it via a multiscale integration procedure similar to the one for Gi, and in the expansion additional
running coupling constants will appear; the expansion is convergent again if such new running couplings will
remain small uniformly in the infrared cutoff.

A6.7. The calculation of é‘j_(l_q,l_(g,l_(g,l_q) is done via a multiscale expansion; we shall concentrate on
the differences with respect to that described in §A6.4, due to the presence in the potential of the terms

Ty (v) and Ty (¢). -
At each step we will write the effective potential W as:

A - J . 5J (€] . »J J 5J
NVG.T) _ (~M*E, /sz,ch,j (dyld)e VO V2B (2 DT KD @ 6.0) (46.113)

where V) and B((bj ) are defined as in §A6.4, while
KD, ¢,0) = VD () + W (0, ,.) , (A6.114)

with Dy )(w[h’_”) the sum over the terms containing exactly one J field and no ¢ fields and Wj(g ) the rest
(not involved in the construction of Gy (ki, ks, k3, k4)).
The iterative construction of (A6.113) is defined through the analogue of (A6.69):

e_Vu—l) (mw[h,j—n%gqb (mw[h,j—ll)JrKu—l) (w[}L,j—117¢7J)_L@Ej _

o . . . , , . , , A6.115
_ /PZ. 1 fﬁl(dw(j))e,vm(\/ﬂ[wwny—uwm]ﬁ%(\/ﬂ[w[hw:—luﬂpuq)ﬂan([w[hw:—luﬂb(n]) ( )
I

3

Note that in (A6.113) we chose not to rescale the fields in KU (1, ¢, .J).
In order to define the action of £ over f/y )(w[h*’”), let us first consider in detail the first step of the
iterative integration procedure, the integration of the field 1(?). We write

Vi) = Vi@ 4 VBT Vi@ Ve (46.16)

where D&;li + f{g;

1; is the sum of the terms in which the field z/AJl'—:rp _ appearing in the definition of T} (¢))
or Ty (v) is contracted, f{g;li and 9&;1% denoting the sum over the terms of this type containing a Ty or a

T, vertex, respectively; 17(];11) + 175212) is the sum of the other terms, that is those where the field 1&1{ o
is an external field, the index ¢ = 1,2 having the same meaning as before. o

Note that the condition (A6.91) on the external momenta k; forbids the presence of vertices of type ¢, if
h < 0, as we shall suppose. Hence, all graphs contributing to f/((]_l) have, besides the external field of type
J, an odd number of external fields of type .

Let us consider first Dﬁ;li, we shall still distinguish different group of terms, those where both fields z/AJl‘: i

and 1/;1:71, 4 are contracted, those where only one among them is contracted and those where no one is
contracted.
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If no one of the fields z/;lj 4 and 1&1;p . is contracted, we can only have terms with at least four external
lines; for the properties of A7) see Appendix A7, at least one of the fields 1/;1J£+ and 1/3;+p 4 must be
contracted at scale h. If one of these terms has four external lines, hence it is marginal, it has the following
form

Ck,k—p)

/dPXM(p) Ali,pﬁ,Géo) (ks — )3 (ks — )i (ka)Ji, /dkT()U)k,#/fk Pt (A6.117)

where Géo) (k) is a suitable function which can be expressed as a sum of graphs with an odd number of
propagators, hence it vanishes at k = 0. This implies that Ggo) (0) = 0, so that we can regularize it without
introducing any running coupling.

Fi1c. 8. Graphical representation of (A6.117)

If both 1E;'+ and ¢;7p7+ in Ty (¢)) are contracted, we get terms of the form

WY (kas ke, k)i (ka) Ji, [T 05 (A6.118)

i=1

where n is an odd integer. We want to define an R operation for such terms. There is apparently a problem,
as the R operation involves derivatives and in W (=1 appears the function A0 of the form (A7.5) and
the cutoff function ¥/(p), with support on momenta of size v"*. Hence one can worry about the derivatives
of the factor ¥as(p)pD+(p)~!. However, as the line of momentum k4 — p is necessarily at scale 0 (we are
considering terms in which it is contracted), then |p| > y~' —~" > v~1/2 (for |h| large enough), so that no
bad factors can be produced by the derivatives acting on ¥as(p)pD~ (p)~!. We can define the £ operation
in the usual way:

LWLV (ka ki, ko, ka) = WH(0,...,0)

B o o (A6.119)
LWL (ke) = Wi D(0) + kadi Wy~ (0)

Note that by parity the first term in the second equation of (A6. 119) is vanlshlng, this means that there are
only marginal terms. Note also that the local term proportional to Jk . 1/)k _ is such that the field 1/)k an
be contracted only at the last scale h; hence it does not have any influence on the integrations of all the
scales > h.

If only one among the fields z/;lj 4 and 1/}1;1)1 L inTy (1) is contracted, we note first that we cannot have
terms with two external lines (including jk4); in fact in such a case there is an external line with momentum
k4 with w = — and the other has w = +; this is however forbidden by global gauge invariance. Moreover, for
the same reasons as before, we do not have to worry about the derivatives of the factor ¥ (p)pD+(p)~ !,
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(=D (=1
W4 W2
Fi1c. 9. Graphical representation of 171414(71) and 171112(71).

related with the regularization procedure of the terms with four external lines, which have the form

/ A, e O -Gk g, Xar (kT = %)g 0 (kg — kT X))

[Ch,o(k_) — 1]D+(k_)g5r0) (k-l—) Uo(k+) } (A6120)

- (0) 1+ TR - _
Gy (k" ki, ks — kT +k ){ Dk — k) Dk — k)

or the similar one with the roles of k™ and k= exchanged.

F1G. 10. Graphical representation of a single addend in (A6.120).

The two terms in (A6.120) must be treated differently, as concerns the regularization procedure. The first
term is such that one of the external lines is associated with the operator [C, 0(k™) — 1]D4 (k™) D4 (p)~ .
We define R = 1 for such terms; in fact, when the 1/)1:,7 . external line is contracted (and this can happen
only at scale h), the factor Dy (k=)D (p)~! produces an extra factor ¥ in the bound, with respect to the
dimensional one. This claim simply follows by the observation that |[D;(p)] > 1—~"! as p=k" —k~ and
kt is at scale 0, while k™, as we said, is at scale h. This factor has the effect that all the marginal terms
in the tree path connecting vy with the end-point to which is associated the T} vertex acquires negative
dimension.

The second term in (A6.120) can be regularized as above, by subtracting the value of the kernel computed

at zero external momenta, i.e. for k~ = ks = k; = 0. Note that such local part is given by
k™)
dic s (k)30 (1) GO (1 0, —ket) 0K, A6.121
/ XM( )97 ( ) 4 ( tg) )D+(k+) ) ( )

and there is no singularity associated with the factor Dy (k*)~!, thanks to the support on scale 0 of the
propagator g@ (k™).
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A similar (but simpler) analysis holds for the terms contributing to 128;2, which contain a vertex of type T

or T_ and are of order Av4. Now, the only thing to analyze carefully is the possible singularities associated

with the factors Ya(p) and pD.(p)~!. However, since in these terms the field 1/3;:4_“_ is contracted,

|p| > v~ 1/2, for |h| large enough, a property already used before; hence the regularization procedure can
not, produce bad dimensional bounds.

We will define Z_1 and ;\,1, so that
LS+ V@) = [x,lzgﬁ;hv—”(whf”) +EaUp D (k)| g (ka) g, (46.122)
where we used the definition

_hi , 1 o _
F il = ) > D IR T 6 (ke — ko + ks — k) - (A6.123)
ki ko k3:C; ) (ki) >0

Note that the fields in the monomial F/{h’j] (=g (1_(4)j1;4 associated to the coupling A_; have no con-
straint on the transferred momentum, in particular transferred momenta |p| < O(y") are allowed: this
deeply distinguish the term associated to A_; from a term like T’y (¢)) in (A6.106): the transferred momen-
tum associated to the fields in 7' (¥) has instead a lower cutoff ~ "

Let us consider now the terms contributing to l_/ﬁll) , that is those where z/AJl'—:rp is not contracted and there
is a vertex of type T7.

Besides the term of order 0 in A and v4, equal to T (@[J[h’_”), there are the terms containing at least one
vertex \; among these terms, the only marginal ones (those requiring a regularization) have four external
lines (including jk4), since the oddness of the propagator does not allow tadpoles. These terms are of the
form

Z/dPXM 1/;k+w/dk+1/)k+_p SO g (ka)Jg, | K —p) + BV (kT K - p)ay g

(A6.124)
where F( 1) and Fl( . are defined as in (A6.47); they represent the terms in which both or only one of the
fields in 5pp1+, respectively, are contracted. Both contributions to the r.h.s. of (A6.124) are dimensionally

marginal; however, the regularization of Fl(:rl) is trivial, as the latter is of the form (A6.55) or the similar
one, obtained exchanging k* with k—.

2+w

Fic. 11. Graphical representation of (A6.124)

As already discussed above, by the oddness of the propagator in the momentum, Gf) (0) = 0, hence we can
regularize such term without introducing any local term; the action of R on it is defined to be the identity.
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Moreover, F‘;;lgb satisfies the symmetry properties (A6.51)—(A6.52), so that, defining the action of £ on

F‘;;lgb as in (A6.53), we get

- _ D_(p) 3
1 3,+ 1 _ 3,
£F2)+7+ - Z—l 5 LF27+)_ - mz_l 9 (A6125)

where Zif and Zil_ are suitable real constants. Hence the local part of the marginal term (A6.124) is, by
definition, equal to
e I (A A A (T (A6.126)

Let us finally consider the terms contributing to 17(];12) , that is those where z/AJl'—:rp is not contracted and
there is a vertex of type Ty or T_. If even this vertex is not contracted, we get a contribution similar to
(A6.126), with vy in place of Zili Among the terms with at least one vertex A, there is, as before, no term
with two external lines; hence the only marginal terms have four external lines and can be written in the
form

- AL A N D_
[ vt ohica- o) [t i i [ GL0 = p) v P RGO ci — p)

(A6.127)
By using the symmetry property D, (k) = iwD,,(k*) discussed in the lines above (A6.50), it is easy to show
that GEB),UJ(O, 0) = 0. Hence, if we regularize (A6.127) by subtracting GL(U%(O, 0) to C?fuozb(k*,kJr - p), we
still get a local term of the form (A6.126).
By collecting all the local term, we can write

LV + V@) = vy T @) v T ) (46.128)
_ 3w (0)
where v_1,, = v, + Z°) + G&,.(0,0). Hence
VD @) = 1y () vy T () oy T ()

+ Az BN ) 2 T D ()| g () i, + R @)

(A6.129)

where D§j}%)(1/1[h7*1]) is the sum of all irrelevant terms linear in the external field J.

Remark. Note that, as already commented after (A6.123), the structure of the field monomials associ-
ated to A_7 and to v_1,+ respectively are deeply different, because of the presence of the cutoff function
Y in the definition of T (¢)»~1). This implies that the coupling constant A_; cannot be included in the
definition of v_; y and is really a different marginal coupling.

A6.8. We now consider the integration of the higher scales. The integration of the field 1(~1) is done
in a similar way; we shall call 17572)(¢[h’_2}) the sum over all terms linear in J. As before, the condition
(A6.91) on the external momenta k; forbids the presence of vertices of type ¢, if h < —1, as we shall suppose.

The main difference is that there is no contribution obtained by contracting both field variables belonging
to dp in T1 (1)) at scale —1, because of (A7.2). It is instead possible to get marginal terms with four external
lines (two is impossible), such that one of these fields is contracted at scale —1. However, in this case, the
second field variable will be necessarily contracted at scale h, so that we can put R = 1 for such terms. In
fact, after the integration of the last scale field, an extra factor v~(~1=") comes out from a bound similar to
that described after (A6.120). Such factor has the effect of automatically regularize these terms, and even
the terms containing them as subgraphs.
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The terms with a T} vertex, such that the field variables belonging to dp are not contracted, can be treated
as in §A6.7, hence do not need a regularization.

It follows that, if the irrelevant part ]7&}” were absent in the r.h.s. of (A6.129), then the regularization
procedure would not produce any local term proportional to F' )[\h’71
a T vertex.

It is easy to see that all other terms containing a vertex of type 77 or Ty can be treated as in §A6.7.

Moreover, the support properties of §_(k4) immediately implies that it is not possible to produce a graph

] (y!h=2]), starting from a graph containing

contributing to 17((]_2), containing the Z_; vertex. Hence, in order to complete the analysis of 17((]_2), we still
have to consider the marginal terms containing the A_1 vertex, for which we simply apply the localization
procedure defined in (A6.119). We shall define two new constants A_o and Z_5, so that A_5(Z_3)? is the
coefficient of the local term proportional to F[h —4 (w[h =2, while 2_,Z_ 21/1 [h 2HD (k4)g (1_(4)j1;4 denotes
the sum of all local terms with two external hnes produced in the second 1ntegrat10n step.

The above procedure can be iterated up to scale h+ 1, without any important difference. In particular, for
all marginal terms (necessarily with four external lines) such that one of the field variables belonging to dp
in T1 () is contracted at scale i > j, we put R = 1. We can do that, because, in this case, the second field
variable belonging to §p has to be contracted at scale h, so that an extra factor y~(~") (coming out from
a discussion similar to that following (A6.120)) has the effect of automatically regularize their contribution
to the tree expansion of é‘j_ (k1,ko, k3, ky) (that it similar to that descibed in Chapter 5, with the obvious
modifications induced by the presence of new kind of vertices and of a different definition of the £ operator).

Note that, as in the case j = —1, there is no problem connected with the presence of the factors x(p) and
D_(p)D4(p)~'. In fact, if the field 7,/;13:4_“_ appearing in the definition of T4 () or T4 () is contracted
on scale j, each momentum derivative related with the regularization procedure produces the right v—7
dimensional factor, since p is of order 4/ and the derivatives of (p) are different from 0 only for momenta
of order v". If, on the contrary, the field 1/3;:4_“_ is not contracted, then the renormalization procedure is
tuned so that y(p) and D_(p)D4 (p)~ ! are not affected by the regularization procedure.

At step —j, we get an expression of the form

V7 @) = T @) 4 T (09 vy T (1) 4

o (A6.130)
+ | N2 B W Z Zbp D (k) | g (ka) Ji, + V3 g Y)

where f/f} (11 is thought as a convergent tree expansion (under the hypothesis that Ay, is small enough).
Since Z_1 = 1, this expression is in agreement with (A6.129).
The expansion of Gi (k1, ko, ks, ky) is obtained by building all possible graphs with four external lines,

which contain one term taken from the expansion of Vgh)(dj(h)), two terms from B((bh) and an arbitrary num-

ber of terms taken from the effective potential V") (1)(")). One of the external lines is associated with the
free propagator g_ (ky), the other three are associated with propagators of scale h and momenta k;, i = 1,2, 3.

Remark. With respect to the expansion for Gi, there are three additional quartic running coupling con-
stants, v; y,v;_ and A;. Note that they are all O()\), despite of the fact that the interaction T; has a
coupling O(1); this is a crucial property, which follows from the discussion above, implying that either T} is
contracted at scale 0, or it gives no contribution to the running coupling constants. At a first sight, it seems
that now we have a problem more difficult than the initial one; we started from the expansion for Gi, which
is convergent if the running coupling A; is small, and we have reduced the problem to that of controlling the
flow of four running coupling constants, v ;, vj—, Aj, )\ However, we will see that, under the hypothesis
A, < €1, also the flow of Vj+, Vj,—, )\j is bounded. In fact one can use the counterterms v, v_ (this is the
reason why we introduced them) to impose that v ;,v; _ are decreasing and vanishing at j = h; moreover it
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can be verified that the beta functions for 5\j and ); are identical up to exponentially decaying O(y™) terms.

A6.9. Now we will describe the flow of the new effective constants v, ,, S\j and Z;.

First, let us consider v;+. Note that the definitions of the previous sections imply that there is no
contribution to v; 4+, coming from trees with a special endpoint of type X or Z. Then the contributions to
v;+ either contain a constant vy +, k > j, or an endpoint of type T4, that mustbe on scale 0. Then, by
inductively suppose that the size of v 4, k > j is exponentially small, and using the short memory property,
one can show that v; 1 is exponentially small, that is |v; +| < cApy?7, for some constants ¢, > 0. The
formal proof can be done using a fixed point argument, following step by step the analogous analysis used
to prove that (A6.70) admits as a solution an exponentially decreasing sequence.

Let us now focus on :\j. We start noting that the beta function equation for A; can be written as

7. \2

N1 = ( J 1> N+ B+ 6 (A6.131)
Zj_g

where 3; is the sum over the local parts of the trees with at least two endpoints and no endpoint of scale

index 0, while ﬁj(-o) is the similar sum over the trees with at least one endpoint of scale index 0.
On the other hand we can write

2
Aot = (2‘2) N+ B+ B0 + B+ 5 (46.132)
where:

1) Bj is the sum over the local parts of the trees with at least two endpoints, no endpoint of scale index 0
and one special endpoint of type A

2) BJ(-O) + BJ(-T) is the sum over the trees with at least one endpoint of scale index 0; BJ(-O) and BJ(-T) are,
respectively, the sum over the trees with the special endpoint of type Xor Th.

3) BJ(-U) is the sum over the trees with at least two endpoints, whose special endpoint is of type T.

A crucial role in the proof has the following Lemma.

LEMMA A6.1 Let a = S\h/)\h; then if N\, is small enough, there exists a constant ¢, independent of \,
such that |a| < ¢ and
A —aN| <y, h+1<i< 1. (A6.133)

PROOF - The main point is the remark that there is a one to one correspondence between the trees
contributing to 3; and the trees contributing to BJ—. In fact the trees contributing to Bj have only endpoints
of type A, besides the special endpoint v* of type :\, and the external field with w = — and ¢ = — has to
belong to P,~. It follows that we can associate uniquely with any tree contributing to Bj a tree contributing
to B3;, by simply substituting the special endpoint with a normal endpoint, without changing any label. This
correspondence is surjective, since we have imposed the condition that the trees contributing to Bj and 3;
do not have endpoints of scale index 0. Hence, we can write

. 2 - _ —1 3
(?_;) - 1] (A —aX) + 85— aB; =D Bk —ak) (A6.134)
j— Py

where, thanks to the “short memory property” and the fact that Z;_1/Z;_» =1+ 0(5\?), the constants 3 ;
satisfy the bound |3;,;| < CX\;4??U~9 with ¥ > 0.
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Among the four last terms in the r.h.s. of (A6.132), the only one depending on the 5\j is BJ(-O), which can
be written in the form

-1
A =3"85 (A6.135)

the 5 being constants which satisfy the bound | ﬁ; ;| < OX\y*9 ] since they are related to trees with an
endpomt of scale index 0. For the same reasons, we have the bounds |5J(-T)| < ONy?93, |ﬁj0)| < C)\f 293,

Finally, by using the exponential decay of the v; ,,, we see that |B§V)| < Cj\j Ay 2
We now choose « so that

A —ad, =0, (A6.136)
and we put
LL‘jZ/\j—OZ)\j , h+1<53<-1. (A6137)
We can write
-1 | -1 }
Tii =T+ Y Zﬁj z;vz-l-Zﬁjl:cl—i-a)\)—i—ﬁ + 3% —ap?| . (46.138)
J'=y =5

On the other hand, the condition (A6.136) implies that

-1

r—1 = — Z Z 6j iT; + Z 6] 3 Il + OZA ) + 6(T) + 6 ®) aﬂ(O) ) (A6139)

Jj'=h+1 |i=j’ =3’
so that, if h +1 < j < —1, the z; satisfy the equation

j -1 -1
zi== 3 Y Brawi+ 3 By +an) + BT + 5 —ap®| (A6.140)

J'=h+1 |i=j’ i=j’
We want to show that equation (A6.140) has a unique solution satisfying the bound
;] < co(L+ [alAn) Ay, (A6.141)

for a suitable constant cg, independent of h, if A, is small enough. Hence we introduce the Banach space
My of sequences x = {z;,h+1 < j < —1} with norm ||g||19déj sup; |z |y =%\, ! and look for a fixed point of
the operator T : My — My defined by the r.h.s. of (A6.140). By using the bounds on the various constants
appearing in the definition of T, we can easily prove that there are two constants ¢; and cz, such that

i -1
(Tz);| < i dn(1+ |a| )y + cadn Z Z AP =D g4 (A6.142)
§'=h+1i=j'

Hence, if we take co = Mcy, M > 2, and )\, small enough, the ball B, of radius co(1 + |a|A,) in My is
invariant under the action of T. On the other hand, under the same condition, T is a contraction in all y;
in fact, if z, 2’ € My, then, if \j, is small enough,

-1

((Tz); — (Tz');| < caX? ||z — 2| Z ZWU —Dy% < 5llz - z'|[Any? (A6.143)
j'=h+1i=j’

—_
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It follows, by the contraction principle, that there is a unique fixed point in the ball 2B ,;, for any M > 2,
hence a unique fixed point in My, satisfying the condition (A6.141) with ¢ = 2¢1.

To complete the proof, we have to show that o can be bounded uniformly in h. In order to do that, we
insert in the Lh.s. of (A6.139) the definition of x_; and we bound the r.h.s. by using (A6.141) and (A6.142);
we get

A1 — 1| < eshn + calal X2, (A6.144)

for some constants ¢z and ¢4. Since [A_1| > ¢s|A], A_1 < ¢g|A| and A, < 2|A| by the inductive hypothesis,
we have
|Oé/\71| < |/\71| + c3Ap + C4|Oé|)\;2L = |Oé| < (CG + 2c3 + 2C4|a|)\h)/05 , (A6145)

so that, |a| < 2(cs + 2c3)/cs, if deahn < cs. ]

We want now to discuss the properties of the constants Z;, h < j < —1, by comparing them with the
constants z;, which are involved in the renormalization of the free measure, see (A6.64). There is a tree
expansion for the z;, which can be written as

5 =B+8", (A46.146)

where 3; is the sum over the trees without endpoints of scale index 0, while ﬁj(-o) is the sum of the others,

satisfying the bound |6J(-0)| < CA\24%. The tree expansion of the Z; can be written as
Z=Fi+ 5]@ + 5]@ , (A6.147)

where Bj is the sum over the trees without endpoints of scale index +1, such that the special endpoint is

of type A, BJ(U) is the sum over the trees whose special endpoint is of type T4, and BJ(O) is the sum over the
trees with at least an endpoint of scale index 0.
Since there is no tree contributing to ﬁj(o) without at least one A or A endpoint and since all trees con-

tributing to it satisfy the “short memory property”, by using Lemma A6.1 (which implies that |5\J| < COM\y),
we get the bound | BJ(-O)| < CApy%. In a similar manner, by using the exponential decay of the constants
Vjw, we see that |5~](V)| < CON2AY3,

Let us now consider §; and §;. By an argument similar to that used in the proof of Lemma A6.1, we can
write

-1
Bi—aBi= > B\ —aX), (A6.148)
i=j+1
where « is defined as in Lemma A6.1 and |3; ;| < CA,y?%7. Hence, Lemma A6.1 implies that
% — az;] < CAy™ . (A6.149)
1

A6.10. In this section we conclude the bound for éi(kl, ko, ks, R4). If we consider the tree expansion for
éi, we realize that there are various classes of trees contributing to it, depending on the type of the special
endpoint. Let us consider first the family 75 of the trees with an endpoint of type A. These trees have the
same structure of those appearing in the expansion of Gi (k1,ko, ks, ky), except for the fact that the external
(renormalized) propagator of scale i and momentum k, is substituted with the free propagator §_(k4). It
follows, by using the bound \5\]| < C\yp, that a tree with n endpoint is bounded by (ijh)"Zh_lw_‘”‘, larger
for a factor Z; with respect to what we need.
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Let us now consider the family 7 of the trees with a special endpoint of type Z. Given a tree 7 € 73, we
can associate with it the class 7z ; of all 7/ € 75, obtained by 7 in the following way:
1) we substitute the endpoint v* of type X of 7 with an endpoint of type \;
2) we link the endpoint v* to an endpoint of type Z trough a renormalized propagator of scale h.
Note that 7z = Urc7; 7z » and that, if 7 has n endpoints, any 7' € Tz has n + 1 endpoints. Moreover,

since the value of ky has be chosen so that f;,(ks) = 1, g™ (ka) = Z; *,G— (kaq); hence it is easy to show that
the sum of the values of a tree 7 € 75, such the special endpoint has scale index j* + 1, and of all 7" € T3 ;
is obtained from the value of 7, by substituting A;« with

—1 -
> i=n %2
Zp1

Aje = Xje = Ay (A6.150)

see Fig. 12.

A

Fi1Gc. 12. The resummation of (A6.150).

On the other hand, (A6.149) and the bound Z; < y=CXid | see (5.22), imply that, if A, is small enough

1 1
S 1EiZ —aziZi| <Y CMyY Z; < Cy (A6.151)
j=h i=h

It follows, by using also the bound (A6.133), that

—1 —
—n2iZi| O\
Aj =a);- |1- 2yn % + O0w) (A6.152)
Zh-1 Zp
Moreover, since Z;_1 = Z;(1 + z;), for j € [-1,h], and Z_ =1, it is easy to check that
-1
=Y %Zi=1. (A6.153)
j=h
This identity, Lemma A6.1 and (A6.152) imply the bound
An
A <CZt (A6.154)
Zn

which gives us the “missing” Z, ! factor for the sum over the trees whose special endpoint is of type A or Z.
Let us now consider the family 7, of the trees with a special endpoint of type T. It is easy to see, by using
the exponential decay of the v, ,, and the “short memory property”, that the sum over the trees of this class
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with n > 0 normal endpoints is bounded, for \, small enough, by (ijh)"“Z;lv_‘lh Z;:lh 2;27219(h_j)
77 < (CA)" 12, 3y~ (A=Dh which is even better of our needs.

We still have to consider the family 77 of the trees with a special endpoint of type T7. There is first of all
the trivial tree, obtained by contracting all the 1 lines of T7 on scale h, but its value is 0, because of the
support properties of the function y(p). Let us now consider a tree 7 € 77 with n > 1 endpoints of type A.
If we call h,, = j1 + 1 the scale of the vertex T, then the dimensional bound of this tree differs from that
of a tree with n + 1 normal endpoints contributing to Gi(kl, ko, ks, R4) for the following reasons:

1) there is a factor Z; ' missing, because the external (renormalized) propagator of scale h and momentum
k, is substituted with the free propagator §_(ky);

2) there is a factor |)\J-1|Z2 missing, because there is no external field renormalization in the Ty (7))
contribution to VY (md1), see (A6.130);

3) there is a factor Z, ! missing, because the factor Z,_1 (k™) in the r.h.s. of (A7.16) can only be bounded
by a constant, because Zh_l(k_) is in general different from Zj,_; on the support of f().

It follows that the sum of the values of all trees 7 € 77 with n > 1 normal endpoints, if A, is small enough,
is bounded by (CAp)"y ™ Y20 _, Z;24200=i0) < (CXy )y~ 40 Z, 2.

By collecting all the previous bounds, we prove that the bound (A6.95) is satisfied in the case of H i’l

Remark. In T and in the Grassmannian monomials multiplying v; ;,v; —, an external line is always associ-
ated to a free propagator §_ (k4 ); this is due to the fact that, in deriving the Dyson equation, one extracts a
free propagator. Then in the bounds there is a Z;, missing (such propagator is not “dressed” in the multiscale
integration procedure), and at the end the crucial identity (A6.153) has to be used to “dress” the extracted
propagator carrying momentum ky.

A6.11. We finally describe the modifications to the discussion above needed to bound H 41
If we substitute, in the Lh.s. of (A6.103) Hi’l with H*' we can proceed in a similar way. By using
(A6.85), we get

. 1 _ _ h
~(ki) 5 > () Dy () HE (pika, ko, ks, ky — p) =
P

k
CRXD) iy s T
D_(p)

T
(p) <¢k djk P—’wkl +’1/}k2+’1/}k3+’1/}k4 pP,— > =

R 1
=g- k4 5ZXM _ﬂ;
—V/_gf(knLiﬁZxM( )iﬂ
)L

7

_Vfi-g k4 Lﬁ ZXM Z 7/)1( +¢k P, 7/)1(1 4+ 7/)1(2 4+ 7/)1(3 s 7/)1(4 p,— >T (A6-155)
Kk
We define G+ (k1, ko, ks, ky) as in (A6.104) with W replaced by W_ given by

W = log / P(d@)e*Tﬂ“’)*”iﬂ(¢)+”/—T*(1/’)37‘/(1/3)*2“) [t bt tmal

A6.156)
k k p (
Ty ( M2 ZXM M2 Z )

(7/)1( 7/)1( p,— )1/)1J(r4_p,_jk4g(k4) )
T4, T_ being defined as in (A6.106). By the analogues of (A6.111), (A6.112) we obtain

ﬁi’l(P; ki, ko, k3, ks — p)
D, (p) '

~ - = _ 1
4 _ . ~
Gi (kl,kg, k3, k4) =g— (k4)_M2 Ep XM(p (A6157)
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The calculation of CNJ‘i (Rl,RQ,Rg,R4) is done via a multiscale expansion essentially identical to the one of
G4 (kq, ko, ks, kq), by taking into account that §pp 4 has to be substituted with

v, = 113 > %‘;j)(&;_&k_p,_) - (46.158)
Let us consider the first step of the iterative integration procedure and let us call again 17§71)(¢[h’_1]) the
contribution to the effective potential of the terms linear in J. Let us now decompose D§_1)(¢[h’71]) as in
(A6.116) and let us consider the terms contributing to 17((];3(1/1[}“_1]). The analysis goes exactly as before
when no one or both the fields z/AJ;ri and ¢£7p77 of dpp,— are contracted. This is not true if only one
among the fields z/;lj _ and ¢£7p77 in Tx(¢)) is contracted, since in this case there are marginal terms with
two external lines, which before were absent. The terms with four external lines can be treated as before;
one has just to substitute D+(k*)gf) (k+) with D_(k~)g'” (k™) in the r.h.s. of (A6.120), but this has no
relevant consequence. The terms with two external lines have the form

[C0(ka) — 11D (k13" (k™) up(k™)
Dy (ks — k™) Dk -k) [
(A6.159)

where Ggo) (k_) is a smooth function of order 0 in A. However, the first term in the braces is equal to 0,
since |ky| = ~" implies that Cf, ;(k4) — 1 = 0. Hence the r.h.s. of (A6.159) is indeed of the form

/ Akt g (ka)Jg, X (K — k)G (k) {

ug(k™)

Dl Tk (A46.160)

[, o g (ke - k)61 ()

so that it can be regularized in the usual way.
The analysis of ]75;1% (¥!"=11) can be done exactly as before. Hence, we can define again A_; and Z_; as

in (A6.122), with A_; = O(\) and 2_; = O(1).
Let us consider now the terms contributing to 9&;11) , that is those where 1/311: __is not contracted and there
is a vertex of type T5. Again the only marginal terms have four external lines and have the form

S [ dprarto)i o [t 0, -0y,

D_(p) [.(-1) (1)
FﬂDkJr,k*—p +F (kT kT —p)o |
D+(p) |: 2,—, ( ) 1, ( ) > :|

(A6.161)

where we are using again a definition analogue to (A6.47). The analysis of the terms F 1(7__1)(k+, kT —p) is

identical to the one in §A6.7, while, the symmetry property of the propagator under the replacement k — k*
implies now that, if we define

Byl okt k) = ) [poAo,— ok k™) +p1Ai_o(kT, k)], (A6.162)
and )
Lhg= D (p) PoAo-2(0,0)+ i, 50,00, (46.163)
then D
LR =75 -(p) LR =73, (A6.164)

"' Di(p)
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where Zifr and Zil_ are the same real constants appearing in (A6.125). Hence, the local part of the marginal
term (A6.161) is, by definition, equal to

i (A A A (T (46.165)

The analysis of 175212) can be done exactly as before, so that we can write for 17((]71) an expression similar to
(A6.129), with T ()" ~1)) in place of Ty (y!">~1) and v/, . in place of v_1 4.

The integration of higher scales proceed as in §A6.8. In fact, the only real difference we found in the
integration of the first scale was in the calculation of the O(1) terms contributing to Z_1, but these terms are
absent in the case of Z;, j < —2, because the second term in the expression analogous to (A6.159), obtained
by contracting on scale j < 0 only one of the fields of dpp, —, is exactly zero. Also in this case, the constants
v/, can be chosen again so that the an exponentially decaying bound is satisfied even by the constants Véw.

In the analysis of the constants 5\j and Z; there is only one difference, concerning the bound (A6.149),
which has to be substituted with Z_; — az_; < C, in the case j = —1, but it is easy to see that this has
no effect on the bound (A6.154). It follows that the final considerations of §A6.10 stay unchanged and we
get for Gt (k1, ko, ks, ky) a bound similar to that proved for (N?i(kl, ko, ks, ky), so ending the proof of the
bound (A6.95).
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Appendix A7. The properties of D,(p)~*C,(k,k — p).
In this Appendix we describe and collect a number of properties of the operator D, (p)~*C,(k,k — p),

useful in the analysis of the correction identities. We follow the analogue discussion in section §4.2 of [BM3].
Let us consider the quantity

ADD (kK7 =

_ 1 L[ A0 [ H0) &) 1 k)
~ Zi-1Zj—1 Do (p) Dw(kJr){ o / }_ [ _fi(k+):|}7

where p = kT — k™. The above quantity appears in the expansion for IA{QJ when both the fields of Tx ,, are
contracted. Note first that
AUD(kY k™ )=0, if0>ij>h, (A7.2)

since xn.0(k*) =1, if h <4,7 < 0. We will see that this property plays a crucial role; it says that, contrary
to what happens for G*>!, at least one of the two fermionic lines connected to J must have scale 0 or h.

In the the cases in which A (k™,k™) is not identically equal to 0, since AGD kT, k™) = A (k—, k™),
we can restrict the analysis to the case ¢ > j.

1) If i = j =0, (A7.1) can be rewritten as

o

where up(k) is a C°° function such that

o if k| <1
vo(k) = { 1= folk) if 1< k] (47.4)
We want to show that
SOkt k) + pS) (kT k)
ACO et ) = —P__gO) g+ ) = P20t wll® 0 ) AT5
A= DS ) D. () o)
where Sg?g(k*, k™) are smooth functions such that

07+ 87 Sk k)| < Cony o (A7.6)

if 9" denotes a generic derivative of order m with respect to the variables k and C), is a suitable constant,
depending on m.

The proof of (A7.5) is trivial if p is bounded away from 0, for example |p| > 1/2. It is sufficient to
remark that ASJO’O) (kT,k™), by the compact support properties of fo(k), is a smooth function and put
Sﬁ% = A0, 552)1 =wAPO I |p| < 1/2, we can use the identity

Fyua(k+
ADYTKT) = ‘52§t+§5f1<{k)> (AT.7)
Lokt —t , ug (kT , fo(k™ '
o W”‘ P 5 k-
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from which (A7.6) follows.

2)Ifi=0and h <j <0, we get

O) (1t -y — _ L fi(k ™ Juo(kt) ‘ 1 So(k™)un(k™)
A e ) = = D IDu ) T " Z ) Dup) D) (47.8)
where . f|k| \
i >
“h(k):{l—fh<k) TR (47.9)

If j < —1, the first term in the r.h.s. of (A7.8) vanishes for |p| < 1 — 7}, since ug(k*) # 0 implies that
k| > 1, so that |[k=| = [kt —p|>1— (1 —+"') =~ and, as a consequence, f;(k~) = 0. Analogously,
the second term in the r.h.s. of (A7.8) vanishes for |p| < 1 — v~ — 4" since fo(k*) # 0 implies that
[k*| > 1—~71, sothat [k~ | > +" and, as a consequence, uy(k~) = 0. On the other hand, if j = —1, because
fo1(k)ug(k) = 0, we can write

1
I kt —tp
ok Fa (k) = —un(k) p [ de P ). (A7.10)
o |kt —tp|
It follows that p
ALkt k™) = Skt k™), AT7.11
(e 1c) = 580 1) (AT11)
where Sﬁf 2(k+, k™) are smooth functions such that
s ali) 7—47‘(1+mj)
10700, 5.1 (kT k)| < Cggmy, =———, h<j<0. (A7.12)
’ Zj-1(k™)
3)Ifi=j=h we get
A&h’h) (k+7 k—) _ 1 _ 1~
Du(p) Zp_1(k+) Zn_1(k™)
R U (A7.13)
Ja(&un(k™)  un(k™)falk”)

D, (kt) D, (k™)

Since this expression can appear only at the last integration step, it is not involved in any regularization
procedure. Hence we only need its size for values of p of order 4" or larger. It is easy to see that

—2h
|A£}h7h)(k+,k_)| < E _ b _ , if |p| > M'yh . (A7.14)
MZh_l(k+)Zh_1(k_)
HIfj=h<i< -1, we get
. + -
Ag’h)(k-’_,k_): _ 1 fl(k )uh(k ) (A715)

Zn-1(k™)Zi—1 Du(p)Du(kt)

which satisfies the bound

. if [p| > MA" . (A7.16)
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Appendix A8. Proof of Lemma 7.3
Proceeding as in Chapter 6, we first solve the equations for Z;, and ﬁlgf) parametrically in = = {Wh}hgh;-
If 75| < ¢|AJy(P/2(=h1) the first two assumptions of (7.14) easily follow. Now we will construct a sequence
« such that |7p,| < c|/\|fy(19/2)(h*h1‘) and satisfying the flow equation 7,1 = Y7, + 82 (7, . .. ,wh;).

A8.1. Tree expansion for 8. B can be expressed as sum over tree diagrams, similar to those used in
§5.5. The main difference is that they have vertices on scales k between h and +2. The vertices on scales
hy > hi +1 are associated to the truncated expectations (3.30); the vertices on scale h, = h} are associated

to truncated expectations w.r.t. the propagators gff;,’f,}j; the vertices on scale h, < h} are associated to

truncated expectations w.r.t. the propagators gﬁ’fi}jl). Moreover the end-points on scale > hi 4+ 1 are
associated to the couplings Aj, or vy, as in §5.5; the end-points on scales h < h} are necessarily associated

to the couplings mp,.

A8.2. Bounds on 3. The non vanishing trees contributing to 4" must have at least one vertex on scale
> hi: in fact the diagrams depending only on the vertices of type 7 are vanishing (they are chains, so they
are vanishing, because of the compact support property of the propagator). This means that, by the short

memory property: |5 < ¢|Ajy?h—"1),

AB8.3. Fizing the counterterm. We now proceed as in Chapter 6 but the analysis here is easier, because
no A end-points can appear and the bound |3"| < ¢/A]y?("="1) holds. As in Chapter 6, we can formally
consider the flow equation up to h = —oo, even if h} is a finite integer. This is because the beta function is
independent of ﬁz,(f), k < h} and admits bounds uniform in A. If we want to fix the counterterm Th: in such
a way that m_o, = 0, we must have, for any h < h3:

7Th=—Z’ykihilﬁﬁ(ﬂ'k,...,ﬁhf). (A8.1)
k<h

Let 9 be the space of sequences 7 = {T_no, . . . , Thr } such that || < c| Ay~ @/A(h=h1)  We look for a fixed
point of the operator T : M — M defined as:

(Tm)n = — Y _ A" (s sy (48.2)
k<h
Using that 8¥ is independent from m,(f) and the bound on the beta function, choosing A small enough and

proceeding as in the proof of Theorem 6.1, we find that T is a contraction on I, so that we find a unique
fixed point, and the first of (7.16) follows.

A8.4. The flows of Zp, and ﬁ@f). Once that 7y, is fixed via the iterative procedure of §A8.3, we can study
in more detail the flows of Z; and ﬁ@f) given by (7.10). Note that z;, and s, can be again expressed as a
sum over tree diagrams and, as discussed for 8", see §A8.2, any non vanishing diagram must have at least
one vertex on scale > hj. Then, by the short memory property, see §5.11, we have z;, = O(szﬁ(h’hi)) and

Sp = O()\ﬁlgf)*yﬂ(h*hi)) and, repeating the proof of Lemma 6.1, we find the second and third of (7.16).

A8.5.The Lipshitz property (7.17). Clearly, The (X 01, ) — 75 (A, 0, 1}) can be expressed via a tree ex-
pansion similar to the one discussed above; in the trees with non vanishing value, there is either a difference
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of propagators at scale h > h} with couplings oy, pu, and oy, 1}, giving in the dimensional bounds an extra
factor O(|oy, — o}, |y™") or O(Jun — wj|y~"); or a difference of propagators at scale h < h} (computed by

3

definition at ﬁ’Lgf) = 0) with the “corrections” a¥,c, associated to o1, u1 or of, 4}, giving in the dimensional
bounds an extra factor O(Joy — o}|) or O(|pr1 — pi])- Then,

§C|)\| Z ,ykfhi‘fll

k<h:

o o
[Z <|Uh hO'h|+ |:uh hﬂh|>+ Z (|0’1—O’i|+|,u1—,u/1|):|,

h>h v v k<h<h}

‘ﬂ-hi‘ ()‘7 01, Ml) - T‘—h’{ ()\; 0-17//1)
(A48.3)

from which, using (6.21) and (6.22), we easily get (7.17).
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Appendix A9. Independence from boundary conditions.
In this Appendix we prove that the limit limp; oo 57z log Z}77* considered in §7.5 is independent of the
boundary conditions 71, 72, in particular we prove that there exist a constants C, ¢ > 0 such that
'—'Yl V2

< CemeM"™ : (A9.1)

‘ log —=£
Ear
where we recall that =, is the partition function with antiperiodic boundary conditions in all directions
and h} is the scale introduced in §7.4. Note that, if 42 > 0, as we are assuming, the propagator ¢(<!) of
the 9 field has a mass 0(7’13 ). The analysis of this Appendix is based on the analogue analysis in Appendix
G of [M].
By using the construction and the definitions in §3.2-83.3, we can write

log 2107 = / PO (™, dy )PP (dp®) | dy@))erV @0 (A9.2)

where P are defined as in (4.28) with P, (dv) in the Lh.s. of (4.28) replaced by P(dt) and the ,~boundary
conditions replacing the antiperiodic ones.

Proceeding as in Chapter 4 and 5, we see that log= can be written as sum of terms of the form
DN Wi, s (X1, .., Xy ), With x; varying in [— 4, 1\24] [—2L, 2] and the W are truncated expectations
for which a Pfaffian expansion like (4.14) holds. Note that W (xy,...,x,) is periodic with period M in any of
its coordinates, for any 1, v2; this follows from the fact that there is an even number of 1, x fields associated

to any x;. Moreover W(xy,...,X,) is translation invariant, so that we can fix one variable to the origin 0,

'—"717’72

for instance x1:

Z Wiime (X1, .00, Xy) = Z W42 (0,X2, .. Xy) . (A9.3)

. EE . . . .
We can write y .~ Was) | WAL s, W,owhere 30 s over the coordinates x; varying in

[ MYy MM and > x, W is the rest. Then Y 0" W is O(e‘”hz M) "as in W there is surely a

101 101 Ly Xon
chain of propagators exponentially decaying connecting the point 0 with a point outside [~ 2L, 2] [ 2L M)

1074
On the other hand in Z;l W we can use the Poisson summation formula, stating that

7 Z FO2T 0T = 3 fnan) (1) (49.4)

nez

')xn

40 41

where f is any smooth 27-periodic function and o = 0, 1. From (A9.4) we find, if ga,, ,(x) is the propagator
corresponding to P, (dypD), dxD)):

Irur oy (X)X = y) = D (€)) ()0 g(x — y + nM) ¥
nez? (A9.5)
Yox—y)+6g,,(x—y)

where g(x) = limps o0 ga,,,, (%), independen of boundary conditions. Note that the only dependence on
boundary conditions in the r.h.s. of (A9.5) is in §g,,(x —y) and it holds, if |z — y| < &, |zo — yo| < &

8g(x —y)| < Cemex"3M (A9.6)

with a proper constant co. Hence all the terms in Zil ..x, W with at least a dg(x — y) are exponentially
bounded, while the part with only g(x —y) is independent from boundary conditions (and it cancels in the
expansion for log(2;"* /E ). This proves (A9.1).



132 UNIVERSALITY AND NON—UNIVERSALITY IN THE ASHKIN—TELLER MODEL

Acknowledgments

I would like to thank Prof. J. L. Lebowitz for his nice invitations to visit Rutgers University in the last two
years. Part of the work I presented here was done in the stimulating atmosphere of Rutgers University.

Vorrei ringraziare il Prof. G. Gallavotti e il Prof. G. Benfatto per la fiducia, la disponibilita’ e 'interesse
con cui mi hanno seguito in questi anni.

Ringrazio il Prof. G. Gentile e il Prof. F. Bonetto, con i quali ho collaborato durante tutto il corso del
Dottorato, e che hanno contribuito moltissimo alla mia formazione scientifica.

Un particolare ringraziamento va infine al Prof. V. Mastropietro: gli ultimi tre anni di stretta collaborazione
con lui sono stati per me importantissimi. Senza le sue idee ed il suo fondamentale contributo non sarebbe
stato possibile realizzare questo lavoro.



[BM1]
[BM2]
[BM3]
[BMW]
[Ba]
[Bag2]
[Bad]

[Bak]

REFERENCES 133

References

J. Ashkin, E. Teller: Statistics of T'wo-Dimensional Lattices with Four Components. Phys. Rev.
64, 178-184 (1943).

M. Aizenman: Translation invariance and instability of phase coexistence in the two dimensional
Ising system, Comm. Math. Phys. 73, 83-94 (1980)

M. Aizenman: Geometric analysis of ¢* fields and Ising models. I, II. Comm. Math. Phys. 86
1-48 (1982)

G. Benfatto, G. Gallavotti: Renormalization group. Physics notes 1, Princeton University Press
1995).

E}. Be)nfatto, G. Gallavotti: Perturbation Theory of the Fermi Surface in Quantum Liquid. A
General Quasiparticle Formalism and One-Dimensional Systems. J. Stat. Phys. 59, 541-664
1990).

E}. Be)nfatto, G. Gallavotti, A. Procacci, B. Scoppola: Beta function and Schwinger functions for

a Many Fermions System in One Dimension. Comm. Math. Phys. 160, 93-171 (1994).
G. Benfatto, V.Mastropietro: Renormalization group, hidden symmetries and approximate Ward

identities in the XY Z model. Rev. Math. Phys. 13 (2001), no. 11, 1323-143; and Comm. Math.
Phys. 231, 97-134 (2002)
G. Benfatto, V. Mastropietro: Ward identities and Chiral anomaly in the Luttinger liquid, cond-

mat /0409049
G. Benfatto, V. Mastropietro: Ward Identities and Vanishing of the Beta Function for d = 1

Interacting Fermi Systems, Jour. Stat. Phys. 115, 143-184 (2004)
G. Benfatto, V. Mastropietro: On the density—density critical indices in interacting Fermi systems,

Comm. Math. Phys. 231, 97-134 (2002)
E. Barouch, B. M. McCoy, T. T. Wu: Zero-Field Susceptibility of the Two-Dimensional Ising

Model near Tc, Phys. Rev. Lett. 31, 1409-1411 (1973)
R. J. Baxter: Phys.Rev. Lett. 26 (1971) 832; Phys. Rev. Lett. 26 (1971) 834; Ann. Phys. 70

(1972) 193, 323; (with M.N. Barber) J. Phys. C 6 (1973) 2913; J. Stat. Phys. 15 (1976) 485; .J.

Stat. Phys. 17 (1977) 1
R. Baxter, Exactly solved models in statistical mechanics, Academic Press (1982)

M. Badehdah, S. Bekhechi, A. Benyoussef, M. Touzani: Finite-size-scaling study of the anisotropic
spin-% Ashkin—Teller model, Physica B 291, 394-399 (2000)

P. Bak, P. Kleban, W. N. Unertl, J. Ochab, G. Akinci, N. C. Bartelt, T. L. Einstein: Phase Diagram
of Selenium Adsorbed on the Ni(100) Surface: A Physical Realization of the Ashkin-Teller Model,
Phys. Rev. Lett. 54, 1539-1542 (1985)

N. C. Bartelt, T. L. Einstein, L. T. Wille: Phase diagram and critical properties of a two-
dimensional lattice-gas model of oxygen ordering in YBasCusO, Phys. Rev. B 40, 10759 (1989)
C. G. Bezerra, A. M. Mariz, J. M. de Araujo, F. A. da Costa: The anisotropic Ashkin-Teller
model: a Renormalization Group study, Physica A 292, 429-436 (2001)

S. Bekhechi, A. Benyoussef, A. Elkenz, B. Ettaki, M. Loulidi: Phase transitions in the anisotropic
Ashkin—Teller model, Physica A 264, 503-514 (1999)

G. Benfatto, V. Mastropietro: Ward identities and Dyson equations in interacting Fermi systems.
To appear on J. Stat. Phys.

F. Bonetto, V. Mastropietro: Beta function and Anomaly of the Fermi Surface for a d=1 System
of interacting Fermions in a Periodic Potential. Comm. Math. Phys. 172, 57-93 (1995).

C. G. Callan: Broken Scale Invariance in Scalar Field Theory, Phys. Rev. D 2, 1541-1547 (1970)
R. L. Dobrushin: Gibbsian Random Fields for lattice systems with pairwise interactions, Func.
Anal. and Appl. 2, 292-301 (1968)



134 UNIVERSALITY AND NON—UNIVERSALITY IN THE ASHKIN—TELLER MODEL

[DJ]

[DL]

[DM]

[DR]

[F]
[FKG]

[F]
(Gl
[G1]

[GM]

C. Di Castro, G. Jona—Lasinio: On the Microscopic Foundation of Scaling Laws, Phys. Lett. 29A,

322-323 (1969)
IE Dzyaloshinski, A. I. Larkin: Correlation functions for a one-dimensional Fermi system with

long-range interaction (Tomonaga model), Zh. Eksp. Teor. Fiz. 65,411 (1973) [Sov. Phys. JETP

38, 202-208 (1974)]
C. Di Castro, W. Metzner: Ward identities and the beta function in the Luttinger liquid, Phys.

Rev. Lett. 67, 3852-3855 (1991); Conservation laws and correlation functions in the Luttinger

liquid, Phys. Rev. B 47, 1610716123 (1993)
E. Domany, E. K. Riedel: Phase Transitions in Two-Dimensional Systems Phys. Rev. Lett. 40,

561-564 (1978)
C. Fan, On critical properties of the Ashkin-Teller model, Phis. Lett., 6, 136-136 (1972)

C. M. Fortuin, P. W. Kasteleyn, J. Ginibre: Correlation inequalities on some partially ordered
sets, Comm. Math. Phys. 22, 89-104 (1971)
J. Froelich: On the triviality of A\¢% theories and the approach to the critical point in (d > 4)

dimensions, Nucl. Phys. 200B, 281-296 (1981)
A. Giuliani: Gruppo di rinormalizzazione per un sistema di fermioni interagenti in due dimensioni,

Diploma thesis, Roma 2001.
G. Gallavotti: Renormalization theory and Ultraviolet stability via Renormalization Group meth-

ods, Rev. Mod. Phys. 57, 471-569 (1985)
G. Gentile, V. Mastropietro: Renormalization group for one-dimensional fermions. A review on

mathematical results. Phys. Rep. 352 (2001), no. 4-6, 273-43
A. Giuliani, V. Mastropietro: Anomalous universality in the anisotropic Ashkin—Teller model,

cond-mat /0404701, to appear on Comm. Math. Phys.
A. Giuliani, V. Mastropietro: Anomalous critical exponents in the anisotropic Ashkin—Teller

model, cond-mat/0409550, to appear on Phys. Rev. Lett.
G. Gallavotti, S. Miracle-Sole’: Correlation functions of a lattice system, Comm. Math. Phys. 7,

271-288 (1968)
G. Gallavotti, F. Nicolo’: Renormalization theory for four dimensional scalar fields, I and II.

Comm. Math. Phys. 100, 545-590 (1985); and Comm. Math. Phys. 101, 1-36 (1985)
G. Gentile, B. Scoppola: Renormalization Group and the ultraviolet problem in the Luttinger

model. Comm. Math. Phys. 154, 153-179 (1993).
R. B. Griffiths: Correlations in Ising ferromagnets, I, Jour. Math. Phys. 8, 478-483 (1967)

C. Hurst, New approach to the Ising problem, J.Math. Phys. 7,2, 305-310 (1966)
Y. Higuchi: On the absence of non traslationally invariant Gibbs states for the two dimensional
Ising system, in Random Fields, ed. J. Fritz, J.L.Lebowitz, D. Szaz, North Holland, Amsterdam

(1981)
C. Itzykson, J. Drouffe, ” Statistical field theory: 1,” Cambridge Univ. Press, 1989.

B. Kaufman, L: Onsager: Cristal statistics. III. Short range order in a binary Ising lattice, Phys.

Rev 76, 1244-1252 (1949)
L. P. Kadanoff, F. J. Wegner, Phys. Rev. B 4, 3989-3993 (1971)

M. Kac, J. C. Ward: A Combinatorial Solution of the Two-Dimensional Ising Model, Phys. Rev.

88, 1332-1337 (1952)
B. Kaufman: Cristal statistics. II. Partition function evaluation by spinor analysis, Phys. Rev 76,

1232-1243 (1949)
P. W. Kasteleyn, Dimer Statistics and phase transitions, J. Math.Phys. 4, 287 (1963)

L. Kadanoff: Scaling Laws for Ising Models Near Tc¢, L.P. Kadanoff, Physics 2 263 (1966)
L. Kadanoff: Correlations along a line in the two-dimensional Ising model, Phys. Rev. 188,

859-863 (1969)

L. P. Kadanoff, Connections between the Critical Behavior of the Planar Model and That of the
Eight-Vertex Model. Phys. Rev. Lett. 39, 903-905 (1977)

E. H. Lieb: Exact solution of the problem of entropy of two-dimensional ice, Phys. Rev. Lett., 18,
692-694, (1967); The residual entropy of square ice, Phys. Rev. 162, 162-172 (1967)



REFERENCES 135

E. H. Lieb: Exact Solution of the F Model of an Antiferroelectric, Phys. Rev. Lett. 18, 10461048
1967

%). H.)Lieb: Exact Solution of the Two-Dimensional Slater KDP Model of a Ferroelectric, Phys.
Rev. Lett. 19, 108-110 (1967)

A. Luther, I. Peschel. Calculations of critical exponents in two dimension from quantum field
theory in one dimension. Phys. Rev. B 12, 3908-3917 (1975)

E. H. Lieb, F. Y. Wu: Two Dimensional Ferroelectric Models, in Phase Transitions and Critical

Phenomena, edited by C. Domb and M. Green (Academic, 1972), Vol. 1, p. 331-490

A. Lesniewski: Effective action for the Yukawa 2 quantum field Theory. Comm. Math. Phys.
108, 437-467 (1987).

J. L. Lebowitz: GHS and other inequalities, Comm. Math. Phys. 28, 313-321 (1974)

V. Mastropietro: Ising models with four spin interaction at criticality, Comm. Math. Phys 244,
595-642 (2004)

D. Mattis, E. Lieb: Exact solution of a many fermion system and its associated boson field. J.

Math. Phys. 6, 304-312 (1965).
B. McCoy, T. Wu, The two-dimensional Ising model, Harvard Univ. Press, 1973.

E. Montroll, R. Potts, J.Ward. Correlation and spontaneous magnetization of the two dimensional
Ising model. J. Math. Phys. 4,308 (1963)

M. P. M. den Nijs: Derivation of extended scaling relations between critical exponents in two
dimensional models from the one dimensional Luttinger model, Phys. Rev. B, 23, 11 (1981)

6111-6125
L. Onsager: Critical statistics. A two dimensional model with an order-disorder transition. Phys.

Rev., 56, 117-149 (1944)

A. M. M. Pruisken, A. C. Brown. Universality fot the critical lines of the eight vertex, Ashkin-
Teller and Gaussian models, Phys. Rev. B, 23, 3 (1981) 1459-1468

H. Pinson, T. Spencer: Universality in 2D critical Ising model, unpublished.

R. Peierls: On Ising’s model of ferromagnetism. Proceedings of the Cambridge Philosophical Society
32, 477-481 (1936).

J. Polchinski: Renormalization group and effective Lagragians, Nuc. Phys. B231, 269-295 (1984)
D. Ruelle: Correlation functions of classical gases, Annals of Physics 25, 109-120 (1963)

D. Ruelle: Statistical Mechanics, Benjamin, New York (1969)

L. Russo: The infinite cluster method in the two dimensional Ising model, Comm. Math. Phys.
67, 251-266 (1979)

S. Samuel: The use of anticommuting variable integrals in statistical mechanics”, J. Math. Phys.
21 (1980) 2806

T. D. Schultz, D. Mattis, E. H. Lieb: Two-dimensional Ising model as a soluble problem of many
fermions, Rev. Mod. Phys. 36 856-871 (1964)

J. Solyom: The Fermi gas model of one-dimensional conductors, Adv. Phys. 28, 201-303 (1979)
T. Spencer: A mathematical approach to universality in two dimensions. Physica A 279, 250-259
2000).

](3. Su‘zherland: Exact Solution of a Two-Dimensional Model for Hydrogen-Bonded Crystals, Phys.
Rev. Lett. 19, 103-104 (1967); Two-Dimensional Hydrogen Bonded Crystals, J. Math. Phys. 11,
3183-3186 (1970)

K. Symanzik: Small distance behaviour in field theory and power counting, Comm. Math. Phys.
18 227-246 (1970)

C. A. Tracy, B. M. McCoy: Neutron Scattering and the Correlation Functions of the Ising Model
near Tc, Phys. Rev. Lett. 31, 1500-1504 (1973)

F. J. Wegner: Duality relation between the Ashkin-Teller and the eight-vertex model, J. Phys. C,
5,L131-L132 (1972)

K. G. Wilson: Renormalization Group and Critical Phenomena. 1. Renormalization Group and
The Kadanoff Scaling Picture, Phys. Rev. B4, 3174 (1971)



136 UNIVERSALITY AND NON—UNIVERSALITY IN THE ASHKIN—TELLER MODEL

[W2]
[WF]
(WL

[WMTB]

K. G. Wilson: Renormalization Group and Critical Phenomena. 2. Phase Space Cell Analysis of

Critical Behavior, Phys. Rev. B4, 3184 (1971)
K. G. Wilson, M. E. Fisher: Critical exponents in 3.99 dimensions, Phys. Rev. Lett. 28, 240-243

(1972)
F.Y. Wu, K. Y. Lin: Two phase transitions in the Ashkinh-Teller model. J. Phys. C, 5, L181-L184

(1974).
T. T. Wu, B. M. McCoy, C. A. Tracy, E. Barouch: Spin-spin correlation functions for the two-

dimensional Ising model: Exact theory in the scaling region, Phys. Rev. B 13, 316-374 (1976)
F. W. Wu: The Ising model with four spin interaction. Phys. Rev. B 4, 2312-2314 (1971).

C. N. Yang: The spontaneous magnetization of a two—dimensional Ising model, Phys. Rev. 85,

808-816 (1952)
J. Zinn Justin: Quantum field theory and critical phenomena (Oxford University Press, 2002)



