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1. Introduction.

Two dimensional classical spin systems play a very special role in statistical mechanics, in providing the

simplest non trivial examples of systems undergoing a phase transition.

The first of these model to be extensively studied was the Ising model, [Pe][O][Ka49][KO][Ya] whose im-

portance relies in the fact that it first gave firm and quantitative indications that a microscopic short range

interaction can produce phase transitions which deeply differ from that described by mean field approxima-

tion.

In the Ising model many detailed informations about the microscopic structure of the phases in the low

or high temperature regime can be obtained by perturbative techniques (cluster expansion [Ru63][GM68][D]

[Ru69]), by correlation inequalities [Gr][FKG][Le74] and by probabilistic methods (e.g. the “infinite cluster”

method [Ru79][Ai80][Hi]) and some of the critical properties can be deduced by combination of the previous

techniques together with the use of “infrared bounds” [Fr][Ai82]. However, most of the results about the

behaviour of thermodynamic functions near the critical temperature rely on the exact solution, first obtained

by Onsager and after him reproduced in many different independent ways [KO][KWa][SML][H][S].

The Ising model in zero magnetic field is solvable in a very strong sense: it can be exactly mapped into a

system of free fermions [SML][H][S] and, as a consequence, not only one can calculate the free energy and

the magnetization, but exact formulae for many important spin correlation functions can be derived, and

the asymptotic behaviour for large distances of some of them can be exactly computed 1. For istance the

energy–energy correlation functions can be computed, as well as the asymptotic behaviour of the spin–spin

correlation function [MPW][BMW][TM][WMTB][MW] and of some multi–spin correlation functions, when

we let the relative distances of the positions of the spins diverge in some special way and directions (e.g. along

the same horizontal line [Ka69]).

These results allow to calculate the critical exponents, as defined in the usual scaling theory of critical

phenomena, and to verify that, even if the scaling laws are all satisfied, as expected, the 2D Ising model

exponents are different from those expected from Curie–Weiss theory: one says that the Ising model belongs

to a different universality class.

The development of Renormalization Group [Ka66][DJ][C][Sy][W1][W2] [WF], starting from the end of the

60’s, clarified the concept of universality class, and gave a fundamental explanation to the fenomenological

expectation that different models, even describing completely different physical situations, could show the

same critical behaviour, in the sense that their critical exponents are the same (if one suitably identifies

the corresponding thermodynamic functions in the two systems). In the context of statistical mechanics, it

became clear that two systems, with the same symmetries and with interactions differing only by irrelevant

terms have correlation functions that, at the critical point, show the same asymptotic behaviour in the limit

of large distances; that is the two systems have the same critical exponents.

Independently from Renormalization Group, and approximatively at the same time, a new important

branch of statistical mechanics arose, that of exactly solvable models, for a review see [Ba82]. In this

context, and more specifically in that of 2D spin systems, many explicit examples were constructed of new

and unexpected universality classes, different from Ising’s. We refer in particular to two dimensional 6 vertex

1 It must be stressed that these informations cannot be trivially derived from the exact expression of the free energy, and hard

work together with amazing algebraic cancellations are needed for the computation of the asymptotics of correlation functions,

even for the “simple” spin–spin correlation function along the same horizontal line, see [MW].
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(6V) and 8 vertex (8V) models 2. The class of 6V models includes the ice model, first solved by Lieb [L1], the

F–model and the KDP–model, solved in rapid succession after the ice–model exact solution [L2][L3][Su]; see

[LW] for a review on the 6V models. The Lieb’s solution was a breakthrough in statistical mechanics, both

because first showed the existence of exactly solvable models other than Ising itself, and because concretely

showed the existence of many new universality classes different from Ising’s in the context of 2D spin systems.

The latter point was of great importance for the development of the theory of critical phenomena: in fact

at the time of the solution of the ice model the universality theory of critical point singularity was not yet

developed in its final form. So, when Renormalization Group approach arose around 1969, the 6V models

appeared as a counterexample to the universality that Renormalization Group was supposed to predict:

depending on the specific choices of the energies assigned to the different vertex configurations one could

find different values for the critical exponents.

This fact, not well understood at the beginning by a fundamental point of view, was dismissed by the

theoretical physics community on the grounds that the 6V models are spin model “with constraints” (see

footnote 2), that is too pathological to be well described by the universality theory of critical phenomena.

However the deep meaning of Lieb’s counterexamples was made clear by Baxter’s exact solution of the

8V model, contained in a series of papers from 1971 to 1977 [Ba]3: it made clear to everybody that the

6V models could not be considered as pathological counterexamples. As remarked in footnote 2, 8V models

are genuine short range Ising models with finite interaction and one can for instance consider a path in the

parameters space continuously linking two 6V models defined by different choices of the energies associated

with the vertex configurations. The remarkable result following by the 8V solution is that along this path the

8V critical exponents change continuously, and continuously connect those of the two different 6V models.

This observation was crucial and led to a much better understanding of the theories that were put forward

to explain critical phenomena, first among all Renormalization Group itself. In modern language the solution

of the above “paradoxes” relies on the fact that the 6V and 8V models with different choices of parame-

ters differ by marginal terms: however this fact is not appearent in the original spin variable, and in order

to realize this one has to reformulate all this models as suitable field theory models (that is not an easy task).

Even if many important informations about the thermodynamics of vertex models can be found from their

exact solution, these models are exactly solvable in a sense much weaker than that of Ising.

The 6V models are solvable by Bethe ansatz, that is by assuming that the eigenvector of the transfer

matrix with largest eigenvalue is a linear combination of plane waves; and calculating the coefficients of the

linear combination by solving a (complicated) integral equation. This allows to find an exact expression for

the free energy f(β,E), as a function of the temperature β−1 and of an external electric field E (so that

by computing the derivatives of f w.r.t. E one can study the critical behaviour of the electric response

function); but nothing can be said about more complicated correlation functions, it is not even possible to

write formal expression for them.

The solution of the 8V model is even more involved and sophisticated and is based on a reformulation

of the problem of calculating the free energy into the problem of solving a set of coupled elliptic integral

equations (the so called Yang–Baxter triangle–star equations). Also in this case it is not possible to find

2 The vertex models are defined by associating a direction to each of the bonds linking the sites of a 2D lattice; and by allowig

only a few configurations of the arrows entering or exiting a lattice site. In the 6V (8V) models only 6 (8) different configuration

are allowed at each site, and different energies are assigned to each allowed configuration. The 8V model can be easily mapped

into 2D spin models, described by two Ising layers, coupled by a 4 spin interaction. The 6V models can be obtained from the

spin description of 8V by letting the coupling constants tending to infinity in some specific way (they can be considered as Ising

models “with constraints”).
3 Baxter’s solution represents one of the major achievements of mathematical physics in the 1970’s: it introduced for the first

time in theoretical physics the use of triangle–star equations and of corner transfer matrix, which are nowadays fundamental

tools for the study of quantum groups and integrable systems.
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(even formal) expressions for generic correlation functions, but only the free energy as a function of some

thermodynamic parameters can be calculated, so that only informations about special low order correlation

functions can be obtained.

Relying the solutions of 6V and 8V on the explicit analytic solution of special integral equations, it is not

surprising that even small and apparently harmless modifications (from the Renormalization Group point

of view) of these models completely destroy their integrability. Also, the exact solutions do not give any

information about the thermodynamic behaviour of systems obtained as small perturbations of 6V and 8V.

On the other hand one can hope that many relevant properties of the integrable models are quite robust

under perturbations. Indeed, on the basis of operator algebra and scaling theory, it was conjectured since

a long time that a universality property holds for Ising, in the sense that by adding to it, for instance, a

next to nearest neighbor interaction, the critical indexes remain unchanged. A similar universality property

was conjectured for the 8V model. By scaling theory arguments, Kadanoff [Ka77] found evidence that 8V

is in the same class of universality of the Ashkin–Teller model 4, in the sense that the critical exponents are

the same, if one suitably identifies the coupling constants. Further evidence for this conclusion was given

in [PB], by second order Renormalization Group, and in [LP][N], by a heuristic mapping of both the 8V

and the Ashkin–Teller models into the massive Luttinger model, a not integrable model describing massive

interacting fermions on the continuum in 1+1 dimensions.

As suggested by the previous discussion, the natural method to relate non–integrable models to integrable

ones is given by Renormalization Group (RG). This was realized long ago, but the main open problem in this

context was to implement RG in a rigorous way; and, even at a heuristic level, to understand in a detailed

and quantitative way from the RG point of view how the crossovers between the different universality classes

are realized, when one let continuously vary the strength of the coupling constants defining the interaction

among spins.

In this dissertation we want to describe a constructive method for studying thermodynamic and correla-

tion functions at the critical point for a wide class of two dimensional classical spin systems, obtained as

perturbations of the Ising model, including the next to nearest neighbor Ising, the 8V model and Ashkin–

Teller. The method was first introduced in [PS] and [M] and is based on an exact mapping of the spin model

into a model of interacting spinless fermions in 1+1 dimensions and on the implementation of constructive

fermionic Renormalization Group methods for the construction of the effective potential and of the correla-

tion functions. The constructive fermionic Renormalization Group methods we apply were developed by the

Roma’s school in the last decade [BG1][BGPS][BoM][GS][BM] and are technically based on the so–called

functional renormalization group, developed in the 1980’s starting from [Po] [GN], see [G1][BG] for reviews.

We will apply the method to the analysis of the critical behaviour of the specific heat Cv in the Ashkin–

Teller model and we will rigorously prove an old conjecture by Baxter and Kadanoff about the critical

behaviour of Ashkin–Teller (AT), in correspondence of different choices of the parameters defining the model

(the inter–layer interaction λ and the anisotropy J (1) − J (2), see (1.1)). We shall study in detail how the

crossover between the different universality classes is realized when we let J (1) − J (2) → 0 and how the

location of the critical points is renormalized by the interaction λ, in the region of small λ.

1.1.The Ashkin–Teller model.

The Ashkin–Teller model [AT] was introduced as a generalization of the Ising model to a four component

system; in each site of a bidimensional lattice there is a spin which can take four values, and only nearest

neighbor spins interact. The model can be also considered a generalization of the four state Potts model to

which it reduces for a suitable choice of the parameters.

4 Ashkin–Teller (AT) is defined as a pair of Ising layers coupled via a four spin plaquette interaction, different from that of 8V;

AT is not integrable and, in correspondence of some special choices of its parameters, it reduces to Ising and to the 4–states

Potts model.
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A very convenient representation of the Ashkin–Teller model is in terms of Ising spins [F]: given a square

sublattice ΛM ⊂ Z
2 of side M , one associates at each site x ∈ ΛM two kinds of Ising spins, σ

(1)
x , σ

(2)
x ,

assuming two possible values ±1. The AT Hamiltonian is assumed to be:

HAT
ΛM = −

∑

<x,y>∈ΛM

[
J (1)σ(1)

x σ(1)
y + J (2)σ(2)

x σ(2)
y + λσ(1)

x σ(1)
y σ(2)

x σ(2)
y

]
≡
∑

x∈ΛM

HAT
x , (1.1)

where x,y are nearest neighbor sites and the last identity is a definition for HAT
x . Periodic boundary con-

ditions will be assumed throughout the work.

The case in which the two Ising subsystems are identical J (1) = J (2) is called isotropic, the opposite case

anisotropic.

When the coupling λ is = 0, Ashkin–Teller (AT) reduces to two independent Ising models and it has of

course two critical temperatures if J (1) 6= J (2).

When J (1) = J (2) = λ, AT reduces to the four states Potts model.

We shall study the case J (i) > 0, i = 1, 2, that is the case in which the two Ising subsystems are ferromagnetic.

AT is a model for a number of 2d magnetic compounds: for instance layers of atoms and molecules

adsorbed on clean surfaces, like selenium on nichel, molecular oxygen on graphite, atomic oxygen on tungsten;

and layers of oxygen atoms in the basal Cu–O plane of some cuprates, like YBa2Cu3Oz, are believed to

constitute physical realizations of the AT model [DR][Bak][Bar]. Theoretical results on AT can give detailed

informations on the critical behaviour and the phase diagrams of such systems, which can be experimentally

measured by means of electron diffraction techniques.

Also, as explained in previous section, the importance of AT is in providing a conceptual laboratory in

which the higly non trivial phenomenon of phase transitions can be understood quantitatively in a relatively

manegeable model; in particular it has attracted great theoretical interest because is a simple and non trivial

generalization of the Ising and four-state Potts models, showing a rich variety of critical behaviours, depend-

ing on the choices of the parameters J (i) and λ in (1.1). AT is not exactly solvable, except in the trivial

λ = 0 case, and it has great theoretical interest to develop techniques that, without any use of exact solutions,

could allow to understand the AT critical behaviour. In fact exact solutions are quite rare and generally

peculiar of low dimensions, while RG methods are expected to work in much more general situations: then

it is important to refine RG tecniques in a simple but non trivial playground, as that offered by AT.

The thermodynamic behaviour of the anisotropic AT model is not well understood even at a heuristic

level. What is “known” is mainly based on conjectures, suggested by scaling theory, and on numerics.

A first conjecture, proposed by Wu and Lin [WL], concerns the critical points: from the symmetries of the

model, it is expected that AT, even in the interacting case (i.e. λ 6= 0), has two critical temperatures for

J (1) 6= J (2) which coincide at the isotropic point J (1) = J (2). However nothing has been proposed about the

location of the critical points, even at a conjectural level.

Kadanoff [Ka77] and Baxter [Ba82] conjectured that the critical properties in the anisotropic and in the

isotropic case are completely different; in the first case the critical behaviour should be described in terms

of universal critical indices (identical to those of the 2D Ising model) while in the isotropic case the critical

behaviour should be nonuniversal and described in terms of indexes which are non trivial functions of λ.

In other words, the AT model should exhibit a universal–nonuniversal crossover when the isotropic point is

reached.

The general anisotropic case was studied numerically by Migdal–Kadanoff Renormalization Group [DR],

Mean Field Approximation and Monte Carlo [Be], real–space Renormalization Group [Bez] Transfer Matrix

Finite–Size–Scaling [Bad]; such results give evidence of the fact that, far away from the isotropic point, AT

has two critical points and belongs to the same universality class of the Ising model but give essentially no

informations on the critical behaviour when the anisotropy is small. The problem of how the crossover from
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universal to nonuniversal behaviour is realized in the isotropic limit remained for years completely unsolved,

even at a heuristic level.

1.2. Results.

Our main results concern the analytical properties of the free energy in an interval of temperatures around

the critical temperatures; and the critical behaviour of the specific heat. These thermodynamic quantities

are defined in the usual way: if β is the inverse temperature, the partition function at finite volume is:

ΞΛM
def
=

∑

σ
(1)

ΛM
, σ

(2)

ΛM

e−βH
AT
ΛM , (1.2)

where σ
(i)
ΛM
≡ {σ(i)

x |x ∈ ΛM}; correspondingly, the free energy and the specific heat are defined as:

f = − 1

β
lim
M→∞

1

M2
log ΞΛM , Cv = lim

M→∞

β2

M2

∑

x,y∈ΛM

< HAT
x HAT

y >ΛM ,T , (1.3)

where < · >ΛM ,T denotes the truncated expectation w.r.t. the Gibbs distribution with Hamiltonian (1.1).

We find convenient to introduce the variables

t =
t(1) + t(2)

2
, u =

t(1) − t(2)
2

(1.4)

with t(j) = tanhβJ (j), j = 1, 2. The parameter t has the role of a reduced temperature and u measures

the anisotropy of the system. We shall consider the free energy or the specific heat as functions of t, u, λ.

When λ = 0 the model (1.1) reduces to a pair of decoupled Ising models and the specific heat Cv can be

immediately computed from the Ising model exact solution; the system admits two critical points, defined

by

tanhβJ (i) =
√

2− 1, i = 1, 2 , (1.5)

or, in terms of the parameters t, u defined in (1.4):

t±c =
√

2− 1± |u| . (1.6)

As it is well–known from Ising’s exact solution, near the two critical temperatures the specific heat shows a

logarithmic divergence: Cv ' −C log |t− t±c |, where C > 0.

Consider now the λ 6= 0 case. If the anisotropy is strong the two Ising subsystems have very different critical

temperatures: so, if the temperature of the coupled system is near to the critical temperature of one of the

Ising subsystems, one can expect that AT is essentially equivalent to a single critical Ising model, perturbed

by a small “random noise”, produced by the non–critical fluctuations of the second Ising subsystem; in

such a case one expects that the effect of the coupling is at most that of changing the value of the critical

temperatures [PS]5. On the other hand if the anisotropy is small the two system will become critical almost

at the same temperature and the properties of the system could change drastically.

5 Note that, because of the structure of the Hamiltonian (1.1) (in which the interaction has the form of a product of bond

interactions), this heuristic picture applies both to the case the non critical Ising model is well inside the paramagnetic phase

and to the case it is well inside the magnetized phase: in both cases, if the system 2 is the system far from criticality, we can

rewrite σ
(2)
x

as σ
(2)
x

= m∗
2 + δσ

(2)
x

, where m∗
2 is the (unperturbed) magnetization of system 2, and δσ

(2)
x

is the field associated

with the non critical fluctuations of σ
(2)
x

around its average value; one can then expect that the effect of the interaction of

system 1 with system 2 is just that of changing the coupling J (1) into an effective coupling J(1) + λ(m∗
2)2 + δJ , where δJ is a

small random noise, generated by the non-critical fluctuations of σ(2) around its average value. Since we shall assume J (1) to

be O(1), it makes no qualitative difference whether m∗
2 is vanishing or not.
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With the notations introduced above and calling D a sufficiently small O(1) interval (i.e. with amplitude

independent of λ) centered around
√

2− 1, we can express our main result as follows [GM1][GM2].

Theorem. There exists ε > 0 such that, if |λ| ≤ ε and t± u ∈ D, the AT model admits two critical points

of the form:

t±c (λ, u) =
√

2− 1 + ν(λ) ± |u|1+η(1 + δ(λ, u)) . (1.7)

Here ν and δ are O(λ) corrections and η = η(λ) = −bλ + O(λ2), b > 0, is an analytic function of λ. If

|λ| ≤ ε, t±u ∈ D and t 6= t±c , the free energy and the specific heat of the model are analytic in λ, t, u; in the

same region of parameters, the specific heat Cv can be written as:

Cv = F1∆
2ηc log

|t− t−c | · |t− t+c |
∆2

+ F2
1−∆2ηc

ηc
+ F3 , (1.8)

where: 2∆2 = (t− t−c )2 + (t− t+c )2; ηc = aλ+O(λ2), a 6= 0; and F1, F2, F3 are functions of t, u, λ, bounded

above and below by O(1) constants.

A first interesting result that can be read from the Theorem is that the location of the critical points is

dramatically changed by the interaction, see (1.7). The difference of the interacting critical temperatures

normalized with the free one G(λ, u) ≡ (t+c (λ, u)− t−c (λ, u))/(t+c (0, u)− t−c (0, u)) rescales with the anisotropy

parameter as a power law ∼ |u|η, and in the limit u→ 0 it vanishes or diverges, depending on the sign of λ

(this is because η = −bλ + O(λ2), with b > 0). In Fig. 1 we plot the qualitative behaviour of G(λ, u) as a

function of u, for two different values of λ (i.e. we plot the function uη, with η = 0.3,−0.3 respectively).

0 0.2 0.4 0.6u
0

2

4

G

Fig. 2. The behaviour of the difference G between the interacting critical temperatures normalized to the free

one, for two different values of λ; depending on the sign of the interaction, it diverges or vanishes in the isotropic

limit.

As far as we know, the existence of the critical index η(λ) was not known in the literature, even at a

heuristic level.



1. Introduction. 13

From (1.8) it follows that there is universality for the specific heat, in the sense that it diverges logarith-

mically at the critical points, as in the Ising model. However the coefficient of the log is anomalous: in fact

if t is near to one of the critical temperatures ∆ '
√

2|u|1+η so that the coefficient in front of the logarithm

behaves like ∼ |u|2(1+η)ηc , with ηc a new anomalous exponent O(λ); in particular it is vanishing or diverging

as u→ 0 depending on the sign of λ. We can say that the system shows an anomalous universality which is

a sort of new paradigmatic behaviour: the singularity at the critical points is described in terms of universal

critical indexes and nevertheless, in the isotropic limit u → 0, some quantities, like the difference of the

critical temperatures and the constant in front of the logarithm in the specific heat, scale with anomalous

critical indexes, and they vanish or diverge, depending on the sign of λ.

Eq(1.8) clarifies how the universality–nonuniversality crossover is realized as u→ 0. When u 6= 0 only the

first term in eq(1.8) can be log–singular in correspondence of the two critical points; however the logarithmic

term dominates on the second one only if t varies inside an extremely small region O(|u|1+ηe−c/|λ|) around the

critical points (here c is a positiveO(1) constant). Outside such region the power law behaviour corresponding

to the second addend dominates. When u→ 0 one recovers the power law decay first found by Mastropietro

[M] in the isotropic case:

Cv ' F2
1− |t− tc|2ηc

ηc
(1.9)

In Fig. 2 we plot the qualitative behaviour of Cv as a function of t. The three graphs are plots of eq(1.8),

with F1 = F2 = 1, F3 = 0, u = 0.01, η = ηc = 0.1, 0,−0.1 respectively; the central curve corresponds to the

case η = 0, the upper one to η < 0 and the lower to η > 0.

0.36 0.38 0.4 0.42 0.44 0.46
t

0

10

20

30

40

Cv

Fig. 2. The behaviour of the specific heat Cv for three different values of λ, showing the log–singularities

at the critical points; in the isotropic limit the two critical points tend to coincide, the lower curve becomes

continuous while the upper develops a power law divergence.

It now worths to make some technical remarks about the Theorem above.

The first is about the range of parameters where the Theorem holds. The key hypothesis for the validity

of the Theorem is the smallness of λ. When λ = 0 the critical points correspond to t ± u =
√

2− 1: hence

for simplicity we restrict t± u in a sufficiently small O(1) interval around
√

2− 1. A possible explicit choice

for D, convenient for our proof, could be D = [ 3(
√

2−1)
4 , 5(

√
2−1)
4 ]. We expect that our technique would allow

us to prove the above theorem, at the cost of a lengthier discussion, for any t(1), t(2) > 0: of course in that
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case we should distinguish different regions of parameters and treat in a different way the cases of low or

high temperature or the case of big anisotropy (i.e. the cases t <<
√

2− 1 or t >>
√

2− 1 or |u| >> 1).

The second remark is about the analyticity of the specific heat. It is claimed that Cv is analytic in λ, t, u

outside the critical line. However, this is not appearent from (1.8), because ∆ is non analytic in u at u = 0

(of course the bounded functions Fj are non analytic in u also, in a suitable way compensating the non

analyticity of ∆). We get to (1.8) by interpolating two different asymptotic behaviours of Cv in the regions

|t − tc| < 2|u|1+η and |t − tc| ≥ 2|u|1+η, where tc is the average point between t+c and t−c ; then, the non

analyticity of ∆ is introduced “by hands” by our estimates and it is not intrinsic for Cv. (1.8) is simply a

convenient way to describe the crossover between different critical behaviours of Cv.

Finally, it must be stressed that we do not study the free energy directly at t = t±c (λ, u), therefore in order

to show that t = t±c (λ, u) is a critical point we must study some thermodynamic property like the specific

heat by evaluating it at t 6= t±c (λ, u) and M =∞ and then verify that it has a singular behavior as t→ t±c .

The case t precisely equal to t±c cannot be discussed at the moment with our techniques, in spite of the

uniformity of our bounds as t → t±c . The reason is that we write the AT partition function as a sum of 16

different partition functions, differing for boundary terms. Our estimates on each single term are uniform up

to the critical point; however, in order to show that the free energy computed with one of the 16 terms is the

same as the complete free energy, we need to stay at t 6= t±c : in this case boundary terms are suppressed as

∼ e−κM |t−t±c |, κ > 0, as M →∞. If we stay exactly at the critical point cancellations between the 16 terms

can be present (as it is well known already from the Ising model exact solution [MW]) and we do not have

control on the behaviour of the free energy, as the infinite volume limit is approached. We believe that this is

a purely technical difficulty and that it could be solved by a more detailed analysis of the cancellations among

the different terms appearing in the Ising’s partition function. Another possibility to study AT directly at

the critical point would be to adapt our method to the case of open boundary conditions (where even in

the fermionic representation the free energy can be written as the logarithm of a single partition function).

The interest of studying the model directly at criticality is linked to the possibility of explicitly studying the

finite size corrections to the correlation functions and the approach to their conformal limit.

1.3. Outline of the proof.

The proof of the Theorem above is based on a multiscale analysis of the free energy and of the generating

function of the energy–energy correlation functions.

The first step to set up the Renormalization Group machinery is finding a convenient field theory which

gives an equivalent description of our spin system. We give a fermionic representation of the theory, following

the same strategy of [PS][M]. We start from the well known representation of the Ising model free energy

in terms of a sum of Pfaffians [MW] which can be equivalently written (see Ref. [ID][S]) as Grassmann

functional integrals, formally describing massive non interacting Majorana fermions ψ, ψ on a lattice with

action

∑

x

t

4

[
ψx(∂1 − i∂0)ψx + ψx(∂1 + i∂0)ψx − 2iψx(∂1 + ∂0)ψx

]
+ i(
√

2− 1− t)ψxψx , (1.10)

where ∂j are discrete derivatives; criticality corresponds to the massless case. If λ = 0 the free energy and

specific heat of the AT model can be written as sum of Grassmann integrals describing two kinds of Majorana

fields, with masses m(1) = t(1) −
√

2 + 1 and m(2) = t(2) −
√

2 + 1.

If λ 6= 0 again the free energy and the specific heat can be written as Grassmann integrals, but the

Majorana fields are interacting with a short range potential. By performing a suitable change of variables

[ID][PS][M] and integrating out the ultraviolet degrees of freedom, the effective action can be written as

Z1

∑

x,ω,α

[
ψ+
ω,x(∂1 − iω∂0)ψ

−
ω,x − iωσ1ψ

+
ω,xψ

−
−ω,x + iωµ1ψ

α
ω,xψ

α
−ω,−x + λ1ψ

+
1,xψ

−
1,xψ

+
−1,xψ

−
−1,x

]
+W1 (1.11)
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where α = ± is a creation–annihilation index and ω = ±1 is a quasi–particle index. σ1 and µ1 have the

role of two masses and it holds σ1 = O(t −
√

2 + 1) + O(λ), µ1 = O(u). W1 is a sum of monomials of ψ

of arbitrary order, with kernels which are analytic functions of λ1; analyticity is a very nontrivial property

obtained exploiting anticommutativity properties of Grassman variables via Gram inequality for determinants

[Le][BGPS]. The ψ± are Dirac fields, which are combinations of the Majorana variables ψ(j), ψ
(j)

, j = 1, 2,

associated with the two Ising subsystems.

One can compute the partition function by expanding the exponential of the action in Taylor series in

λ and naively integrating term by term the Grassmann monomials, using the Wick rule; however such a

procedure gives poor bounds for the coefficients of this series that, in the thermodynamic limit, can converge

only far from the critical points.

In order to study the critical behaviour of the system we perform a multiscale analysis involving non

trivial resummations of the perturbative series. The first step is to decompose the propagator ĝ(k) as

a sum of propagators more and more singular in the infrared region, labeled by an integer h ≤ 1, so

that ĝ(k) =
∑1
h=−∞ ĝ(h)(k), ĝ(h)(k) ∼ γ−h. We compute the Grassmann integrals defining the partition

function by iteratively integrating the propagators ĝ(1), ĝ(0), . . . After each integration step we rewrite the

partition function in a way similar to the last equation, with Zh, σh, µh, λh,Wh replacing Z1, σ1, µ1, λ1,W1,

in particular the masses σh±µh and the wave function renormalization Zh are modified through the iterative

scheme; the structure of the action is preserved because of symmetry properties; moreover Wh is shown to

be a sum of monomials of ψ of arbitrary order, with kernels decaying in real space on scale γ−h, which are

analytic functions of {λh, . . . , λ1}, if λk are small enough, k ≥ h, and |σk |γ−k, |µk|γ−k ≤ 1; again analyticity

follows from Gram–Hadamard type of bounds.

All the above construction is based on the crucial property that the effective interaction at each scale does

not increase: |λh| ≤ 2|λ|. This property is highly non trivial and at a first naive analysis it even seems

false. In fact the effective coupling constants λh obey a complicated set of recursive equations, whose right

hand side is called, as usual, the Beta function. The Beta function can be written as sum of two terms;

the first term is common to a wide class of models, including the Luttinger model, the Thirring model,

the Holstein–Hubbard model for spinless fermions, the Heisenberg XYZ spin chain, the 8 vertex model; the

other term is model dependent. The first term is dimensionally marginal, that is it tends to let the effective

coupling constants grow logarithmically. But, if one could show that it is exactly vanishing, than the flow of

the running coupling constants in all the above models could be controlled just by dimensional bounds, and

the expansion would be convergent; the observables would then be expressed by explicit convergent series

from which all the physical information can be extracted.

In the years two different strategies have been followed to prove the vanishing of the Beta function in the

above sense. The first one, proposed by Benfatto and Gallavotti [BG1] and proved in [BoM][BM2], consists

of an indirect argument, based on the fact that the first term of the Beta function (the one that is common to

the class of models listed above) is the same as that one obtaines from a multiscale analysis of the Luttinger

model, that is an exactly solvable model [ML]; by contradiction, one shows that the Beta function must be

vanishing, otherwise the correlation functions obtained by the multiscale integration would not coincide with

the correlations which can be exactly computed from Luttinger’s exact solution.

Very recently Benfatto and Mastropietro [BM1] proposed a new proof of the vanishing of the Beta function,

completely independent from any exact solution and based on a rigorous implementation of Ward identities.

Ward identities play a crucial role in Quantum Field Theory and Statistical Mechanics, as they allow to

prove cancellations in a non perturbative way. The advantage of reducing the analysis of Ashkin–Teller to a

fermionic model like that in (1.11) is that such model can be written as the sum of a term formally verifying

many symmetries which were not verified by AT, e.g. total gauge invariance symmetry ψ±
x,ω → e±iαxψ±

x,ω

and chiral gauge invariance ψ±
x,ω → e±iαx,ωψ±

x,ω; plus mass terms and higher order corrections which are

weighted by small constants. The first term has an associated beta function that is vanishing, as it can be
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proved through Ward identities following from its gauge invariance6; the second term produces summable

corrections to the Beta functions, which are specific of Ashkin–Teller. One says that the symmetries used

to prove the vanishing of the Beta function are hidden in the spin models, as they are not verifyied even at

a formal level; however they are exactly realized by a model that is “close”, in an RG sense, to Ashkin–Teller.

So, we use the argument of [BM1] together with a detailed analysis of the structure of the perturbative

expansion to prove that λh stays small under the multiscale integration. Once this is established, we show

that σh, µh, Zh, under the iterations, evolve as: σh ' σ1γ
b2λh, µh ' µ1γ

−b2λh, Zh ' γ−b1λ
2h, with b1, b2

explicitely computable in terms of a convergent power series.

We then perform the iterative integration described above up to a scale h∗
1 such that (|σh∗

1
|+ |µh∗

1
|)γ−h∗

1 =

O(1). For scales lower than h∗1 we return to the description in terms of the original Majorana fermions

ψ(1,≤h∗
1), ψ(2,≤h∗

1) associated with the two Ising subsystems. One of the two fields (say ψ(1,≤h∗
1)) is massive

on scale h∗1 (so that the Ising subsystem with j = 1 is “far from criticality” on the same scale); then we can

integrate the massive Majorana field ψ(1,≤h∗
1) without any further multiscale analysis, obtaining an effective

theory of a single Majorana field with mass |σh∗
1
| − |µh∗

1
|, which can be arbitrarly small; this is equivalent

to say that on scale h∗1 we have an effective description of the system as a single perturbed Ising model

with anomalous parameters near criticality. The integration of the scales ≤ h∗
1 is performed again by a

multiscale decomposition similar to the one just described; an important feature is however that there are no

more quartic marginal terms, because the anticommutativity of Grassmann variables forbids local quartic

monomials of a single Majorana fermion. This greatly simplifies the analysis of the flow of the effective

coupling constants, which is convergent, as it follows just by dimensional estimates. Criticality is found

when the effective mass on scale −∞ is vanishing; the values of t, u for which this happens are found by

solving a non trivial implicit function problem.

Technically it is an interesting feature of this problem that there are two regimes in which the system must

be described in terms of different fields: a first one in which the natural variables are Dirac Grassmann vari-

ables, and a second one in which they are Majorana; the scale h∗
1 separating the two regimes is dynamically

generated by the iterations. In the first regime the two entangled Ising subsystems are undistinguishable, the

natural description is in terms of Dirac variables and the effective interaction is marginal; in the integration

of such scales nonuniversal indexes appear and hidden Ward identities must be used to control the flow of

the effective coupling constants. In the second region the two Ising subsystems really look different, one

appears to be (almost) at criticality and the other far from criticality on the same scale; the parameters of

the two subsystems are deeply changed (in an anomalous way) by the previous integration; in this region

the effective interaction is irrelevant.

1.4. Summary.

In Chap.2 we get the exact solution of Ising by rewriting the partition function as a Grassmann functional

integral. This will be the starting point for the subsequent perturbative construction.

In Chap.3 we describe the Grassmann formulation of a class of interacting Ising models in two dimensions,

to which the multiscale method we will subsequently describe applies. This class includes the Ashkin-

Teller model and the 8V model (and models obtained as perturbations of both). The general Grassmann

formulation we describe is studied in detail for the Ashkin–Teller model and for the latter we also give an

6 At the formal level the proof of the vanishing of the Beta function through Ward identities is well–known since the 1970’s

[DL][DM]. However the original proof of this statement discarded in the analysis the presence of cutoffs, which necessarily break

exact gauge invariance; the problem of establishing whether gauge invariance and formal Ward identities were recovered in

the limit of cutoff removal was not considered by the authors of the original proof. In [BM1] the authors first considered this

problem and they proved that actually the Ward identities found after the removal of the cutoff are different from the formal

ones: this is the phenomenon of chiral anomaly, well-known in the context of similar models used in Relativistic Quantum Field

Theory, e.g. the Schwinger model [ZJ].
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alternative Grassmann formulation that will be convenient in the following.

In Chap.4 we describe how to integrate out the ultraviolet degrees of freedom and we compute the effective

action for the infrared part of the problem. We also study in detail the symmetry properties of our model,

and we classify the terms that can possibly appear in the theory by symmetry reasons.

In Chap.5 we describe the multiscale analysis in the first regime of scales, where the system is described

in terms of Dirac fields. In particular, this Chapter includes the definition of localization and a detailed

analysis of the dimensional improvements that must be used to control the size of some contributions that,

even if appearently marginal, can be shown to be effectively irrelevant.

In Chap.6 we study the flow of the running coupling constants, using the bounds previously derived in

Chap. 5 and the vanishing of the Beta function.

In Chap.7 we describe the multiscale analysis in the second regime of scales, where the system is described

in terms of a single Majorana field. We solve the equation for the scale h∗
1 dividing the first and the second

regime and the equation for the critical temperatures.

In Chap.8 we describe the expansion for the energy–energy correlation functions and we complete the proof

of the main Theorem.

In the remaining Appendices we collect a number of technical lemmas needed for the proof of the main

Theorem. In particular in Appendix A6 we reproduce the proof of the vanishing of the Beta function, fol-

lowing [BM1].

So, let’s start.
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2. The Ising model exact solution.

In this section we want to describe the Ising model exact solution, in a way that will be convenient for the

subsequent perturbative analysis of the Ashkin–Teller model. We shall mainly follow the work of Samuel

[S].

The Ising model partition function on a square lattice ΛM ⊂ Z
2, where M is the side of the square, is

defined as:

ΞI =
∑

σΛM

e
βJ
∑

<i,j>
σiσj , (2.1)

where < i, j > are nearest neighbor sites and β is the inverse temperature. We first consider open boundary

conditions and, after that, the more complicated case of periodic boundary conditions.

2.1. The multipolygon representation.

It is well known that the partition function (2.1) is equivalent to the partition function of a gas of multipoly-

gons with hard core. This representation was originally introduced to study the geometry of the microscopic

configurations in the hot phase, and can be obtained as follows.

One first rewrite the sum appearing at the exponent in (2.1) as
∑

b σ̃b, where
∑
b is the sum over the bonds

linking nearest neighbor sites of ΛM and σ̃b is the product of the spin variables over the two extremes of b.

If we expand the exponential in power series we find:

ΞI =
∑

σΛM

∏

b

(coshβJ + σ̃b sinhβJ) = (coshβJ)B
∑

σΛM

∏

b

(1 + σ̃b tanhβJ) (2.2)

where B is the number of bonds of ΛM . Developing the product, we are led to a sum of terms of the type:

(tanhβJ)kσ̃b1 · · · σ̃bk (2.3)

and we can conveniently describe them through the geometric set of lines b1, . . . , bk. If we perform the

summation over the configurations σΛM , many terms of the form (2.3) give vanishing contribution. The only

terms which survive are those in which the vertices of the geometric figure b1 ∪ b2 ∪ · · · ∪ bk belong to an

even number of bj ’s. These terms are those such that σ̃b1 · · · σ̃bk ≡ 1 and we shall call these geometric figures

multipolygons. Let Pk(ΛM ) be the number of multipolygons with k sides on the sublattice ΛM . Then the

partition function (2.1) is easily rewritten as:

ΞI = (coshβJ)B2M
2 ∑

k≥0

Pk(ΛM )(tanhβJ)k . (2.4)

If open boundary conditions are assumed, only multipolygons not winding up the lattice are allowed. In the

case of periodic boundary conditions the representation is the same, but the polygons are allowed to wind

up the lattice.

2.2.The Grassmann integration rules.

In this section we introduce some basic definitions about Grassmann integration. We will need them to

reinterpret (2.4) as a Grassmann functional integral.

Let us consider a finite dimensional Grassman algebra, which is a set of anticommuting Grassman variables

{ψ+
α , ψ

−
α }, with α an index belonging to some finite set A. This means that

{ψσα, ψσ
′

α′} ≡ ψσα, ψσ
′

α′ + ψσα, ψ
σ′

α′ = 0 , ∀α, α′ ∈ A , ∀σ, σ′ = ± ; (2.5)
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in particular (ψσα)2 = 0 ∀α ∈ A and ∀σ = ±.

Let us introduce another set of Grassman variables {dψ+
α , dψ

−
α }, α ∈ A, anticommuting with ψ+

α , ψ
−
α , and

an operation (Grassman integration) defined by

∫
ψσαdψσα = 1 ,

∫
dψσα = 0 , a ∈ A , σ = ±1 . (2.6)

If F (ψ) is a polynomial in ψ+
α , ψ

−
α , α ∈ A, the operation

∫ ∏

α∈A
dψ+

α dψ−
α F (ψ) (2.7)

is simply defined by iteratively applying (2.6) and taking into account the anticommutation rules (2.5). It

is easy to check that for all α ∈ A and C ∈ C

∫
dψ+

α dψ
−
α e

−ψ+
αCψ

−
α ψ−

αψ
+
α∫

dψ+
α dψ

−
α e−ψ

+
αCψ

−
α

= C−1 ; (2.8)

in fact e−ψ
+
αCψ

−
α = 1− ψ+

αCψ
−
α and by (2.6)

∫
dψ+

α dψ−
α e

−ψ+
αCψ

−
α = C , (2.9)

while ∫
dψ+

α dψ
−
α e

−ψ+
αCψ

−
α ψ−

αψ
+
α = 1 . (2.10)

If one considers Grassmann variables whose quadratic action is not diagonal, one finds the generalizations

of the above formulas, e.g.

∫ ∏
α∈A dψ+

α dψ−
α e

−
∑

i,j∈A
ψ+
i
Mijψ

−
j ψ−

α′ψ
+
β′

∫ ∏
α∈A dψ+

α dψ−
α e

−
∑

i,j∈A
ψ+
i
Mijψ

−
j

= [M−1]α′β′ , (2.11)

with M an |A| × |A| complex matrix. Again (2.11) can be easily verified by using (2.6) and the anticommu-

tation rules (2.5), which also allow us to write

∫ ∏

α∈A
dψ+

α dψ−
α e

−
∑

ij∈A
ψ+
i
Mijψ

−
j ≡ detM (2.12)

and ∫ ∏

α∈A
dψ+

α dψ−
α e

−
∑

ij∈A
ψ+
i
Mijψ

−
j ψ−

α′ψ
+
β′ = M ′

α′β′ , (2.13)

if M ′
α′β′ is the minor complementary to the entry Mα′β′ .

The above formulae closely remind us the Gaussian integrals: note however that there is no need that M

is real or positive defined (but of course they have to be invertible).

For the moment this is all we need for the Grassmann formulation of the Ising model. More algebraic

properties of the Grassmann integration can be found in Appendix A1.

2.3.The Grassmann representation of the 2d Ising model with open boundary conditions.

In order to represent the sum over multipolygons in (2.4) as a Grassmann integral, we first associate to each

site x ∈ ΛM , a set of four Grassmann variables, Hx, Hx, V x, Vx, that must be thought as associated to four
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HxHx

V x

Vx

HyHy

V y

Vy

Fig. 3. The four Grassmann fields associated to the sites x and y.

new sites drawn very near to x and to its right, left, up side, down side respectively, see Fig 3. We shall

denote these sites by Rx, Lx, Ux, Dx respectively.

If t
def
= tanhβJ , we consider the action

S(t) = t
∑

x∈ΛM

[
HxHx+ê1 + V xVx+ê0

]
+
∑

x∈ΛM

[
HxHx + V xVx + V xHx + VxHx +HxV x + VxHx

]
,

(2.14)

where ê1, ê0 are the coordinate versors in the horizontal and vertical directions, respectively. Open boundary

conditions are assumed. We claim that the following identity holds:

ΞI
2M2(coshβJ)B

= (−1)M
2

∫ ∏

x∈ΛM

dHxdHxdV xdVxe
S(t) (2.15)

where ΞI in the l.h.s. is calculated using open boundary conditions. The proof of (2.15) will occupy the rest

of this section.

In order to prove (2.15) we expand the exponential in the r.h.s., we integrate term by term the Grassmann

variables, and we get a summation over terms that we want to put in correspondence with the terms in

the summation over mutipolygons of (2.4). We can do as follows. We represent every quadratic term in

(2.14) with a line connecting the two sites corresponding to the two Grassmann fields. Correspondingly,

we represent every term obtained by the contraction of the Grassmann variables (that is the contraction

of a suitable product of the quadratic terms appearing in S(t)) with the union of the lines representing

the contracted monomials. The figure one obtaines (call it a dimer) resembles a multipolygon, and exactly

coincide with a multipolygon if one shrinks the sites Rx, Lx, Ux, Dx to let them coincide with x.

This graphical construction allows to put in correspondence each dimer with a unique multipolygon. We

then have to show that the total weight of the dimer corresponding to the same multipolygon γ is exactly

(−1)M
2

t|γ|, where (−1)M
2

is the same factor appearing in the r.h.s. of (2.15) (note that M 2 is the number

of sites of ΛM ) and, if |γ| is the length of γ, t|γ| is the weight (2.4) assigns to γ.

We first note that the correspondence between dimers and multipolygons is not one to one, because

an empty site x in the multipolygon representation corresponds to three different contractions of Grass-

mann fields, that is either to
∫

dHxdHxdV xdVx HxHxV xVx, or to
∫

dHxdHxdV xdVx VxHxHxV x, or to∫
dHxdHxdV xdVx VxHxV xHx. The total contribution of these three contractions is:

∫
dHxdHxdV xdVx (HxHxV xVx + VxHxHxV x + VxHxV xHx) = 1− 1− 1 = −1 , (2.16)

as wanted.

It is easy to realize that, unless for the above ambiguity, the correspondence between dimers and multi-

polygons is unique. And, since each side of a dimer is weighted by a factor t and each empty site is weighted
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by (−1), the weights of the corresponding figures are the same, at least in absolute value. From now on

we shall extract from the weight of γ the contribution of the empty sites together with the trivial factor

t|γ| (that is we redefine the weight of γ by dividing it by (−1)M
2−nγ t|γ|, where nγ is the number of sites

belonging to γ, possibly different from |γ|, if γ has self intersections).

We are then left with proving that the weight of a dimer (as just redefined) is exactly (−1)nγ ; in this way

the sign of every configuration of dimers together with the minus signs of the empty sites, (2.16), would

reproduce exactly the factor (−1)M
2

in (2.15).

We start with considering the simplest dimer, that is the square with unit side. Let us denote its corner

sites with (0, 0) ≡ x1, (1, 0) ≡ x2, (1, 1) ≡ x3, (0, 1) ≡ x4 and let us prove that its weight is (−1)4 = 1.

The explicit expression of its weight in terms of Grassmann integrals, as generated by the expansion of the

exponent in (2.15) is:

∫ 4∏

i=1

dHxidHxidV xidVxi ·
[
Hx1Hx2 · Vx2Hx2 · V x2Vx3 · V x3Hx3 · (−Hx3Hx4

)
·Hx4V x4 · (−Vx4V x1

)
· Vx1Hx1

] (2.17)

In the previous equation, we wrote the different binomials corresponding to the segments of the dimer

following the anticlockwise order, starting from Hx1 . We associated a sign to each binomial, + if its fields

are written in the same order as they appear in (2.14), and − otherwise.

By collecting the minus signs and by permutating the position of Hx1 from the first to the last position,

we find that (2.17) is equal to

−
∫ 4∏

i=1

dHxidHxidV xidVxi ·
[
Hx2Vx2Hx2V x2 · Vx3V x3Hx3Hx3 ·Hx4Hx4V x4Vx4 · V x1Vx1Hx1Hx1

]

(2.18)

where now we wrote separated from a dot the contributions corresponding to the same site. The explicit

computation of (2.18) gives −[(−1)(−1)(+1)(−1)] = +1, as desired.

Let us now consider a generic dimer γ not winding up the lattice and without self intersections, and let

us prove by induction that its weight is (−1)nγ . We will then assume that the dimers with number of sites

k ≤ nγ have weights (−1)k. The first step from which the induction starts is the case k = 4, that we have

just considered.

Let us consider the smallest rectangle R containing γ. Necessarely, each side of R has non empty inter-

section with γ. Let us enumerate the corners of γ which are also extremes of straight segments belonging

to the sides of R, starting from the leftmost among the lowest of these points (possibly coinciding with the

lower left corner of R) and proceeding in anticlockwise order; call xj the site with label j. Note that two

consecutive indeces j, j + 1 could represent the same site xj ≡ xj+1 ∈ ΛM ; in that case x would be a corner

of R. Call 2N the cardinality of the set of the enumerated points (it is even by construction) and let us

identify the label 2N + 1 with the label 1.

Let us denote with the symbol (2j−1→ 2j), j = 1, . . . , N , the product of Grassmann fields corresponding

to the straight line connecting the point 2j− 1 with 2j (not including the fields located in 2j− 1 and in 2j),

written in the anticlockwise order and with the sign induced by the expansion of the exponential in (2.15).

That is, if the two fields belonging to a binomial appearing in (2.14), written following the anticlockwise

order, are in the same order as they appear in (2.14), we will assign a + sign to the second of those two

fields (of course, second w.r.t. the anticlockwise order); otherwise a − sign. As an example, if 2j − 1 and 2j

are two points on the upper horizontal side of R, (2j − 1→ 2j) would be equal to

(−Hx2j−1−ê1)V x2j−1−ê1Vx2j−1−ê1Hx2j−1−ê1 · · · · · · (−Hx2j+ê1)V x2j+ê1Vx2j+ê1Hx2j+ê1 (2.19)

With a small abuse of notation, in the following we shall also denote with the symbol (2j − 1 → 2j) the

straight line connecting 2j−1 with 2j on the polygon (i.e. the geometric object, not only the algebraic one).
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Moreover, let us denote with the symbol [2j → 2j + 1], j = 1, . . . , N , the product of Grassmann fields

corresponding to the non straight line connecting the point 2j with 2j + 1 (including the fields located in

2j and in 2j + 1) in the order induced by the choice of proceeding in anticlockwise order and with the sign

induced by the expansion of the exponential in (2.15). With a small abuse of notation we shall also denote

with the same symbol [2j → 2j+ 1] the corresponding line connecting 2j with 2j+ 1 on the polygon γ. The

sites 2j and 2j+1 could either coincide (in that case 2j is a corner of R) or, if they do not, they could belong

to the same side of R or to different adjacent sides of R. Let us denote with γj the union of [2j → 2j + 1]

with the shortest path on R connecting 2j with 2j + 1. The key remark is that nγj < nγ so that, by the

inductive hypothesis, the weight of γj is (−1)nγj .

With these notations and remarks, let us calculate the weight of γ. We write the weight in terms of a

Grassmann integral as follows:

−
∫ ∏

x∈γ
dHxdHxdV xdVx (1→ 2)[2→ 3] · · · (2N−1→ 2N)[2N → 1] (2.20)

The minus sign in front of the integral, appearing for the same reason why it appears in (2.18), is due to the

permutation of the field Hx1 from the first position (that is the one one gets by expanding the exponential

in (2.15), writing the Grassmann binomials starting from site 1 and proceeding in anticlockwise order) to

the last one (that is the position it appears into the product [2N → 1]).

By a simple explicit calculation, it is straightforward to verify that the integral of the “straight line”

(2j− 1→ 2j) gives a contribution (−1)`2j−1−1, where `2j−1 is the length of the segment (2j− 1→ 2j) (note

that `2j−1 − 1 is the number of sites belonging to (2j − 1→ 2j), excluding the extremes). We are left with

computing the integral of the “non straight line” [2j → 2j + 1]. We must distinguish 12 different cases,

which we shall now study in detail.

1) j and j + 1 are distinct and they belong to the low side of R. In this case

[j → j + 1] =

∫
Hxj · VxjHxj ·

{
V xj · · · (−V xj+1)

}
· Vxj+1Hxj+1 ·Hxj+1 , (2.21)

as it follows from the rules explained above. We did not explicitely write neither the integration elements

(those appearing in the r.h.s. of (2.15)) nor the fields corresponding to the sites between the site xj and the

site xj+1; note however that the number of fields between braces is necessarely even. In order to compute

(2.21) we use the inductive hypothesis, telling us that the weight of γj is (−1)nγj , that is, explicitely:

(−1)Dj+dj =

∫
VxjHxj ·Hxj (j → j + 1)Hxj+1 · Vxj+1Hxj+1 ·

{
V xj · · · (−V xj+1)

}

In the last equation we called Dj the length of the non straight line [j → j + 1] (note that Dj + 1 is the

number of sites belonging to [j → j + 1], including both extremes), we denoted by the symbol (j → j + 1)

the product of Grassmanian fields corresponding to the straight line on R connecting xj with xj+1 and by

dj its length (note that dj − 1 is the number of sites belonging to (j → j+ 1), excluding both extremes). By

performing the integration over the fields in (j → j + 1), we find:

(−1)Dj+1 =

∫
VxjHxjHxjHxj+1Vxj+1Hxj+1

{
V xj · · · (−V xj+1)

}
=

=

∫
VxjHxjHxj

{
V xj · · · (−V xj+1)

}
Hxj+1Vxj+1Hxj+1

and the last line is clearly equal to the r.h.s. of (2.21).

2) j and j + 1 coincide with the low right corner of R. In this case

[j → j + 1] =

∫
Hxj · VxjHxj · V xj = −1 . (2.22)



2. The Ising model exact solution. 23

3) j and j + 1 are distinct and they belong to the low and the rights sides of R, respectively. In this case

[j → j + 1] =

∫
Hxj · VxjHxj ·

{
V xj · · ·Hxj+1

}
· Vxj+1Hxj+1 · V xj+1 . (2.23)

Calling 0 the lower right corner of R, the inductive hypothesis tells us that:

(−1)Dj+dj =

∫
VxjHxj ·Hxj (j → 0)H0 · V0H0 · V 0(0→ j + 1)Vxj+1 · V xj+1Hxj+1 ·

{
V xj · · ·Hxj+1

}
.

In the last equation we called dj the length of the shortest path on R connecting j with j + 1 that is the

sum of the lengths of (j → 0) and (0→ j + 1). By performing the integration over the fields in (j → 0), in

0 and in (0→ j + 1) we find:

(−1)Dj+1 =

∫
VxjHxjHxjVxj+1V xj+1Hxj+1

{
V xj · · ·Hxj+1

}
=

=

∫
VxjHxjHxj

{
V xj · · ·Hxj+1

}
Vxj+1V xj+1Hxj+1

and the last line is clearly equal to the r.h.s. of (2.23).

4) j and j + 1 are distinct and they belong to the right side of R. In this case

[j → j + 1] =

∫
Vxj · V xjHxj ·

{
Hxj · · ·Hxj+1

}
· Vxj+1Hxj+1 · V xj+1 . (2.24)

The inductive hypothesis tells us that:

(−1)Dj+dj =

∫
VxjHxj · V xj (j → j + 1)Vxj+1 · V xj+1Hxj+1 ·

{
Hxj · · ·Hxj+1

}
.

By performing the integration over the fields in (j → j + 1) we find:

(−1)Dj+1 =

∫
VxjHxjV xjVxj+1V xj+1Hxj+1

{
Hxj · · ·Hxj+1

}
=

=

∫
VxjHxjV xj

{
Hxj · · ·Hxj+1

}
Vxj+1V xj+1Hxj+1

and the last line is clearly equal to the r.h.s. of (2.24).

5) j and j + 1 coincide with the upper right corner of R. In this case

[j → j + 1] =

∫
Vxj · V xjHxj ·Hxj = −1 . (2.25)

6) j and j + 1 are distinct and they belong to the right and upper sides of R, respectively. In this case

[j → j + 1] =

∫
Vxj · V xjHxj ·

{
Hxj · · ·Vxj+1

}
· V xj+1Hxj+1 ·Hxj+1 . (2.26)

Calling 0 the upper right corner of R, the inductive hypothesis tells us that:

(−1)Dj+dj =

∫
VxjHxj · V xj (j → 0)V0 · V 0H0 ·H0(0→ j + 1)(−Hxj+1) ·Hxj+1V xj+1 ·

{
Hxj · · ·Vxj+1

}
.
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By performing the integration over the fields in (j → 0), in 0 and in (0→ j + 1) we find:

(−1)Dj+1 =

∫
VxjHxjV xj (−Hxj+1)Hxj+1V xj+1

{
Hxj · · ·Vxj+1

}
=

=

∫
VxjHxjV xj

{
Hxj · · ·Vxj+1

}
(−Hxj+1)Hxj+1V xj+1

and the last line is clearly equal to the r.h.s. of (2.26).

7) j and j + 1 are distinct and they belong to the upper side of R. In this case

[j → j + 1] =

∫
(−Hxj ) ·HxjV xj ·

{
Vxj · · ·Vxj+1

}
· V xj+1Hxj+1 ·Hxj+1 . (2.27)

The inductive hypothesis tells us that:

(−1)Dj+dj =

∫
V xjHxj ·Hxj (j → j + 1)(−Hxj+1) ·Hxj+1V xj+1 ·

{
Vxj · · ·Vxj+1

}
.

By performing the integration over the fields in (j → j + 1) we find:

(−1)Dj+1 =

∫
V xjHxjHxj (−Hxj+1)Hxj+1V xj+1

{
Vxj · · ·Vxj+1

}
=

=

∫
V xjHxjHxj

{
Vxj · · ·Vxj+1

}
(−Hxj+1)Hxj+1V xj+1

and the last line is clearly equal to the r.h.s. of (2.27).

8) j and j + 1 coincide with the upper left corner of R. In this case

[j → j + 1] =

∫
(−Hxj ) ·HxjV xj · Vxj = −1 . (2.28)

9) j and j + 1 are distinct and they belong to the upper and left sides of R, respectively. In this case

[j → j + 1] =

∫
(−Hxj ) ·HxjV xj ·

{
Vxj · · · (−Hxj+1)

}
·Hxj+1V xj+1 · Vxj+1 . (2.29)

Calling 0 the upper left corner of R, the inductive hypothesis tells us that:

(−1)Dj+dj =

∫
V xjHxj ·Hxj (j → 0)(−H0)·H0V 0 ·V0(0→ j+1)(−V xj+1)·Vxj+1Hxj+1 ·

{
Vxj · · · (−Hxj+1)

}
.

By performing the integration over the fields in (j → 0), in 0 and in (0→ j + 1) we find:

(−1)Dj+1 =

∫
V xjHxjHxj (−V xj+1)Vxj+1Hxj+1

{
Vxj · · · (−Hxj+1)

}
=

=

∫
V xjHxjHxj

{
Vxj · · · (−Hxj+1)

}
(−V xj+1)Vxj+1Hxj+1

and the last line is clearly equal to the r.h.s. of (2.29).

10) j and j + 1 are distinct and they belong to the left side of R. In this case

[j → j + 1] =

∫
(−V xj ) · VxjHxj ·

{
Hxj · · · (−Hxj+1)

}
·Hxj+1V xj+1 · Vxj+1 . (2.30)
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The inductive hypothesis tells us that:

(−1)Dj+dj =

∫
HxjV xj · Vxj (j → j + 1)(−V xj+1) · Vxj+1Hxj+1 ·

{
Hxj · · · (−Hxj+1)

}
.

By performing the integration over the fields in (j → j + 1) we find:

(−1)Dj+1 =

∫
HxjV xjVxj (−V xj+1)Vxj+1Hxj+1

{
Hxj · · · (−Hxj+1)

}
=

=

∫
HxjV xjVxj

{
Hxj · · · (−Hxj+1)

}
(−V xj+1)Vxj+1Hxj+1

and the last line is clearly equal to the r.h.s. of (2.30).

11) j and j + 1 coincide with the lower left corner of R. In this case it is necessarely j ≡ 2N and j + 1 ≡ 1

and we have:

[2N → 1] =

∫
(−V x1) · Vx1Hx1 ·Hx1 = +1 . (2.31)

Note that this time the result is +1. This “wrong” sign exactly compensates the minus sign appearing in

the r.h.s. of (2.20).

12) j and j + 1 are distinct and they belong to the left and lower sides of R, respectively. In this case

it is necessarely j ≡ 2N and j + 1 ≡ 1 and we have

[2N → 1] =

∫
(−V x2N ) · Vx2NHx2N ·

{
Hx2N · · · (−V x1)

}
· Vx1Hx1 ·Hx1 . (2.32)

Calling 0 the lower left corner of R, the inductive hypothesis tells us that:

(−1)DN+dN =

∫
Hx2NV x2N · Vx2N (2N → 0)(−V 0) · V0H0 ·H0(0→ 1)Hx1 · Vx1Hx1 ·

{
Hx2N · · · (−V x1)

}
.

By performing the integration over the fields in (2N → 0), in 0 and in (0→ 1) we find:

(−1)DN =

∫
Hx2NV x2NVx2NHx1Vx1Hx1

{
Hx2N · · · (−V x1)

}
=

=

∫
Hx2NV x2NVx2N

{
Hx2N · · · (−V x1)

}
Hx1Vx1Hx1

and the last line is clearly equal to the r.h.s. of (2.29). It follows that [2N → 1] = −(−1)DN+1, consistently

with the result in item (11) above. Also in this case, the appearently “wrong” sign exactly compensates the

minus sign appearing in the r.h.s. of (2.20).

Combining the results of previous items, we can simply say that the integration of (2j − 1 → 2j) con-

tributes to the weight of γ with (−1)`2j−1−1; the integration of [2j → 2j + 1], with j < N , contributes with

(−1)L2j+1 (here we defined L2j to be the length of [2j → 2j+1]), while [2N → 1] with (−1)L2N . Substituting

these results into (2.20), we find that the weight of γ is equal to (−1)nγ , as desired.

The above discussion concludes the proof in the case of polygons without self intersections. Let us call

simple a polygon without self intersections. If γ is not simple, calling νγ the number of its self intersections,

we can easily prove that its weight is equal to (−1)νγ times the product of the weights of a number of simple

polygons, defined as follows. We draw with two colors, white and black, both the disconnetted interiors
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Fig. 4. The two elementary operations of disconnecting an intersection. The labels W and B mean that the

corresponding regions must be coloured white and black respectively. Note that the operation of disconnecting

an intersection involves the doubling of the site 0 at the center of the intersection: in the figure we call 0 and 01

its two copies after the disconnection.

of the polygon and its exterior, call them A1, . . . , An and A0 respectively. The drawing is done in such a

way that A0 is white and two adjacent sets Ai and Aj , 0 ≤ i < j ≤ n, have different colors (we call Ai
and Aj adjacent if their boundaries have a common side). Then we consider the set P of simple polygons

obtained as the boundaries of the black sets, thought as completely disconnetted one from the other. The

“disconnection” of the boundaries of the black regions (which originally could touch each other through the

corners) is realized by the elementary disconnetion of the intersection elements described in Fig.4.

We claim that the weight of γ is (−1)νγ
∏
γ′∈P(−1)nγ′ , which is the desired result (recall that P is the set

of polygons obtained as boundaries of the black sets, after the disconnection described in Fig.4). Note that

the factor (−1)νγ in front of the product of the weights of the disconnected simple polygons is due to the

doubling of the centers of the intersections, implied by our definition of disconnection, see footnote to Fig.

4.

In order to prove the claim we explicitely write the contribution from the intersection in both cases (a)

and (b) of Fig. 4, and we show that it is equal to the contribution of the two corner elements on the r.h.s.

of Fig. 4, unless for a minus sign, to be associated to the new site 01.

The contribution of the left hand side of case (a) in Fig. 4 is:
∫

dHx0dHx0dV x0dVx0

[
Hx1Hx0 ·Hx0Hx3 · V x2Vx0 · V x0Vx4

]
. (2.33)

Multiplying (2.33) by

−
∫

dHx01
dHx01

dV x01
dVx01

[V x01
Hx01

· Vx01
Hx01

] = +1 , (2.34)
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we see that it can be equivalently rewritten as

−
∫ (

dHx0dHx0dV x0dVx0

)(
dHx01

dHx01
dV x01

dVx01

)
·

·
[
Hx1Hx0 · V x01

Hx01
· V x2Vx0

]
·
[
Hx0Hx3 · Vx01

Hx01
· V x0Vx4

]
.

(2.35)

Exchanging the names of the fields V x0←→V x01
and Hx0←→Hx01

, we easily recognize that (2.35) is equal

to (−1) times the contribution of the r.h.s. of case (a) in Fig. 4. The minus sign compensate the fact that

after the doubling the new polygon has a site more than the original one.

The argument can be repeated in case (b), so that the proof of the claim is complete.

This concludes the proof of (2.15) in the case of open boundary conditions (i.e. in the case where poly-

gons winding up over the lattice are not allowed).

2.4.The Grassmann representation of the 2d Ising model with periodic boundary conditions.

In the case periodic boundary conditions are assumed, the representation in terms of multipolygons is the

same, except for the fact that also polygons winding up over the lattice are allowed. In order to construct a

Grassmann representation for the multipolygon expansion of Ising with p.b.c., let us start with considering

the following expression: ∫ ∏

x∈ΛM

dHxdHxdV xdVxe
Sε,ε′ (t) , (2.36)

where ε, ε′ = ± and Sε,ε′(t) is defined by (2.14), but with different boundary conditions, i.e.

Hx+Mê0 = εHx , Hx+Mê1 = ε′Hx

Hx+Mê0 = εHx , Hx+Mê1 = ε′Hx

, ε, ε′ = ± , (2.37)

where we recall that M is the side of the lattice ΛM . Identical definitions are set for the variables V, V .

We shall say that H,H, V , V satisfy ε–periodic (ε′–periodic) boundary conditions in vertical (horizontal)

direction. Note that, unless for a sign and for the replacement S(t) → Sε,ε′(t), (2.36) is the same as the

r.h.s. of (2.15).

Clearly, by expanding the exponential in (2.36) and by integrating the Grassmann fields as described in

previous section, we get a summation over dimers very similar to the one seen above. In particular the

weights assigned to the closed polygons not winding up the lattice are exactly the same as those calculated

in previous section. In this case, however, also Grassmann polygons winding up the lattice are allowed. Let

us calculate the weight that (2.36) assigns to these polygons (as above we define the weight by descarding

the “trivial” factors t|γ| and (−1)M
2−nγ ).

As an example, let us first calculate the contribution from the simplest polygon γ winding up the lattice,

the horizontal straight line winding once in horizontal direction. Its weight is given by:

∫
V 0V0 ·H0Hê1 · V ê1Vê1 ·H ê1H2ê1 · · ·H(M−1)ê1HMê1 . (2.38)

Now, using (2.37) we can rewrite HMê1 as ε′H0. Also, permutating the field H0 from the last position to

the third one, we see that (2.38) is equal to:

(−ε′)
∫
V 0V0H0H0 · V ê1Vê1Hê1H ê1 · · ·V (M−1)ê1V(M−1)ê1H(M−1)ê1H(M−1)ê1 =

= (−ε′)(−1)M = (−ε′)(−1)nγ ,

(2.39)
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where, in the last identity, we used that the length of the straight polygon γ is exactly M . Repeating the

lengthy construction of previous section, it can be (straightforwardly) proven that a generic polygon γ wind-

ing up once in horizontal direction has a weight (as assigned by (2.36)) equal to (−ε′)(−1)nγ . Analogously a

polygon γ winding up once in horizontal direction has a weight (as assigned by (2.36)) equal to (−ε)(−1)nγ .

Let us now consider the simplest polygon γ winding up h times in horizontal direction and v times in

vertical direction, that is the union of h distinct horizontal lines and v distinct vertical lines each of them

winding once over the lattice in horizontal or vertical direction, respectively. Repeating the same simple

calculation of (2.38)–(2.39), we easily see that the weight assigned by (2.36) to γ is (−ε′)h(−ε)v(−1)M(h+v).

Note that γ has (−1)h·v self intersections, so that nγ = M(h + v) − h · v and the weight can be rewrit-

ten as (−ε′)h(−ε)v(−1)h·v(−1)nγ . Again, repeating the lengthy construction of previous section, it can be

(straightforwardly) proven that a generic polygon γ winding up h times in horizontal direction and v times

in vertical direction has a weight (as assigned by (2.36)) equal to (−ε′)h(−ε)v(−1)h·v(−1)nγ .

Since the weight assigned to a generic polygon is the one just computed, which is in general different from

(−1)nγ , it is clear that there exists no choice of ε, ε′ = ±1 such that (2.36) is equal to (−1)M
2

(2 cosh2 βJ)−M
2

times ΞI , where now ΞI is the Ising model partition function in the volume ΛM with periodic boundary con-

ditions. However it is easy to realize that (−1)M
2

ΞI(2 cosh2 βJ)−M
2

is equal to a suitable linear combination

of the expressions in (2.36), with different choices of ε, ε′ = ±1: it holds that

(−1)M
2 ΞI

(2 cosh2 βJ)M2
=

1

2

∑

ε,ε′=±1

∫ ∏

x∈ΛM

dHxdHxdV xdVx(−1)δ(ε,ε′)eSε,ε′ (t) , (2.40)

where δ+,− = δ−,+ = δ−,− = 0 and δ+,+ = 1. In order to verify the last identity it is sufficient to verify that

the weight assigned from the r.h.s. of (2.40) to each polygon γ is exactly (−1)nγ . If γ winds up the lattice

h times in horizontal direction and v times in vertical direction, from the calculation above it follows that

the weight assigned to γ by the r.h.s. of (2.40) is:

1

2

∑

ε,ε′=±1

(−1)δ(ε,ε′)(−ε′)h(−ε)v(−1)h·v(−1)nγ =

=
1

2
(−1)nγ

[
(−1)h+v+hv+δ+,+ + (−1)v+hv+δ+,− + (−1)h+hv+δ−,+ + (−1)hv+δ−,−

] (2.41)

The expression between square brackets on the last line is equal to (−1)hv[−(−1)h+v + (−1)v + (−1)h + 1].

Now, if h and v are both even, this is equal to (+1)[−1 + 1 + 1 + 1] = 2; if h is even and v is odd (or

viceversa), it is equal to (+1)[+1−1+1+1] = 2; if they are both odd, it is equal to (−1)[−1−1−1+1] = 2.

That is, (2.41) is identically equal to (−1)nγ , as wanted, and (2.40) is proven.

2.5.The Ising model’s free energy

From the Grassmann representation of the Ising model partition function, it is easy to derive the well–

known expression for the Ising’s free energy. Even if in the following we won’t need it, we reproduce here

the calculation, for completeness.

The unitary transformation of the Grassmann fields diagonalizing the action Sε,ε′(t) is the following:

Hx =
1

|ΛM |1/2
∑

k∈Dε,ε′
Ĥke

−ikx , Hx =
1

|ΛM |1/2
∑

k∈Dε,ε′
Ĥke

−ikx ,

Vx =
1

|ΛM |1/2
∑

k∈Dε,ε′
V̂ke

−ikx , V x =
1

|ΛM |1/2
∑

k∈Dε,ε′
V̂ ke

−ikx ,

(2.42)

where k = (k, k0) and Dε,ε′ is the set of k’s such that

k =
2πn1

M
+

(ε′ − 1)π

M
k0 =

2πn0

M
+

(ε− 1)π

M
(2.43)
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with −[M/2] ≤ n0 ≤ [(M − 1)/2], −[M/2] ≤ n1 ≤ [(M − 1)/2], n0, n1 ∈ Z. In terms of the new fields

Ĥk, Ĥk, V̂k, V̂ k, the action Sε,ε′(t) can be written as:

Sε,ε′(t) =
∑

k∈Dε,ε′

[
tĤkĤ−ke

ik+tV̂ kV̂−ke
ik0+ĤkĤ−k+V̂ kV̂−k+V̂ kĤ−k+V̂kĤ−k+ĤkV̂ −k+V̂kĤ−k

]
(2.44)

Let us say that k > 0 if its first component k0 is > 0. Then we can rewrite (2.44) as:

∑

k>0

[
tĤkĤ−ke

ik − tĤkĤ−ke
−ik + tV̂ kV̂−ke

ik0 − tV̂kV̂ −ke
−ik0 + ĤkĤ−k − ĤkĤ−k + V̂ kV̂−k − V̂kV̂ −k+

+ V̂ kĤ−k − ĤkV̂ −k + V̂kĤ−k − ĤkV̂−k + ĤkV̂ −k − V̂ kĤ−k + V̂kĤ−k − ĤkV̂−k

]
≡

≡
∑

k>0

ΨT
kMkΨ−k ,

(2.45)

where ΨT
k

def
=
(
Ĥk, Ĥk, V̂ k, V̂k

)
and the matrix Mk is defined as:

Mk
def
=




0 1 + teik −1 −1
−(1 + te−ik) 0 1 −1

1 −1 0 1 + teik0

1 1 −(1 + te−ik0) 0


 . (2.46)

Then, unless for a sign,

∫ ∏

x∈ΛM

dHxdHxdV xdVxe
Sε,ε′ (t) =

∏

k>0

[ ∫
dĤkdĤ−kdĤkdĤ−kdV̂ kdV̂ −kdV̂kdV̂−k · eΨ

T
kMkΨ−k

]
, (2.47)

and, using (2.12), we see that the r.h.s. of (2.47) is equal
∏

k>0 detMk. The explicit computation of detMk

leads to:

detMk =
[
1 + t2 + 2t cosk

][
1 + t2 + 2t cosk0

]
− 4t(cos k + cos k0)− 4t2 cos k cos k0 =

= (1 + t2)2 − 2t(1− t2)(cos k + cos k0) .
(2.48)

Now, using (2.40), we find that

− βfIsingdef= lim
M→∞

1

M2
log ΞI =

= log(2 cosh2 βJ) +
1

2

∫ π

−π

dk

2π

∫ π

−π

dk0

2π
log{(1 + t2)2 − 2t(1− t2)(cos k + cosk0)} =

=
1

2

∫ π

−π

dk

2π

∫ π

−π

dk0

2π
log
{
4
[
cosh2 2βJ − sinh 2βJ(cos k + cos k0)

]}
,

(2.49)

that is the celebrated Onsager’s result. Note that the argument of the logarithm in the last expression is

always ≥ 0 and it vanishes iff sinh 2βJ = 1, that is the equation for the critical temperature. In the following

we shall also write this condition in the equivalent form tanhβJ =
√

2− 1.
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3. The Grassmann formulation of Ashkin–Teller.

In this section, using the Grassmann representation of the Ising model, derived in previous Chapter, we

will derive the Grassmann representation for a class of interacting spin models, defined as a pair of Ising

models coupled by suitable multi–spin interactions.

We will first derive the general representation for a wide class of models, to be defined in next section,

including the Ashkin–Teller model defined in (1.1), the four states Potts model, the 8V model and the next to

nearest neighbor Ising model. Then we will focus on AT, and we will perform more algebraic manipulations

to get to a final representation that will be convenient for the following multiscale integration, necessary to

construct a convergent expansion for some correlation functions, as explained in the Introduction.

The reason why we choose to focus on AT is for definiteness and for avoiding too cumbersome abstract

expressions, that necessarely would turn out in trying to describe our method in a too general settling.

However it will be clear that the same method we will apply to the study of the AT model could equally well

be applied to 8V (in a suitable range of parameters), to Ising perturbed with a small non nearest neighbor

interaction or to linear combinations of the above models. Note that, even if the four states Potts model

can be represented by a Grassmann functional integral as proved below, the subsequent multiscale analysis

we will apply to AT would not work for Potts. This is because Potts is equivalent to a system of strongly

interacting fermions, while our perturbative methods are applicable only in the range of weak coupling.

3.1.The Grassmann representation for a pair of Ising models with multi spin interactions.

Let us start with considering a pair of nearest neighbor Ising models with periodic boundary conditions,

labeled by j = 1, 2, with couplings allowed to depend on the bonds b ∈ Λ∗
M (here Λ∗

M is the dual of ΛM ,

that is the set of bonds linking the nearest neighbor sites of ΛM ):

H
(j)
I {J

(j)
b } = −

∑

b∈Λ∗
M

J
(j)
b σ̃

(j)
b , (3.1)

where the bond spin σ̃
(j)
b was defined in §2.1 above. Repeating the construction of previous Chapter, one

finds that the partition function of the model (3.1) can be written as:

Ξ
(j)
I =

∑

σ
(j)

ΛM

e−βH
(j)

I
{J(j)

b
} =

= (−1)M
2

2M
2
[ ∏

b∈Λ∗
M

coshβJ
(j)
b

]1
2

∑

ε,ε′=±

∫ ∏

x∈ΛM

dH(j)
x dH

(j)

x dV (j)
x dV

(j)

x (−1)δγeS
(j)
γ {t(j)

b
} ,

(3.2)

where γ = (ε, ε′) labels the boundary conditions of the Grassmann fields, δγ was defined after (2.40) and

S(j)
γ {t(j)b } =

∑

x∈ΛM

[
tanh(J

(j)
x,x+ê1

)H
(j)

x H
(j)
x+ê1

+ tanh(J
(j)
x,x+ê0

)V
(j)

x V
(j)
x+ê0

]
+

+
∑

x∈ΛM

[
H

(j)

x H(j)
x + V

(j)

x V (j)
x + V

(j)

x H
(j)

x + V (j)
x H

(j)

x +H(j)
x V

(j)

x + V (j)
x H(j)

x

]
.

(3.3)

Let us now consider a multi spin interaction V (σ(1), σ(2)) between the two layers, linear combination of

interactions of the form:

VI = −
∑

x∈ΛM

(σ
(i1)
x+z1

σ
(i1)
x+z1+êj1

) · (σ(i2)
x+z2

σ
(i2)
x+z2+êj2

) · · · (σ(ik)
x+zk

σ
(ik)
x+zk+êjk

) ≡

≡ −
∑

x∈ΛM

[ ∏

(b,i)∈I
σ̃

(i)
b+x

]
,

(3.4)
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where I = {(bp, ip)}kp=1 is a set of indeces (with bp ∈ Λ∗
M and ip = 1, 2) and by b + x we denote the

bond obtained by rigidly translating b of a vector x. Periodic boundary conditions are assumed. Note

that the interaction of Ashkin–Teller in (1.1) can be written as λVI1 + λVI2 , where, if we define b0 to be

the bond connecting (0, 0) with (0, 1) and b1 that connecting (0, 0) with (1, 0), I1 = {(b0, 1), (b0, 2)} and

I2 = {(b1, 1), (b1, 2)}.
The key feature of the interaction (3.4) is to be a product of bond interactions appearing either in

H
(1)
I {J

(1)
b } or in H

(2)
I {J

(2)
b }, so that the partition function associated to the Hamiltonian H

(1)
I {J

(1)
b } +

H
(2)
I {J

(2)
b } + λ1VI1 + · · · + λnVIn can be expressed a suitable derivative of Ξ

(1)
I Ξ

(2)
I with respect to the

couplings J
(j)
b . In fact:

Ξ =
∑

σ
(1)

ΛM
,σ

(2)

ΛM

exp
{
− β(H

(1)
I {J

(1)
b }+H

(2)
I {J

(2)
b }+ λ1VI1 + · · ·+ λnVIn)

}
=

=
∑

σ
(1)

ΛM
,σ

(2)

ΛM

exp
{
β
∑

b

(J
(1)
b σ̃

(1)
b + J

(2)
b σ̃

(2)
b ) + β

n∑

q=1

λq
∑

x

[ ∏

(b,j)∈Iq

σ̃
(i)
b+x

]}
.

(3.5)

Defining λ̂q
def
= tanhβλq , the last expression can be rewritten as:

[ n∏

q=1

coshβλq

]M2 ∑

σ
(1)

ΛM
,σ

(2)

ΛM

eβ
∑

b
(J

(1)

b
σ̃

(1)

b
+J

(2)

b
σ̃

(2)

b
)
∏

x∈ΛM

n∏

q=1


1 + λ̂q

[ ∏

(b,j)∈Iq

σ̃
(i)
b+x

]

 =

=
[ n∏

q=1

coshβλq

]M2 ∏

x∈ΛM

n∏

q=1


1 + λ̂q

[ ∏

(b,j)∈Iq

β−1 ∂

∂J
(i)
b+x

]

Ξ(1){J (1)

b }Ξ(1){J (1)
b } .

(3.6)

Substuting into the r.h.s. of (3.6) the representation (3.2), we find that Ξ can be expressed as the sum

of 16 Grassmann partition functions, differing for the boundary conditions and labeled by γ1 = (ε1, ε
′
1),

γ2 = (ε2, ε
′
2):

Ξ =
[
4

n∏

q=1

coshβλq

]M2
1

4

∑

γ1,γ2

(−1)δγ1+δγ2 Ξγ1,γ2 , (3.7)

with Ξγ1,γ2 given by:

∏

x∈ΛM

n∏

q=1

(
1 + λ̂q

[ ∏

(b,j)∈Iq

β−1 ∂

∂J
(i)
b+x

])
·
{

·
[ ∏

b∈Λ∗
M

2∏

j=1

coshβJ
(j)
b

] ∫ [ ∏

x∈ΛM

2∏

j=1

dH(j)
x dH

(j)

x dV (j)
x dV

(j)

x

]
eS

(1)
γ {t(1)

b
}+S(2)

γ {t(2)
b

}
}
.

(3.8)

We now want to explicitely write the effect of the derivatives in the last expression and rewrite (3.8) as the

Grassmann integral over an exponential of a (non quadratic) action. Let us first note that the effect of a

singol derivative β−1∂/∂J
(i)
b0

over
[∏

b,j coshβJ
(j)
b

]
eS

(1)
γ +S(2)

γ is:

β−1 ∂

∂J
(i)
b0

{[∏

b,j

coshβJ
(j)
b

]
eS

(1)
γ +S(2)

γ

}
=
[∏

b,j

coshβJ
(j)
b

]
eS

(1)
γ +S(2)

γ

(
t
(j)
b0

+ s
(j)
b0
D

(j)
b0

)
, (3.9)

where we introduced the definitions t
(j)
b

def
= tanhβJ

(j)
b , s

(j)
b

def
= 1/ cosh2 βJ

(j)
b andD

(j)
b is a Grassmann binomial

such that, if b = (x,x + ê0), D
(j)
b

def
= V

(j)

x V
(j)
x+ê0

while, if b = (x,x + ê1), D
(j)
b

def
=H

(j)

x H
(j)
x+ê1

.
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Using (3.9) we see that (3.8) can be rewritten as:

[ ∏

b∈Λ∗
M

2∏

j=1

coshβJ
(j)
b

] ∫ [ ∏

x∈ΛM

2∏

j=1

dH(j)
x dH

(j)

x dV (j)
x dV

(j)

x

]
·

· eS(1)
γ {t(1)

b
}+S(2)

γ {t(2)
b

}
∏

x∈ΛM

n∏

q=1

(
1 + λ̂q

[ ∏

(b,j)∈Iq

(
t
(j)
b+x + s

(j)
b+xD

(j)
b+x

) ])
.

(3.10)

Let us denote with i the elements of Iq . and, if i = (b, j), define λx(i)
def
= s

(j)
b+x/t

(j)
b+x and Dx(i)

def
=D

(j)
b+x. Let

us also assign an ordering to the elements of I and let us write i1 < i2 if i1 precedes i2 w.r.t. this ordering.

With these definitions we can rewrite the last product in (3.10) as:

∏

x∈ΛM

n∏

q=1

{
1 + λ̂q

( ∏

(b,j)∈Iq

t
(j)
b+x

)[
1 +

∑

i1∈Iq
λx(i1)Dx(i1) +

∑

i1<i2

λx(i1)Dx(i1)λx(i2)Dx(i2) + · · ·

· · ·+
∑

i1<i2<···i|Iq |

λx(i1)Dx(i1) · · ·λx(i|Iq|)Dx(i|Iq|)
]} (3.11)

and, calling Tx(Iq)def= λ̂q

(∏
(b,j)∈Iq t

(j)
b+x

)
·
[
1 + λ̂q

(∏
(b,j)∈Iq t

(j)
b+x

)]−1

we still can rewrite the last expression

as:

∏

x∈ΛM

n∏

q=1

{(
1 + λ̂q

∏

(b,j)∈Iq

t
(j)
b+x

)
·
[
1 +

∑

i1∈Iq
Tx(Iq)λx(i1)Dx(i1)+

+
∑

i1<i2

Tx(Iq)λx(i1)Dx(i1)λx(i2)Dx(i2) + · · ·+
∑

i1<i2<···i|Iq |

Tx(Iq)λx(i1)Dx(i1) · · ·λx(i|Iq|)Dx(i|Iq|)
]}

=

=
∏

x∈ΛM

n∏

q=1

{(
1 + λ̂q

∏

(b,j)∈Iq

t
(j)
b+x

)
exp

{ ∑

i1∈Iq
λ̃(q)
x (i1)Dx(i1) +

∑

i1<i2

λ̃(q)
x (i1, i2)Dx(i1)Dx(i2) + · · ·+

· · ·+
∑

i1<i2<···i|Iq |

λ̃(q)
x (i1, . . . , i|Iq|)Dx(i1) · · ·Dx(i|Iq|)

}}
.

(3.12)

In the last expression λ̃
(q)
x (i1) = Tx(Iq)λx(i1) and the couplings λ̃

(q)
x (i1, . . . , ik), 2 ≤ k ≤ |Iq |, are defined by

the following recursive relations:

Tx(Iq)λx(i1) · · ·λx(ik) =
k∑

p=1

∑

J1∪J2∪···∪Jp=(i1,...,ik)

λ̃(q)
x (J1) · · · λ̃(q)

x (Jp) , (3.13)

where Jr = (j
(r)
1 , . . . , j

(r)
|Jr |) are ordered (i.e. j

(r)
1 < . . . < j

(r)
|Jr |) subsets of (i1, . . . , ik), such that |J1| + · · · +

|Jp| = k.

Substituting (3.12) into (3.10) we finally find:

Ξγ1,γ2 =
[ ∏

b∈Λ∗
M

2∏

j=1

coshβJ
(j)
b

][ ∏

x∈ΛM

n∏

q=1

(
1 + λ̂q

∏

(b,j)∈Iq

t
(j)
b+x

)]
·

·
∫ [ ∏

x∈ΛM

2∏

j=1

dH(j)
x dH

(j)

x dV (j)
x dV

(j)

x

]
eS

(1)
γ {t(1)

b
}+S(2)

γ {t(2)
b

}+Vλ ;

Vλ
def
=
∑

x

∑

q

|Iq|∑

k=1

∑

i1<i2<···ik

λ̃(q)
x (i1, . . . , ik)Dx(i1) · · ·Dx(ik) .

(3.14)
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This concludes the derivation of the Grassmann representation for pairs of Ising models coupled by an in-

teraction V (σ(1), σ(2)), linear combination of interactions of the form (3.4).

3.2.The Grassmann representation for the Ashkin–Teller model.

We now specialize to the case of the Ashkin–Teller model. We first write the explicit form of Vλ in (3.14)

for AT. As already discussed in previous section, the AT model corresponds to an interaction of the form

λVI1 + λVI2 , with I1 = {(b0, 1), (b0, 2)} and I2 = {(b1, 1), (b1, 2)}, b0 being the bond connecting (0, 0) with

(0, 1) and b1 the one connecting (0, 0) with (1, 0). We shall assume the sets Iq, q = 1, 2, ordered so that

(bq−1, 1) < (bq−1, 2). We are interested in writing the explicit expressions in the case t
(j)
b ≡ t(j) and s

(j)
b ≡ s(j)

independent of b (but in general depending on the lattice j = 1, 2).

The definitions of λq , Tx and λx introduced in last section become in this case:

λ̂1 = λ̂2 = tanhβλ ≡ λ̂ , Tx(Iq) =
λ̂t(1)t(2)

1 + λ̂t(1)t(2)
, λx(bq−1, j) =

s(j)

t(j)
. (3.15)

Then (3.13) can be rewritten as:

λ̂t(1)t(2)

1 + λ̂t(1)t(2)
λx(bq−1, 1)λx(bq−1, 2) = λ̃(q)

x

(
(bq−1, 1), (bq−1, 2)

)
+ λ̃x(bq−1, 1)λ̃x(bq−1, 2) ,

λ̃x(bq−1, j) =
λ̂t(1)t(2)

1 + λ̂t(1)t(2)
s(j)

t(j)
,

(3.16)

implying:

λ̃x(bq−1, 1) =
λ̂s(1)t(2)

1 + λ̂t(1)t(2)
≡ λ(1) , λ̃x(bq−1, 2) =

λ̂s(2)t(1)

1 + λ̂t(1)t(2)
≡ λ(2) ,

λ̃(q)
x

(
(bq−1, 1), (bq−1, 2)

)
=

λ̂s(1)s(2)
(
1 + λ̂t(1)t(2)

)2 ≡ λ̃ .
(3.17)

With these definitions Vλ in (3.14) can be written as:

Vλ =
∑

x∈ΛM

{[
λ(1)H

(1)

x H
(1)
x+ê1

+ λ(2)H
(2)

x H
(2)
x+ê1

+ λ̃H
(1)

x H
(1)
x+ê1

H
(2)

x H
(2)
x+ê1

]
+

+
[
λ(1)V

(1)

x V
(1)
x+ê0

+ λ(2)V
(2)

x V
(2)
x+ê0

+ λ̃V
(1)

x V
(1)
x+ê0

V
(2)

x V
(2)
x+ê0

]} (3.18)

and the first of (3.14) becomes:

Ξγ1,γ2AT =
[
(1 + λ̂t(1)t(2)) coshβJ (1) coshβJ (2)

]2M2

·

·
∫ [ ∏

x∈ΛM

2∏

j=1

dH(j)
x dH

(j)

x dV (j)
x dV

(j)

x

]
eS

(1)
γ (t

(1)

λ
)+S(2)

γ (t
(2)

λ
)+λ̃V ,

(3.19)

where S(j)(t) was defined in previous Chapter, see (2.36); moreover t
(j)
λ

def
= t(j) + λ(j) and

V =
∑

x∈ΛM

(
H

(1)

x H
(1)
x+ê1

H
(2)

x H
(2)
x+ê1

+ V
(1)

x V
(1)
x+ê0

V
(2)

x V
(2)
x+ê0

)
. (3.20)

3.3. Starting from (3.19) we will now make more algebraic manipulations by introducing new Grassmann

fields, linear combinations of the fields H,H, V , V . This will be convenient in order to set up the Renormal-

ization Group scheme we will use to study in detail the specific heat of AT. The aim is to rewrite the formal
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action appearing at the exponent in (3.19) as the formal action of a perturbed massive Luttinger model, the

latter being a model for which Renormalization Group technique is already well developed [BM][GM].

We shall consider for simplicity the partition function Ξ−
AT

def
= Ξ

(−,−),(−,−)
AT , i.e. the partition function in

which all Grassmannian variables verify antiperiodic boundary conditions. The other fifteen partition func-

tions in the analogue of (3.7) admit similar expressions. In fact we shall see in Chap. 7 and Appendix A9

that, if (λ, t, u) does not belong to the critical surface1 the partition function Ξγ1,γ2AT divided by Ξ
(1)γ1
I Ξ

(2)γ2
I

is exponentially insensitive to boundary conditions as M →∞.

It is convenient to perform the following change of variables [ID], j = 1, 2

H
(j)

λ,x + iH
(j)
λ,x = ei

π
4 ψ(j)

x − ei
π
4 χ(j)

x H
(j)

λ,x − iH(j)
λ,x = e−i

π
4 ψ

(j)

x − e−i
π
4 χ(j)

x

V
(j)

λ,x + iV
(j)
λ,x = ψ(j)

x + χ(j)
x V

(j)

λ,x − iV (j)
λ,x = ψ

(j)

x + χ(j)
x .

(3.21)

The effect of this change of variables is the following one. If S(j)(t
(j)
λ )

def
=
∑

x S
(j)
x , after the change of variables

(2.21) we get:

S(j)
x = S(j,ψ)

x + S(j,χ)
x +Q(j)

x (3.22)

where

S(j,ψ)
x =

t
(j)
λ

4

[
ψ(j)

x (∂1 − i∂0)ψ
(j)
x + ψ

(j)

x (∂1 + i∂0)ψ
(j)

x

]
+

+
t
(j)
λ

4

[
−iψ(j)

x (∂1ψ
(j)
x + ∂0ψ

(j)
x ) + iψ(j)

x (∂1ψ
(j)

x + ∂0ψ
(j)

x )
]

+ i
(√

2− 1− t(j)λ
)
ψ

(j)

x ψ(j)
x

(3.23))

with

∂1ψ
(j)
x = ψ

(j)
x+ê1

− ψ(j)
x ∂0ψ

(j)
x = ψ

(α)
x+ê0

− ψ(j)
x . (3.24)

Moreover

S(j,χ)
x =

t
(j)
λ

4

[
χ(j)

x (∂1 − i∂0)χ
(j)
x + χ(j)

x (∂1 + i∂0)χ
(j)
x

]
+

+
t
(j)
λ

4

[
−iχ(j)

x (∂1χ
(j)
x + ∂0χ

(j)
x ) + iχ(j)

x (∂1χ
(j)
x + ∂0χ

(j)
x )
]
− i
(√

2 + 1 + t
(j)
λ

)
χ(j)

x χ(j)
x

(3.25)

and finally

Q(j)
x =

t
(j)
λ

4

[
−ψ(j)

x (∂1χ
(j)
x + i∂0χ

(j)
x )− ψ(j)

x (∂1χ
(j)
x − i∂0χ

(j)
x )−

− χ(j)
x (∂1ψ

(j)
x + i∂0ψ

(j)
x )− χ(j)

x (∂1ψ
(j)

x − i∂0ψ
(j)

x ) + iψ
(j)

x (∂1χ
(j)
x − ∂0χ

(j)
x )+

+ iψ(j)
x (−∂1χ

(j)
x + ∂0χ

(j)
x ) + iχ(j)

x (∂1ψ
(j)
x − ∂0ψ

(j)
x ) + iχ(j)

x (−∂1ψ
(j)

x + ∂0ψ
(j)

x )
]
.

(3.26)

Formally Sj,ψ and Sj,χ are the actions of a pair of Majorana d = 2 fermions on a lattice with masses√
2 − 1− t(j)λ , and

√
2 + 1 + t

(j)
λ , respectively; note that, since −c|λ| ≤ t

(j)
λ ≤ 1 + c|λ|, for some c > 0, the

mass of the χ field is always O(1). On the contrary the mass of the ψ field can be arbitrarily small; in the

free case (λ = 0) the condition for the theory to be massless is equivalent to the condition t =
√

2− 1, that

1 The critical surface is a suitable 2–dimensional subset of [−ε, ε]×D × [−
|D|
2

,
|D|
2

], that is of the 3–dim set in the parameters

space where we are interested to study the AT model, see the assumptions in the main Theorem in the Introduction; we will

explicitely determine the critical surface in Chap. 7 below and we will prove that it can be parametrized as (λ, t±c (λ, u), u),

with t±c (λ, u) given by (1.7).
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is the Ising’s criticality condition (see the end of Chap.3); this is consistent with the well–known property

that the Ising’s correlation functions decay as power laws if and only if we are at criticality.

It is convenient to pass from Majorana to Dirac fermions via the change of variables

ψ∓
1,x =

1√
2
(ψ(1)

x ± iψ(2)
x ), ψ∓

−1,x =
1√
2
(ψ

(1)

x ± iψ
(2)

x ) , (3.27)

χ∓
1,x =

1√
2
(χ(1)

x ± iχ(2)
x ), χ∓

−1,x =
1√
2
(χ(1)

x ± iχ(2)
x ) (3.28)

and, if α = ±, ω = ±1, we define φ̂αω,k
def
=
∑

x e
−iαkxφαω,x, with φ denoting either ψ or χ.

Let us introduce some more definitions. Let

tλ
def
=
t
(1)
λ + t

(2)
λ

2
, uλ

def
=
t
(1)
λ − t

(2)
λ

2
(3.29)

and note that tλ, uλ as functions of t, u are given by

tλ = t
1 + λ̂

1 + λ̂(t2 − u2)
, uλ = u

1− λ̂
1 + λ̂(t2 − u2)

. (3.30)

Furthermore, let

Q(ψ,χ)
def
=
∑

x,j

Q(j)
x , V (ψ, χ)

def
= V , (3.31)

where Q(ψ, χ) and V (ψ, χ) must be thought as functions of ψ± and χ±. With the above definitions and

using (2.13), (2.28) it is straightforward algebra to verify that Ξ−
AT can be rewritten as:

Ξ−
AT = e−EM

2

∫
P (dψ)P (dχ)eQ(ψ,χ)+λ̃V (ψ,χ) , (3.32)

where E is a suitable constant (we won’t need its explicit value) and P (dφ), φ = ψ, χ, is:

P (dφ) = N−1
φ

∏

k∈D−,−

∏

ω=±1

dφ+
k,ωdφ

−
k,ω exp

{
− tλ

4M2

∑

k∈D−,−

Φ+,T
k Aφ(k)Φk

}
,

Aφ(k) =




i sin k + sin k0 −iσφ(k) −µ2 (i sin k + sin k0) iµ(k)
iσφ(k) i sin k − sin k0 −iµ(k) −µ2 (i sin k − sin k0)

−µ2 (i sin k + sin k0) iµ(k) i sin k + sin k0 −iσφ(k)
−iµ(k) −µ2 (i sin k − sin k0) iσφ(k) i sin k − sin k0


 ,

(3.33)

where

Φ+,T
k = (φ̂+

1,k, φ̂
+
−1,k, φ̂

−
1,−k, φ̂

−
−1,−k) , ΦT

k = (φ̂−1,k, φ̂
−
−1,k, φ̂

+
1,−k, φ̂

+
−1,−k) , (3.34)

Nφ is chosen in such a way that
∫
P (dφ) = 1 and

σφ(k) = 2
(
1 +
±
√

2 + 1

tλ

)
+ cos k0 + cos k − 2 , µ(k) = −(uλ/tλ)(cos k + cos k0) . (3.35)

In the first of (2.37) the − (+) sign corresponds to φ = ψ (φ = χ). The parameter µ in (3.33) is given by

µ
def
= µ(0).
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It is convenient to split the
√

2− 1 appearing in the definition of σψ(k) as:

√
2− 1 = (

√
2− 1 +

ν

2
)− ν

2

def
= tψ −

ν

2
, (3.36)

where ν is a parameter to be properly chosen later as a function of λ, in such a way that the average location

of the critical points will be given by tλ = tψ; in other words ν has the role of a counterterm fixing the

middle point of the critical temperatures. The splitting (3.36) induces the following splitting of P (dψ):

P (dψ) = Pσ(dψ)e−νFν (ψ) , Fν(ψ)
def
=

1

2M2

∑

k,ω

(−iω)ψ̂+
ω,kψ̂

−
−ω,k , (3.37)

where Pσ(dψ) is given by (2.29) with φ = ψ and σ
def
= 2(1− tψ/tλ) replacing σψ(0).

The final expression we found will be the starting point for the multiscale analysis of the partition function

and of the correlation function, which will occupy us in the following Chapters.
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4. The ultraviolet integration.

Starting from this Chapter and up to Chapter 7, we will construct the expansion for the free energy f of

the Ashkin–Teller model, see (1.3), and we will prove that f is well defined and analytic in λ, t, u for any

t 6= t±c , see (1.7).

It will soon be clear that a naive perturbative expansion in λ̃ of the Grassmann functional integral in

(3.32) would give us poor bounds for the partition function. This is because the propagator of the ψ fields

introduced in last Chapter has a mass that is vanishing at tλ =
√

2− 1 + ν
2 ± u, that is in correspondence

of the “bare” critical points. This produces infrared divergences in the integrals defining the n–th order

contribution to the free energy, as obtained by this naive perturbative expansion. It is then necessary to

find out an iterative resummation rule, giving sense to the perturbation series. The iterative construction

we will develop is inspired to the multiscale analysis of Grassmann functional integrals similar to (3.32), as

those appearing in the context of non relativistic spinless fermions in 1+1 dimensions or of 1–dim quantum

spin chains [BGPS][GM][BM]; in all these problems the partition function can be written as the integral of

an exponential of a fermionic action, of the form of a Luttinger model action plus a perturbation, containing

both a quadratic and a quartic term. In our case, looking at (3.32) and (3.33), the Luttinger model part of

the action corresponds to the diagonal elements of Aφ(k) plus the local part of λ̃V ; the quadratic corrections

to the non diagonal terms of Aφ(k); the quartic corrections to the non local part of λ̃V . The difference

between our problem and those already studied in the literature consists in the form of this perturbation;

more precisely, in the form of the quadratic corrections, which can be relevant or marginal in a Renormaliza-

tion Group sense, see next Chapter. These terms generate new effective coupling constants, whose size must

be controlled throughout the Renormalization Group iterations. Moreover, our problem, formulated as a

problem of 1–dim fermions, does not have many natural symmetries that usually are present in a fermionic

theory, such as gauge symmetry, conservation of the particle number and of the quasi–particle number. A

priori, this could be a reason why other relevant or marginal terms, not originaly present in the action (3.32),

could be generated by the iterative construction. We will use a number of hidden symmetries, induced by

the symmetries of the original spin model, to guarantee that these terms are not generated; by “hidden”

here we mean that these symmetries, very natural in the original spin language, are not appearent in the

fermionic one.

In this Chapter we describe the integration of the ultraviolet degrees of freedom, that is of the massive

fields in (3.32) (i.e. the χ fields). This will be the first step of our iterative construction. The subsequent

steps will be for various aspects technically very similar to the ultraviolet one, which we will now present

in all details. We will introduce and describe many of the technical tools we will use throughout the work,

such as the Pfaffian expansion, the Gram–Hadamard bounds and the symmetry relations for the fermionic

fields.

4.1.The effective interaction on scale 1.

The propagators < φσx,ωφ
σ′

y,ω′ > of the fermionic integration P (dφ), defined in (3.33), verify the following

bound, for some A, κ > 0:

| < φσx,ωφ
σ′

y,ω′ > | ≤ Ae−κm̄φ|x−y| , (4.1)

where m̄φ is the minimum between |m(1)
φ | and |m(2)

φ | and

m
(1)
φ

def
= 2(t

(1)
λ − tφ)/tλ , m

(1)
φ

def
= 2(t

(1)
λ − tφ)/tλ , (4.2)
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where φ = ψ, χ, tψ was defined in (3.36) and tχ
def
= −

√
2− 1. Note that both m

(1)
χ and m

(2)
χ are O(1). This

suggests to integrate first the χ variables.

Aim of the present and of the subsequent sections is to perform the integration of the χ variables and,

after that, to rewrite (3.32) in the form

Ξ−
AT = e−M

2E1

∫
PZ1,σ1,µ1,C1(dψ)e−V(1)(

√
Z1ψ) , V(1)(0) = 0 , (4.3)

where C1(k) ≡ 1, Z1 = tψ, σ1 = σ/(1− σ
2 ), µ1 = µ/(1− σ

2 ) and PZ1,σ1,µ1,C1(dψ) is the exponential of a

quadratic form:

PZ1,σ1,µ1,C1(dψ) = N−1
1

ω=±1∏

k∈D−,−

dψ+
ω,kdψ

−
ω,k exp

[
− 1

4M2

∑

k∈D−,−

Z1C1(k)Ψ+,T
k A

(1)
ψ (k)Ψk

]
,

A
(1)
ψ (k) =

(
M (1)(k) N (1)(k)
N (1)(k) M (1)(k)

)

M (1)(k) =

(
i sin k + sin k0 + a+

1 (k) −i (σ1 + c1(k))
i (σ1 + c1(k)) i sin k − sin k0 + a−1 (k)

)

N (1)(k) =

(
b+1 (k) i (µ1 + d1(k))

−i (µ1 + d1(k)) b−1 (k)

)
,

(4.4)

where N1 is chosen in such a way that
∫
PZ1,σ1,µ1,C1(dψ) = 1. We shall call V(1) the effective interaction on

scale 1; it can be expressed as a sum of monomials in ψ of arbitrary order:

V(1)(ψ) =

∞∑

n=1

∑

k1,...,k2n
α,ω

2n∏

i=1

ψ̂
αi(≤1)
ωi,ki

Ŵ
(1)
2n,α,ω(k1, . . . ,k2n−1)δ(

2n∑

i=1

αiki) (4.5)

where α = (α1, . . . , α2n), ω = (ω1, . . . , ω2n), αi = ±, ωi = ±1 and δ(k) =
∑

n∈Z2 δk,2πn. The constant E1 in

(4.3), the functions a±1 , b
±
1 , c1, d1 in (4.4) and the kernels Ŵ

(1)
2n,α,ω in (4.5) satisfy natural dimensional bounds

and a number of symmetry relations, which will be described and proved below, where we will also show in

detail how to get to (4.3). At the end of the Chapter we will collect the results in Theorem 4.1.

Note that from now on we will consider all functions appearing in the theory as functions of λ, σ1, µ1 (of

course t and u can be analytically and elementarily expressed in terms of λ, σ1, µ1). We shall also assume

|σ1|, |µ1| bounded by some O(1) constant. Note that if t±u belong to a sufficiently small interval D centered

around
√

2 − 1, as assumed in the hypothesis of the Main Theorem in the Introduction, then of course

|σ1|, |µ1| ≤ c1 for a suitable constant c1 (for instance, if D = [ 3(
√

2−1)
4 , 5(

√
2−1)
4 ], that is a possible choice for

the interval D, we find |σ1| ≤ 1 +O(ε) and |µ1| ≤ 2 +O(ε)).

4.2.The integration of the χ fields.

We start with considering (3.32), with P (dψ) rewritten as in (3.37), and we define:

e−Ẽ1M
2−Q(1)(ψ)−V(1)(ψ)def=

∫
P (dχ)eQ(ψ,χ)−νFσ(ψ)+λ̃V (ψ,χ) , (4.6)

where Ẽ1 is a constant, Q(1) is quadratic in ψ and O(1) w.r.t. λ, ν and V (1) is at least quadratic in ψ and

O(λ, ν). Q(1) will contribute to the free measure PZ1,σ1,µ1,C1 .

We calculate V(1) in terms of truncated expectations (see Appendix A1), defined as:

ETχ (X ;n) =
∂n

∂αn
log

∫
P (dχ)eαX(χ)|α=0 , (4.7)
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where P (dχ) is defined in (3.33) and the associated propagator is given by

gχ(−,ω),(+,ω)(x− y)
def
= < χ−

x,ωχ
+
y,ω >= gχ(1)

ω (x− y) + gχ(2)
ω (x− y)

gχ(−,ω),(+,−ω)(x− y)
def
= < χ−

x,ωχ
+
y,−ω >= g

χ(1)
ω,−ω(x− y) + g

χ(2)
ω,−ω(x− y)

gχ(α,ω),(α,−ω)(x − y)
def
= < χαx,ωχ

α
y,−ω >= g

χ(1)
ω,−ω(x − y)− gχ(2)

ω,−ω(x− y)

gχ(α,ω),(α,ω)(x− y)
def
= < χαx,ωχ

α
y,ω >= gχ(1)

ω (x− y)− gχ(2)
ω (x − y) ,

(4.8)

where, for j = 1, 2,

gχ(j)
ω (x − y) =

2

tλ

1

M2

∑

k

e−ik(x−y) ζj (−i sink + ω sin k0)

ζ2
j

(
sin2 k + sin2 k0

)
+ (m

(j)
χ,k)2

g
χ(j)
ω,−ω(x− y) =

2

tλ

1

M2

∑

k

e−ik(x−y)
−iωm(j)

χ,k

ζ2
j

(
sin2 k + sin2 k0

)
+ (m

(j)
χ,k)2

,

(4.9)

with m
(j)
χ,k = σχ(k) + (−1)jµ(k) and ζj = 1 + (−1)j(µ/2). Calling m

(j)
χ
def
=m

(j)
χ,0 one can easily verify that

m
(j)
χ is given by (4.2) and the propagators are bounded as in (4.1), for some κ > 0. The similar equations

and bounds for the ψ propagators are proven in the same way.

Calling

−V(ψ, χ) = Q(ψ, χ)− νFσ(ψ) + λ̃V (ψ, χ) , (4.10)

and using the rules in Appendix A1, we obtain

M2Ẽ1 +Q(1)(ψ) + V(1)(ψ) = − log

∫
P (dχ)e−V(ψ,χ) =

∞∑

n=0

(−1)n+1

n!
ETχ (V ;n) . (4.11)

We label each one of the monomials in V by an index vi, so that each monomial in V can be written as

∑

xvi

Kvi(xvi )
∏

f∈P̃vi

ψ
α(f)
ω(f),x(f)

∏

f∈Pvi

χ
α(f)
ω(f),x(f) , (4.12)

where xvi is the total set of coordinates associated to vi, Kvi(xvi) is a bounded compact support function and

Pvi and P̃vi are the set of indices labelling the χ or ψ-fields in the monomial vi; the labels α(f), ω(f),x(f)

assume values in the sets {±}, {±1} and ΛM respectively. We can write

V(1)(ψ) =
∑

P̃v0 6=0

V(1)(P̃v0) , V(1)(P̃v0) =
∑

xv0

[ ∏

f∈P̃v0

ψ
α(f)
ω(f),x(f)

]
KP̃v0

(xv0 )

KP̃v0
(xv0) =

∞∑

s=1

1

s!

∗∑

i1,...,vs

ETχ (χ̃(Pv1), . . . , χ̃(Pvs))

s∏

i=1

Kvi(xvi) ,

(4.13)

where χ̃(Pvi) =
∏
f∈Pvi

χ
α(f)
x(f),ω(f) and the ∗ on the sum means that we are excluding the case v1, . . . , vs all

come from Q(ψ, χ) (such terms will contribute, by definition, to Q(1)(ψ)). Furthermore
∑
i1,...,is

≤ cs, for

some constant c, P̃v0 =
⋃
i P̃vi and xv0 =

⋃
i xvi .

We use now a generalization of a well known expression for ETχ [Le], proven in Appendix A2:

ETχ (χ̃(Pv1), . . . , χ̃(Pvn)) =
∑

T

αT
∏

`∈T
gχ(f1

` , f
2
` )

∫
dPT (t)Pf GT (t) (4.14)
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where:

a) T is a set of lines forming an anchored tree between the cluster of points Pv1 , . . . , Pvs i.e. T is a set of

lines which becomes a tree if one identifies all the points in the same clusters;

b) αT is a sign (irrelevant for the subsequent bounds);

c) given ` ∈ T , let f1
` , f

2
` the field labels associated to the points connected by `; gχ(f

1
` , f

2
` ) is defined as:

gχ(f
1
` , f

2
` )
def
= gχ

a(f1
`
),a(f2

`
)
(x(f1

` )− x(f2
` )) , a(f) = (α(f), ω(f)) ; (4.15)

d) t = {ti,i′ ∈ [0, 1], 1 ≤ i, i′ ≤ s}, dPT (t) is a probability measure with support on a set of t such that

ti,i′ = ui · ui′ for some family of vectors ui ∈ R
n of unit norm;

e) if 2n =
∑s
i=1 |Pvi |, then GT (t) is a (2n− 2s+ 2)× (2n− 2s+ 2) antisymmetrix matrix, whose elements

are given by GTf,f ′ = ti(f),i(f ′)gχ(f, f
′), where: f, f ′ 6∈ FT and FT

def
= ∪`∈T {f1

` , f
2
` }; i(f) is s.t. f ∈ Pi(f);

f) Pf GT is the Pfaffian of GT ; given an antisymmetrix matrix Aij = −Aji, i, j = 1, . . . , 2k, its Pfaffian is

defined as

Pf A =
1

2kk!

∑

π

(−1)πAπ(1)π(2) · · ·Aπ(2k−1)π(2k)

=

∫
dψ1 · · · dψ2ke

− 1
2

∑
i,j
ψiAijψj ,

(4.16)

where in the first line π is a permutation of {1, . . . , 2k} and (−1)π is its parity while, in the second line,

ψ1, . . . , ψ2k are Grassmanian variables. A well known property is that (Pf A)2 = detA.

If s = 1 the sum over T is empty, but we can still use the above equation by interpreting the r.h.s. as 1 if

Pv1 is empty, and Pf GT (Pv1 ) otherwise.

In order to bound Pf GT we first use |Pf GT | =
√
| detGT | and then, in order to bound the determinant,

the Gram-Hadamard inequality, proven in Appendix A3, stating that, if M is a square matrix with elements

Mij of the form Mij =< Ai, Bj >, where Ai, Bj are vectors in a Hilbert space with scalar product < ·, · >,

then

| detM | ≤
∏

i

||Ai|| · ||Bi|| . (4.17)

where || · || is the norm induced by the scalar product.

Let H = R
n ⊗H0, where H0 is the Hilbert space of complex four dimensional vectors F (k) = (F1(k), . . . ,

. . . , F4(k)), Fi(k) being a function on the set DM , with scalar product

< F,G >=

4∑

i=1

1

M2

∑

k

F ∗
i (k)Gi(k) . (4.18)

It is easy to verify that

Gf,f ′ = ti(f),i(f ′)gχ(f, f
′) =< ui(f) ⊗Af ,ui(f ′) ⊗Bf ′ > , (4.19)

where ui ∈ R
n, i = 1, . . . , n, are vectors such that ti,i′ = ui · ui′ , and, if ĝχa,a′(k) is the Fourier transform of

gχa,a′(x− y), Af (k) and Bf ′(k) are given by

Af (k) = e−ikx(f)
(
ĝχa(f),(−,1)(k), ĝχa(f),(−,−1)(k), ĝχa(f),(+,1)(k), ĝχa(f),(+,−1)(k)

)
,

Bf ′(k) = e−ikx(f ′)





(1, 0, 0, 0), if a(f ′) = (−, 1),
(0, 1, 0, 0), if a(f ′) = (−,−1),
(0, 0, 1, 0), if a(f ′) = (+, 1),
(0, 0, 0, 1), if a(f ′) = (+,−1),

(4.20)
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Note that ||Af || ≤ C, for some C = O(1), and ||Bf ′ || = 4. Hence we have proved that

|Pf GT | =
√
| detGT | ≤ cs , (4.21)

for some c = O(1) (we used that 2n ≤ 4s). Finally we get

∑

xv0

|KP̃v0
(xv0)| ≤

∞∑

s=1

cs

s!

∑

v1,...,vs

∑

xv1 ,...,xvs

∑

T

∏

`∈T
|gχ(f1

` , f
2
` )|

s∏

i=1

|Ki(xvi )| (4.22)

where we have used that
∫
dPT (t) = 1. The number of addenda in

∑
T is bounded by s!cs. Finally T and

the
⋃
i xvi form a tree connecting all points, so that, using that the propagators decay exponentially on scale

O(1) and that the interactions are short ranged, we find that, if |ν| ≤ c|λ|,

∑

v1,...,vs

∑

xv1 ,...,xvs

∑

T

∏

`∈T
|gχ(f1

` , f
2
` )|

s∏

i=1

|Ki(xvi)| ≤ css!|λ|mM2 , (4.23)

where m is the number of couplings O(λ, ν) (m ≥ 1 by construction).

Note that if vi only come from −V(ψ, χ) − Q(ψ, χ), then m = s. Let us consider now the case in which

there are n0 end-points associated to Q(ψ, χ), which have O(1) coupling. In this case n0 ≤ |P̃v0 |. In fact

in Q(ψ, χ) there are only terms of the form ψxχx′ , where x′ is either x or x ± ê0 or x ± ê1, so at most the

number of them is equal to the number of ψ fields. If we call nλ ≤ m the number of vertices quartic in the

fields it is clear that nλ ≥ max{1, |P̃v0 |/2− 1}. Hence

∑

xv0

|KP̃v0
(xv0 )| ≤M2

|P̃v0 |∑

n0=0

cn0

∞∑

m=1

cm|λ|m/2|λ|max{1/2,|P̃v0 |/4−1/2} (4.24)

The last bound implies that the kernels Ŵ
(1)
2n,α,ω in (4.5), which are the Fourier transforms of KP̃v0

(xv0 ), see

(4.13), can be bounded as:

|Ŵ (1)
2n,α,ω(k1, . . . ,k2n−1)| ≤M2Cn|λ|max{1,n/2} ; (4.25)

We now turn to the construction of PZ1,σ1,µ1,C1 . We define:

e−t1M
2

PZ1,σ1,µ1,C1(dψ)
def
= Pσ(dψ)e−Q

(1)(ψ) , (4.26)

where t1 is chosen in such a way
∫
PZ1,σ1,µ1,C1(dψ) = 1. From definition (4.26), (4.3) follows, with E1 =

Ẽ1 + t1 (Ẽ1 was defined in (4.6)) and V(1)(ψ) constructed above.

Let us now study in more detail the structure of PZ1,σ1,µ1,C1(dψ). In order to write it as an exponential

of a quadratic form, it is sufficient to calculate the correlations

< ψα1

ω1,k
ψα2

ω2,−α1α2k
>1

def
=

∫
PZ1,σ1,µ1,C1(dψ)ψα1

ω1,k
ψα2

ω2,−α1α2k
=

= e−t1M
2

∫
Pσ(dψ)P (dχ)eQ(χ,ψ)ψα1

ω1,k
ψα2

ω2,−α1α2k
.

(4.27)

It is easy to realize that the measure ∼ Pσ(dψ)P (dχ)eQ(χ,ψ) factorizes into the product of two measures

generated by the fields ψ
(j)
ω,x, j = 1, 2, defined by ψαω,x = (ψ

(1)
ω,x + i(−1)αψ

(2)
ω,x)/

√
2. In fact, using this change

of variables, one finds that

Pσ(dψ)P (dχ)eQ(χ,ψ) =
∏

j=1,2

P
(j)

(dψ(j), dχ(j)) , (4.28)
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with

P
(j)

(dψ(j), dχ(j))
def
=

1

N (j)

∏

x

dψ(j)
x dψ

(j)

x dχ(j)
x dχ(j)

x e
∑

x
[S

(j,ψ)
ν,x +S

(j,χ)
x +Q

(j)
x ] , (4.29)

with j = 1, 2, S
(j,χ)
x , Q

(j)
x defined as in (3.25), (3.26) and

S(j,ψ)
ν,x = S(j,ψ)

x + i(tψ −
√

2 + 1)ψ
(j)

x ψ(j)
x , (4.30)

where S
(j,ψ)
x is defined as in (3.23). Substituting these expressions in (4.29), we find that, if ξ

(j),T
k

def
=

def
= (ψ

(j)
k , ψ

(j)

k , χ
(j)
k , χ

(j)
k ),

P
(j)

(dψ(j), dχ(j)) =
1

N (j)
exp{− t

(j)
λ

4M2

∑

k

ξ
(j),T
k C

(j)
k ξ

(j)
−k}

C
(j)
k

def
=




−i sin k − sin k0 −im(j)
ψ,k i sin k − sin k0 i(cos k − cos k0)

im
(j)
ψ,k −i sin k + sin k0 −i(cosk − cos k0) i sin k + sin k0

i sin k − sin k0 i(cos k − cos k0) −i sin k − sin k0 −im(j)
χ,k

−i(cos k − cos k0) i sin k + sin k0 im
(j)
χ,k −i sink + sin k0




.

(4.31)

A lengthy but straightforward calculation shows that the determinant B(j)(k)
def
= detC

(j)
k is equal to

B(j)(k) =
16

(t
(j)
λ )4

{
2t

(j)
λ [1− (t

(j)
λ )2](2− cos k − cos k0) + (t

(j)
λ − tψ)2(t

(j)
λ − tχ)2

}
(4.32)

Using, for l,m = 1, . . . , 4, the algebraic identity

1

N (j)

∫ [∏

k,i

(dξ
(j)
k )i

]
(ξ

(j)
−k′)l(ξ

(j)
k′ )m exp{− t

(j)
λ

4M2

∑

k

ξ
(j),T
k C

(j)
k ξ

(j)
−k} =

4M2

t
(j)
λ

(C
(j)
k′ )−1

lm , (4.33)

we find:

< ψ
(j)
−kψ

(j)
k >1=

4M2

t
(j)
λ

c
(j)
1,1(k)

B(j)(k)
, < ψ

(j)

−kψ
(j)
k >1=

4M2

t
(j)
λ

c
(j)
−1,1(k)

B(j)(k)
,

< ψ
(j)

−kψ
(j)

k >1=
4M2

t
(j)
λ

c
(j)
−1,−1(k)

B(j)(k)
,

(4.34)

where, if ω = ±1, recalling that tψ =
√

2− 1 + ν/2 and tχ = −
√

2− 1,

c(j)ω,ω(k)
def
=

4

(t
(j)
λ )2

{
2t

(j)
λ tχ(−i sin k cos k0 + ω sin k0 cosk) + [(t

(j)
λ )2 + t2χ](i sin k − ω sin k0)

}

c
(j)
ω,−ω(k)

def
= − iω 4

(t
(j)
λ )2

{
− t(j)λ (3tχ + tψ) cos k cos k0 + [(t

(j)
λ )2 + 2tχtψ + t2χ](cos k + cos k0)−

−
(
t
(j)
λ (tψ + tχ) + 2

tψt
2
χ

t
(j)
λ

)}
.

(4.35)

PZ1,σ1,µ1,C1(dψ) can now be written in terms of these correlations, as

PZ1,σ1,µ1,C1(dψ) = P (1)(dψ(1))P (2)(dψ(2)) , (4.36)
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with

P (j)(dψ(j))
def
=

1

Nj

∏

k

dψ
(j)
k dψ

(j)

k ·

· exp
{
− t

(j)
λ B(j)(k)

4M2 det c
(j)
k

(ψ
(j)
k , ψ

(j)

k )

(
c
(j)
−1,−1(k) −c(j)1,−1(k)

−c(j)−1,1(k) c
(j)
1,1(k)

)(
ψ

(j)
−k

ψ
(j)

−k

)}
,

(4.37)

where det c
(j)
k = c

(j)
1,1(k)c

(j)
−1,−1(k)−c(j)1,−1(k)c

(j)
−1,1(k). If we now use the identity t

(j)
λ = tψ(2+(−1)jµ)/(2−σ)

and rewrite the measure P (1)(dψ(1))P (2)(dψ(2)) in terms of ψ±
ω,k we find:

PZ1,σ1,µ1,C1(dψ) =
1

N (1)

∏

k,ω

dψ+
ω,kdψ

−
ω,k exp{−Z1C1(k)

4M2
Ψ+,T

k A
(1)
ψ Ψ−

k } , (4.38)

with C1(k), Z1, σ1 and µ1 defined as after (4.3), and A
(1)
ψ (k) as in (4.4), with

M (1)(k) =
2

2− σ

(−c+−1,−1(k) c+−1,1(k)

c+1,−1(k) −c+1,1(k)

)
, N (1)(k) =

2

2− σ

(−c−−1,−1(k) c−−1,1(k)

c−1,−1(k) −c−1,1(k)

)
, (4.39)

where cαω1,ω2
(k)

def
= [(1−µ/2)B(1)(k)c

(1)
ω1,ω2(k)/ det c

(1)
k +α(1 +µ/2)B(2)(k)c

(2)
ω1,ω2(k)/ det c

(2)
k ]/2. It is easy to

verify that A
(1)
ψ (k) can be written in the same form as (4.4). In fact, computing the functions in (4.39), one

finds that, for k, σ1 and µ1 small,

M (1)(k) =

(
(i sin k + sin k0)

(
1 +O(σ1)

)
+O(k3) −iσ1 +O(k2)

iσ1 +O(k2) (i sin k − sin k0)
(
1 +O(σ1)

)
+O(k3)

)

N (1)(k) =

(
(i sin k + sin k0)O(µ1) +O(k3) iµ1 +O(µ1k

2)
−iµ1 +O(µ1k

2) (i sin k − sin k0)O(µ1) +O(k3)

)
,

(4.40)

where the higher order terms in k, σ1 and µ1 contribute to the corrections a±1 (k), b±1 (k), c1(k) and d1(k).

4.3.Symmetry properties.

In this section we identify some symmetries of model (3.19) and, using these symmetry properties, we prove

that the quadratic and quartic terms in V (1) and the corrections a±1 (k), b±1 (k), c1(k) and d1(k) appearing

in (4.4) have a special structure, described in Theorem 4.1 below.

We start with noting that the formal action appearing in (3.19) (see also (2.14), (2.36) and (3.20) for an ex-

plicit form of the different contributions appearing in (3.19)) is invariant under the following transformations.

1) Parity:

H(j)
x → H

(j)

−x , H
(j)

x → −H(j)
−x , V (j)

x → V
(j)

−x , V
(j)

x → −V (j)
−x . (4.41)

In terms of the variables ψ̂αω,k, this transformation is equivalent to ψ̂αω,k → iωψ̂αω,−k (the same for χ) and we

shall call it parity.

2) Complex conjugation:

ψ(j)
x → ψ

(j)

x , ψ
(j)

x → ψ(j)
x , χ(j)

x → χ(j)
x , χ(j)

x → χ(j)
x , c→ c∗ , (4.42)

where c is a generic constant appearing in the formal action and c∗ is its complex conjugate. In terms of the

variables ψ̂αω,k, this transformation is equivalent to ψ̂αω,k → ψ̂−α
−ω,k (the same for χ), c→ c∗ and we shall call
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it complex conjugation.

3) Hole-particle:

H(j)
x → (−1)j+1H(j)

x , H
(j)

x → (−1)j+1H
(j)

x ,

V (j)
x → (−1)j+1V (j)

x , V
(j)

x → (−1)j+1V
(j)

x .
(4.43)

This transformation is equivalent to ψ̂αω,k → ψ̂−α
ω,−k (the same for χ) and we shall call it hole-particle.

4) Rotation:

H(j)
x,x0
→ iV

(j)

−x0,−x , H
(j)

x,x0
→ iV

(j)
−x0,−x ,

V (j)
x,x0
→ iH

(j)

−x0,−x , V
(j)

x,x0
→ iH

(j)
−x0,−x .

(4.44)

This transformation is equivalent to

ψ̂αω,(k,k0) → −ωe−iωπ/4ψ̂α−ω,(−k0,−k) , χ̂αω,(k,k0) → ωe−iωπ/4χ̂α−ω,(−k0,−k) (4.45)

and we shall call it rotation.

5) Reflection:

H(j)
x,x0
→ iH

(j)

−x,x0
, H

(j)

x,x0
→ iH

(j)
−x,x0

,

V (j)
x,x0
→ −iV (j)

−x,x0
, V

(j)

x,x0
→ iV

(j)

−x,x0
.

(4.46)

This transformation is equivalent to ψ̂αω,(k,k0) → iψ̂α−ω,(−k,k0) (the same for χ) and we shall call it reflection.

6) The (1)←→(2) symmetry.

H(1)
x ←→H(2)

x , H
(1)

x ←→H
(2)

x ,

V (1)
x ←→V (2)

x , V
(1)

x ←→V
(2)

x , u→ −u .
(4.47)

This transformation is equivalent to ψ̂αω,k → −iαψ̂−α
ω,−k (the same for χ) together with u→ −u and we shall

call it (1)←→(2) symmetry.

It is easy to verify that the quadratic forms P (dχ), P (dψ) and PZ1,σ1,µ1,C1(dψ) are separately invariant

under the symmetries above. Then the effective action V (1)(ψ) is still invariant under the same symme-

tries. Using the invariance of V (1) under transformations (1)–(6), we now study in detail the structure of its

quadratic and quartic terms.

Quartic term. Let us consider in (4.5) the term with 2n = 4, α1 = α2 = −α3 = −α4 = +, ω1 = −ω2 = ω3 =

−ω4 = 1; for simplicity of notation, let us denote it with
∑

ki
W (k1,k2,k3,k4)ψ̂

+
1,k1

ψ̂+
−1,k2

ψ̂−
−1,k3

ψ̂−
1,k4

δ(k1+

k2−k3−k4). Under complex conjugation it becomes equal to
∑

ki
W ∗(k1,k2,k3,k4)ψ̂

−
−1,k1

ψ̂−
1,k2

ψ̂+
1,k3

ψ̂+
−1,k4

δ(k3 + k4 − k1 − k2), so that W (k1,k2,k3,k4) = W ∗(k3,k4,k1,k2).

Then, defining L1 = W (k̄++, k̄++, k̄++, k̄++), where k̄++ = (π/M, π/M), and l1 = P0L1
def
= L1

∣∣
σ1=µ1=0

,

we see that L1 and l1 are real. From the explicit computation of the lower order term we find l1 =

λ̃/Z2
1 +O(λ2).

Quadratic terms. We distinguish 4 cases (items (a)–(d) below).

a) Let us consider in (4.5) the term with 2n = 2, α1 = −α2 = + and ω1 = −ω2 = ω; let us denote it with
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∑
ω,kWω(k;µ1)ψ̂

+
ω,kψ̂

−
−ω,k. Under parity it becomes

∑

ω,k

Wω(k;µ1)(iω)ψ̂+
ω,−k(−iω)ψ̂−

−ω,−k =
∑

ω,k

Wω(−k;µ1)ψ̂
+
ω,kψ̂

−
−ω,k , (4.48)

so that Wω(k;µ1) is even in k.

Under complex conjugation it becomes

∑

ω,k

Wω(k;µ1)
∗ψ̂−

−ω,kψ̂
+
ω,k = −

∑

ω,k

Wω(k;µ1)
∗ψ̂+

ω,kψ̂
−
−ω,k , (4.49)

so that Wω(k;µ1) is purely imaginary.

Under hole-particle it becomes

∑

ω,k

Wω(k;µ1)ψ̂
−
ω,−kψ̂

+
−ω,−k = −

∑

ω,k

W−ω(k;µ1)ψ̂
+
ω,kψ̂

−
−ω,k , (4.50)

so that Wω(k;µ1) is odd in ω.

Under (1)←→(2) it becomes:

∑

ω,k

Wω(k;−µ1)(−i)ψ̂−
−ω,−k(i)ψ̂+

ω,−k =
∑

ω,k

Wω(k;−µ1)ψ̂
+
ω,kψ̂

−
−ω,k , (4.51)

so that Wω(k;µ1) is even in µ1. Let us define S1 = iω/2
∑
η,η′=±1Wω(k̄ηη′ ), where k̄ηη′ = (ηπ/M, η′π/M),

and γn1 = P0S1, s1 = P1S1 = σ1∂σ1S1

∣∣
σ1=µ1=0

+ µ1∂µ1S1

∣∣
σ1=µ1=0

. From the previous discussion we see

that S1, s1 and n1 are real and s1 is independent of µ1. From the computation of the lower order terms we

find s1 = O(λσ1) and γn1 = ν/Z1 + cν1λ + O(λ2), for some constant cν1 independent of λ. Note that, since

Wω(k;µ1) is even in k (so that in particular no linear terms in k appear) in real space no terms of the form

ψ+
ω,x∂ψ

−
−ω,x can appear.

b) Let us consider in (4.5) the term with 2n = 2, α1 = α2 = α and ω1 = −ω2 = ω and let us de-

note it with
∑
ω,α,kW

α
ω (k;µ1)ψ̂

α
ω,kψ̂

α
−ω,−k. We proceed as in item (a) and, by using parity, we see that

Wα
ω (k;µ1) is even in k and odd in ω.

By using complex conjugation, we see that W α
ω (k;µ1) = −W−α

ω (k;µ1)
∗.

By using hole-particle, we see that W α
ω (k;µ1) is even in α and Wα

ω (k;µ1) = −W−α
ω (k;µ1)

∗ implies that

Wα
ω (k;µ1) is purely imaginary.

By using (1)←→(2) we see that W α
ω (k;µ1) is odd in µ1.

If we define M1 = −iω/2∑η,η′ W
α
ω (k̄ηη′ ;µ1) and m1 = P1M1, from the previous properties follows that

M1 and m1 are real, m1 is independent of σ1 and, from the computation of its lower order, m1 = O(λµ1).

Note that, since Wα
ω (k;µ1) is even in k (so that in particular no linear terms in k appear) in real space no

terms of the form ψαω,x∂ψ
α
−ω,x can appear.

c) Let us consider in (4.5) the term with 2n = 2, α1 = −α2 = +, ω1 = ω2 = ω and let us denote it

with
∑

ω,kWω(k;µ1)ψ̂
+
ω,kψ̂

−
ω,k. By using parity we see that Wω(k;µ1) is odd in k.

By using reflection we see that Wω(k, k0;µ1) = W−ω(k,−k0;µ1).

By using complex conjugation we see that Wω(k, k0;µ1) = W ∗
ω(−k, k0;µ1).

By using rotation we find Wω(k, k0;µ1) = −iωWω(k0,−k;µ1).

By using (1)←→(2) we see that Wω(k;−µ1) is even in µ1.
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We now define

G1(k) =
1

4

∑

η,η′

Wω(k̄ηη′ ;µ1)(η
sin k

sin π/M
+ η′

sin k0

sinπ/M
) .

We can rewrite G1(k) = aω sin k + bω sin k0, with

aω =
1

2 sin π
M

[
Wω(

π

M
,
π

M
;µ1) +Wω(

π

M
,− π

M
;µ1)

]

bω =
1

2 sin π
M

[
Wω(

π

M
,
π

M
;µ1)−Wω(

π

M
,− π

M
;µ1)

]
.

(4.52)

From the properties of Wω(k;µ1) discussed above, we get:

Wω(
π

M
,
π

M
;µ1) = W−ω(

π

M
,− π

M
;µ1) = −W ∗

ω(
π

M
,− π

M
;µ1) = −iωWω(

π

M
,− π

M
;µ1)

Wω(
π

M
,− π

M
;µ1) = W−ω(

π

M
,
π

M
;µ1) = −W ∗

ω(
π

M
,
π

M
;µ1) = iωWω(

π

M
,
π

M
;µ1)

(4.53)

so that

aω = a−ω = −a∗ω = iωbω
def
= ia

bω = −b−ω = b∗ω = −iωaωdef= ωb = −iωia
(4.54)

with a = b real and independent of ω. As a consequence, G1(k) = G1(i sin k+ω sin k0) for some real constant

G1. If z1
def
= P0G1 and we compute the lowest order contribution to z1, we find z1 = O(λ2).

d) Let us consider in (4.5) the term with 2n = 2, α1 = α2 = α, ω1 = ω2 = ω and let us denote it

with
∑
α,ω,kW

α
ω (k;µ1)ψ̂

α
ω,kψ̂

α
ω,−k. Repeating the proof in item c) we see that W α

ω (k;µ1) is odd in k and in

µ1 and, if we define

F1(k) =
1

4

∑

η,η′

Wα
ω (k̄ηη′ ;µ1)(η

sin k

sinπ/M
+ η′

sin k0

sinπ/M
) ,

we can rewrite F1(k) = F1(i sin k + ω sin k0). Since Wα
ω (k;µ1) is odd in µ1, we find F1 = O(λµ1).

This conlcudes the study of the properties of the kernels of V (1) we shall need in the following. Repeat-

ing the proof above it can also seen that the corrections a±1 (k), b±1 (k), appearing in (4.4), are analytic

odd functions of k, while c1(k) and d1(k) are real and even; the explicit computation of the lower order

terms in the Taylor expansion in k shows that, in a neighborhood of k = 0, a±1 (k) = O(σ1k) + O(k3),

b±1 (k) = O(µ1k) +O(k3), c1(k) = O(k2) and d1(k) = O(µ1k
2).

The result of the previous discussion can be collected in the following Theorem.

Theorem 4.1 Assume that |σ1|, |µ1| ≤ c1 for some constant c1 > 0. There exist a constant ε such that, if

|λ|, |ν| ≤ ε, then Ξ−
AT can be written as in (4.3), (4.4), (4.5), where:

1) E1 is an O(1) constant;

2) a±1 (k), b±1 (k) are analytic odd functions of k and c1(k), d1(k) real analytic even functions of k; in a neigh-

borhood of k = 0, a±1 (k) = O(σ1k)+O(k3), b±1 (k) = O(µ1k)+O(k3), c1(k) = O(k2) and d1(k) = O(µ1k
2);

3) the determinant | detA
(1)
ψ (k)| can be bounded above and below by two positive constants times

[
(σ1−µ1)

2+

|c(k)|
][

(σ1 + µ1)
2 + |c(k)|

]
and c(k) = cos k0 + cos k − 2;

4) Ŵ
(1)
2n,α,ω are analytic functions of ki, λ, ν, σ1, µ1, i = 1, . . . , 2n and, for some constant C,

|Ŵ (1)
2n,α,ω(k1, . . . ,k2n−1)| ≤M2Cn|λ|max{1,n/2} ; (4.55)
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4–a) the terms in (4.5) with n = 2 can be written as

L1

∑

k1,...,k4

ψ̂+
1,k1

ψ̂+
−1,k2

ψ̂−
−1,k3

ψ̂−
1,k4

δ(k1 + k2 − k3 − k4)+

+
∑

k1,...,k4

∑

α,ω

W̃4,α,ω(k1,k2,k3)ψ̂
α1

ω1,k1
ψ̂α2

ω2,k2
ψ̂α3

ω3,k3
ψ̂α4

ω4,k4
δ(

4∑

i=1

αiki) ,

(4.56)

where L1 is real and W̃4,α,ω(k1,k2,k3) vanishes at k1 = k2 = k3 =
(
π
M , πM

)
;

4–b) the term in (4.5) with n = 1 can be written as:

1

4

∑

ω,α=±

∑

k

[
S1(−iω)ψ̂+

ω,kψ̂
−
−ω,k +M1(iω)ψ̂αω,kψ̂

α
−ω,−k + F1(i sin k + ω sin k0)ψ̂

α
ω,kψ̂

α
ω,−k+

+G1(i sin k + ω sin k0)ψ̂
+
ω,kψ̂

−
ω,k

]
+
∑

k

∑

α,ω

W̃2,α,ω(k)ψ̂α1

ω1,k
ψ̂α2

ω2,−α1α2k

(4.57)

where: W̃2,α,ω(k) is O(k2) in a neighborhood of k = 0; S1,M1, F1, G1 are real analytic functions of λ, σ1, µ1, ν

s.t. F1 = O(λµ1) and

L1 = l1 +O(λσ1) +O(λµ1) , S1 = s1 + γn1 +O(λσ2
1) +O(λµ2

1)

M1 = m1 +O(λµ1σ1) +O(λµ3
1) , G1 = z1 +O(λσ1) +O(λµ1)

(4.58)

with s1 = σ1f1, m1 = µ1f2 and l1, n1, f1, f2, z1 independent of σ1, µ1; moreover l1 = λ̃/Z2
1 + O(λ2),

f1, f2 = O(λ), γn1 = ν/Z1 + cν1λ+O(λ2), for some cν1 independent of λ, and z1 = O(λ2).

Remark. The meaning of Theorem 2.1 is that after the integration of the χ fields we are left with a

fermionic integration similar to (3.33) up to corrections which are at least O(k2), and an effective interaction

containing terms with any number of fields. A priori many bilinear terms with kernel O(1) or O(k) with

respect to k near k = 0 could be generated by the χ–integration besides the ones originally present in (2.29);

however symmetry considerations restrict drastically the number of possible bilinear terms O(1) or O(k).

Only one new term of the form
∑

k(i sin k + ω sin k0)ψ̂
α
ω,kψ̂

α
ω,−k appears, which is “dimensionally” marginal

in a RG sense; however it is weighted by a constant O(λµ1) and this will improve its “dimension”, so that

it will result to be irrelevant, see next Chapter.



48 Universality and non–universality in the Ashkin–Teller model

5. Renormalization Group for light fermions. The anomalous regime.

In this Chapter we begin to describe the iterative integration scheme we shall follow in order to compute the

Grassmann functional integral in (4.3). Each step of the iteration will resemble for many technical aspects

the ultraviolet step described in the previous Chapter. We first split the light field ψ in a sum of independent

Grassmann fields
∑

h ψh with masses smaller and smaller, labeled by a scale index h ≤ 1. Then we begin

to integrate step by step each of them, starting from that with the biggest mass. After each integration

step we rewrite the partition function in a way similar to the r.h.s. of (4.3), with new effective parameters

Zh, σh, µh and a new effective interaction V (h) replacing Zh, σh, µh and V(h) respectively. As a consequence,

a new fundamental problem must be faced: the size of these parameters and of the new effective interaction

must be controlled, and in particular it must be proven that the weight of the local quartic term in V (h)

remains small under the iterations. This is not trivial at all, and in fact one of the major difficulties of the

problem is in finding a suitable definition of the new parameters after each integration step. It will in fact

become clear that there is some arbitrariness in their definition and the choice must be done with care, so

that the flow of the effective coupling constants can be controlled.

In the present Chapter we will first describe the iterative procedure, including the definition of localiza-

tion, crucial for the definition of the effective coupling constants. In the present Chapter we shall describe

only the regime in which the effective parameters σh, µh are small; we shall call this regime the anomalous

one, because σh, µh grow exponentially in this regime, with an exponent that is a non trivial function of λ.

We then describe the result of the iteration in this regime, that is the bounds the kernels of the effective

interaction satisfy at each step, under the assumption that the size of the effective local quartic term remain

small. This key property (also called vanishing of the Beta function, for reasons that will become clear later)

will be proven in next Chapter. The subsequent regime (in which σh, µh are of the same order of the mass

of the field) must be studied with a different iterative procedure, and will be done in Chapter 8.

5.1. Multiscale analysis.

From the bound on detA
(1)
ψ (k) described in Theorem 4.1, we see that the ψ fields have a mass given by

min{|σ1 − µ1|, |σ1 + µ1|}, which can be arbitrarly small; their integration in the infrared region (small

k) needs a multiscale analysis. We introduce a scaling parameter γ > 1 which will be used to define

a geometrically growing sequence of length scales 1, γ, γ2, . . ., i.e. of geometrically decreasing momentum

scales γh, h = 0,−1,−2, . . . Correspondingly we introduce C∞ compact support functions fh(k) h ≤ 1, with

the following properties: if |k|def=
√

sin2 k + sin2 k0, when h ≤ 0, fh(k) = 0 for |k| < γh−2 or |k| > γh, and

fh(k) = 1, if |k| = γh−1; f1(k) = 0 for |k| ≤ γ−1 and f1(k) = 1 for |k| ≥ 1; furthermore:

1 =
1∑

h=hM

fh(k) , where : hM = min{h : γh >
√

2 sin
π

M
} , (5.1)

and
√

2 sin(π/M) is the smallest momentum allowed by the antiperiodic boundary conditions, i.e. it is equal

to mink∈D−,− |k|.
The purpose is to perform the integration of (2.41) over the fermion fields in an iterative way. After each

iteration we shall be left with a “simpler” Grassmannian integration to perform: if h = 1, 0,−1, . . . , hM , we

shall write

Ξ−
AT =

∫
PZh,σh,µh,Ch(dψ

(≤h)) e−V(h)(
√
Zhψ

(≤h))−M2Eh , V(h)(0) = 0 , (5.2)

where the quantities Zh, σh, µh, Ch, PZh,σh,µh,Ch(dψ
(≤h)), V(h) and Eh have to be defined recursively

and the result of the last iteration will be Ξ−
AT = e−M

2E−1+hM , i.e. the value of the partition function.
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PZh,σh,µh,Ch(dψ
(≤h)) is defined as

PZh,σh,µh,Ch(dψ
(≤h)) =

= N−1
h

∏

k∈D−,−

∏

ω=±1

dψ
+(≤h)
k,ω dψ

−(≤h)
k,ω exp

[
− 1

4M2

∑

k∈D−,−

C
−1
h

(k)>0

ZhCh(k)Ψ
+(≤h),T
k A

(h)
ψ (k)Ψ

(≤h)
k

]
,

A
(h)
ψ (k) =

(
M (h)(k) N (h)(k)
N (h)(k) M (h)(k)

)

M (h)(k) =

(
i sin k + sin k0 + a+

h (k) −i (σh(k) + ch(k))
i (σh(k) + ch(k)) i sin k − sin k0 + a−h (k)

)

N (h)(k) =

(
b+h (k) i (µh(k) + dh(k))

−i (µh(k) + dh(k)) b−h (k)

)
,

(5.3)

and

Ψ
+(≤h),T
k = (ψ̂

+(≤h)
1,k , ψ̂

+(≤h)
−1,k , ψ̂

−(≤h)
1,−k , ψ̂

−(≤h)
−1,−k) Ψ

(≤h),T
k = (ψ̂

−(≤h)
1,k , ψ̂

−(≤h)
−1,k , ψ̂

+(≤h)
1,−k , ψ̂

+(≤h)
−1,−k) , (5.4)

Nh is such that
∫
PZh,σh,µh,Ch(dψ

(≤h)) = 1, Ch(k)−1 =
∑h
j=hM

fj(k). Moreover

V(h)(ψ) =

∞∑

n=1

1

M2n

∑

k1,...,k2n−1,
α,ω

2n∏

i=1

ψ̂
αi(≤h)
ωi,ki

Ŵ
(h)
2n,α,ω(k1, . . . ,k2n−1)δ(

2n∑

i=1

αiki)
def
=

def
=

∞∑

n=1

∑
x1,...,x2n,
σ,j,ω,α

2n∏

i=1

∂σiji ψ
αi(≤h)
ωi,xi W

(h)
2n,σ,j,α,ω(x1, . . . ,x2n) ,

(5.5)

where in the last line ji = 0, 1, σi ≥ 0 and ∂j is the forward discrete derivative in the êj direction.

Note that the field ψ(≤h), whose propagator is given by the inverse of ZhCh(k)A
(h)
ψ , has the same support

of C−1
h (k), that is on a strip of width γh around the singularity k = 0. The field ψ(≤1) coincides with the

field ψ of previous section, so that (4.3) is the same as (5.2) with h = 1.

It is crucial for the following to think Ŵ
(h)
2n,α,ω, h ≤ 1, as functions of the variables σk(k), µk(k), k =

h, h+ 1, . . . , 0, 1, k ∈ D−,−. The iterative construction below will inductively imply that the dependence on

these variables is well defined (note that for h = 1 we can think the kernels of V (1) as functions of σ1, µ1, see

Theorem 4.1).

5.2.The localization operator.

We now begin to describe the iterative construction leading to (5.3). The first step consits in defining a

localization operator L acting on the kernels of V (h), in terms of which we shall rewrite V (h) = LV(h)+RV(h),

where R = 1−L. The iterative integration procedure will use such splitting, see §5.3 below.

L will be non zero only if acting on a kernel Ŵ
(h)
2n,α,ω with n = 1, 2. In this case L will be the combination

of four different operators: Lj , j = 0, 1, whose effect on a function of k will be essentially to extract

the term of order j from its Taylor series in k; and Pj , j = 0, 1, whose effect on a functional of the

sequence σh(k), µh(k), . . . , σ1, µ1 will be essentially to extract the term of order j from its power series in

σh(k), µh(k), . . . , σ1, µ1.

The action of Lj , j = 0, 1, on the kernels Ŵ
(h)
2n,α,ω(k1, . . . ,k2n) is defined as follows.

1) If n = 1,

L0Ŵ
(h)
2,α,ω(k, α1α2k) =

1

4

∑

η,η′=±1

Ŵ
(h)
2,α,ω(k̄ηη′ , α1α2k̄ηη′ )

L1Ŵ
(h)
2,α,ω(k, α1α2k) =

1

4

∑

η,η′=±1

Ŵ
(h)
2,α,ω(k̄ηη′ , α1α2k̄ηη′ )

[
η

sin k

sin π
M

+ η′
sin k0

sin π
M

]
,

(5.6)
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where k̄ηη′ =
(
η π
M , η′ πM

)
are the smallest momenta allowed by the antiperiodic boundary conditions.

2) If n = 2, L1Ŵ
(h)
4,α,ω = 0 and

L0Ŵ
(h)
4,α,ω(k1,k2,k3,k4)

def
= Ŵ

(h)
4,α,ω(k̄++, k̄++, k̄++, k̄++) . (5.7)

3) If n > 2, L0Ŵ2n,α,ω = L1Ŵ2n,α,ω = 0.

The action of Pj , j = 0, 1, on the kernels Ŵ2n,α,ω, thought as functionals of the sequence σh(k), µh(k), . . .

. . . , σ1, µ1 is defined as follows.

P0Ŵ2n,α,ω
def
= Ŵ2n,α,ω

∣∣∣
σ(h)=µ(h)=0

P1Ŵ2n,α,ω
def
=

∑

k≥h,k

[
σk(k)

∂Ŵ2n,α,ω

∂σk(k)

∣∣∣
σ(h)=µ(h)=0

+ µk(k)
∂Ŵ2n,α,ω

∂µk(k)

∣∣∣
σ(h)=µ(h)=0

]
.

(5.8)

Given Lj ,Pj , j = 0, 1 as above, we define the action of L on the kernels Ŵ2n,α,ω as follows.

1) If n = 1, then

LŴ2,α,ω
def
=





L0(P0 + P1)Ŵ2,α,ω if ω1 + ω2 = 0 and α1 + α2 = 0,

L0P1Ŵ2,α,ω if ω1 + ω2 = 0 and α1 + α2 6= 0,

L1P0Ŵ2,α,ω if ω1 + ω2 6= 0 and α1 + α2 = 0,
0 if ω1 + ω2 6= 0 and α1 + α2 6= 0.

2) If n = 2, then LŴ4,α,ω
def
= L0P0Ŵ4,α,ω.

3) If n > 2, then LŴ2n,α,ω = 0.

Finally, the effect of L on V(h) is, by definition, to replace on the r.h.s. of (4.8) Ŵ2n,α,ω with LŴ2n,α,ω.

Note that L2V(h) = LV(h).

Using the previous definitions we get the following result. We use the notation σ(h) = {σk(k)}k=h,...,1k∈D−,−
and

µ(h) = {µk(k)}k=h,...,1k∈D−,−
.

Lemma 5.1. Let the action of L on V (h) be defined as above. Then

LV(h)(ψ(≤h)) = (sh + γhnh)F
(≤h)
σ +mhF

(≤h)
µ + lhF

(≤h)
λ + zhF

(≤h)
ζ , (5.9)

where sh, nh,mh, lh and zh are real constants and: sh is linear in σ(h) and independent of µ(h); mh is linear

in µ(h) and independent of σ(h); nh, lh, zh are independent of σ(h), µ(h); moreover, if Dh
def
=D−,− ∩ {k :

C−1
h (k) > 0},

F (≤h)
σ (ψ(≤h)) =

1

2M2

∑

k∈Dh

∑

ω=±1

(−iω)ψ̂
+(≤h)
ω,k ψ̂

−(≤h)
−ω,k

def
=

1

M2

∑

k∈Dh

F̂ (≤h)
σ (k) ,

F (≤h)
µ (ψ(≤h)) =

1

4M2

∑

k∈Dh

∑

α,ω=±1

iωψ̂
α(≤h)
ω,k ψ̂

α(≤h)
−ω,−k

def
=

1

M2

∑

k∈Dh

F̂ (≤h)
µ (k) ,

F
(≤h)
λ (ψ(≤h)) =

1

M8

∑

k1,...,k4∈Dh

ψ̂
+(≤h)
1,k1

ψ̂
+(≤h)
−1,k2

ψ̂
−(≤h)
−1,k3

ψ̂
−(≤h)
1,k4

δ(k1 + k2 − k3 − k4)

F
(≤h)
ζ (ψ(≤h)) =

1

2M2

∑

k∈Dh

∑

ω=±1

(i sin k + ω sin k0)ψ̂
+(≤h)
ω,k ψ̂

−(≤h)
ω,k

def
=

1

M2

∑

k∈Dh

F̂
(≤h)
ζ (k) .

(5.10)
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where δ(k) = M2
∑

n∈Z2 δk,2πn.

Remark. The application of L to the kernels of the effective potential generates the sum in (5.9), i.e. a

linear combination of the Grassmannian monomials in (5.10) which, in the renormalization group language,

are called “relevant” (the first two) or “marginal” operators (the two others).

Proof of Lemma 5.1 Lemma 5.1 can be proven repeating the discussion in §4.3 above. Note in fact

that the result of §4.3, as presented in Theorem 4.1, can be reformulated by saying that

LV(1)(ψ) = (s1 + γn1)F
(≤1)
σ +m1F

(≤1)
µ + l1F

(≤1)
λ + z1F

(≤1)
ζ , (5.11)

where s1, n1,m1, l1 and z1 are real constants and: s1 is linear in σ1 and independent of µ1; m1 is linear in

µ1 and independent of σ1; n1, l1, z1 are independent of σ1, µ1.

It is now sufficient to note that the symmetries (1)–(6) discussed in §4.3 are preserved by the iterative

integration procedure: in fact it is easy to verify that LV (h), RV(h) and P
Zh−1,σh−1,µh−1,f̃h

(dψ(h)) are, step

by step, separately invariant under the transformations (1)–(6). Then the same proof leading to (5.11) leads

to (5.9) (it is sufficient to replace any scale label = 1 with h).

We now consider the operator Rdef= 1 − L. The following result holds. We use the notation R1 = 1 − L0,

R2 = 1−L0 −L1, S1 = 1−P0, S2 = 1−P0 −P1.

Lemma 5.2. The action of R on Ŵ2n,α,ω for n = 1, 2 is the following.

1) If n = 1, then

RŴ2,α,ω =





[S2 +R2(P0 + P1)]Ŵ2,α,ω if ω1 + ω2 = 0,

[R1S1 +R2P0]Ŵ2,α,ω if ω1 + ω2 6= 0 and α1 + α2 = 0,

R1S1Ŵ2,α,ω if ω1 + ω2 6= 0 and α1 + α2 6= 0,

2) If n = 2, then RŴ4,α,ω = [S1 +R1P0]Ŵ4,α,ω.

Remark. The effect of Rj , j = 1, 2 on Ŵ
(h)
2n,α,ω consists in extracting the rest of a Taylor series in k of

order j. The effect of Sj , j = 1, 2 on Ŵ
(h)
2n,α,ω consists in extracting the rest of a power series in (σ(h), µ(h))

of order j. The definitions are given in such a way that RŴ2n,α,ω is at least quadratic in k, σ(h), µ(h) if

n = 1 and at least linear in k, σ(h), µ(h) when n = 2. This will give dimensional gain factors in the bounds

for RŴ (h)
2n,α,ω w.r.t. the bounds for Ŵ

(h)
2n,α,ω, n = 1, 2, as we shall see in details in §5.5.

Proof of Lemma 5.2 It is sufficient to note that the symmetry properties discussed in §4.3 imply that:

L1W2,α,ω = 0 if ω1 + ω2 = 0; L0W2,α,ω = 0 if ω1 + ω2 6= 0; P0W2,α,ω = 0 if α1 + α2 6= 0; and use the

definitions of Ri, Si, i = 1, 2.

5.3.Renormalization.

Once that the above definitions are given we can describe our integration procedure for h ≤ 0. We start

from (5.2) and we rewrite it as
∫
PZh,σh,µh,Ch(dψ

(≤h)) e−LV(h)(
√
Zhψ

(≤h))−RV(h)(
√
Zhψ

(≤h))−M2Eh , (5.12)

with LV(h) as in (5.9). Then we include the quadratic part of LV (h) (except the term proportional to nh)

in the fermionic integration, so obtaining
∫
PẐh−1,σh−1,µh−1,Ch

(dψ(≤h)) e−lhFλ(
√
Zhψ

(≤h))−γhnhFσ(
√
Zhψ

(≤h))−RV(h)(
√
Zhψ

(≤h))−M2Eh , (5.13)
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where Ẑh−1(k)
def
= Zh(1 + zhC

−1
h (k)) and

σh−1(k)
def
=

Zh

Ẑh−1(k)
(σh(k) + shC

−1
h (k)) , µh−1(k)

def
=

Zh

Ẑh−1(k)
(µh(k) +mhC

−1
h (k))

aωh−1(k)
def
=

Zh

Ẑh−1(k)
aωh(k) , bωh−1(k)

def
=

Zh

Ẑh−1(k)
bωh(k)

ch−1(k)
def
=

Zh

Ẑh−1(k)
ch(k) , dh−1(k)

def
=

Zh

Ẑh−1(k)
dh(k) .

(5.14)

The integration in (5.13) differs from the one in (5.2) and (5.12): PẐh−1,σh−1,µh−1,Ch
is defined by (5.3) with

Zh and A
(h)
ψ replaced by Ẑh−1(k) and A

(h−1)
ψ .

Now we can perform the integration of the ψ(h) field. It is convenient to rescale the fields:

V̂(h)(
√
Zh−1ψ

(≤h))
def
= λhFλ(

√
Zh−1ψ

(≤h)) + γhνhFσ(
√
Zh−1ψ

(≤h)) +RV(h)(
√
Zhψ

(≤h)) , (5.15)

where

λh =
( Zh
Zh−1

)2
lh , νh =

Zh
Zh−1

nh , (5.16)

and RV(h) = (1−L)V(h) is the irrelevant part of V (h), and rewrite (5.13) as

e−M
2(th+Eh)

∫
PZh−1,σh−1,µh−1,Ch−1

(dψ(≤h−1))

∫
P
Zh−1,σh−1,µh−1,f̃

−1
h

(dψ(h)) e−V̂(h)(
√
Zh−1ψ

(≤h)) (5.17)

where we used the decomposition ψ(≤h) = ψ(≤h−1) + ψ(h) (and ψ(≤h−1), ψ(h) are independent) and f̃h(k) is

defined by the relation C−1
h (k)Ẑ−1

h−1(k) = C−1
h−1(k)Z−1

h−1 + f̃h(k)Z−1
h−1, namely:

f̃h(k)
def
= Zh−1

[ C−1
h (k)

Ẑh−1(k)
− C−1

h−1(k)

Zh−1

]
= fh(k)

[
1 +

zhfh+1(k)

1 + zhfh(k)

]
. (5.18)

Note that f̃h(k) has the same support as fh(k). Moreover P
Zh−1,σh−1,µh−1,f̃

−1
h

(dψ(h)) is defined in the same

way as P
Ẑh−1,σh−1,µh−1,Ch

(dψ(h)), with Ẑh−1(k) resp. Ch replaced by Zh−1 resp. f̃−1
h . The single scale

propagator is
∫
P
Zh−1,σh−1,µh−1,f̃

−1
h

(dψ(h))ψα(h)
x,ω ψ

α′(h)
y,ω′ =

1

Zh−1
g
(h)
a,a′(x− y) , a = (α, ω) , a′ = (α′, ω′) , (5.19)

where

g
(h)
a,a′(x− y) =

1

2M2

∑

k

eiαα
′k(x−y)f̃h(k)[A

(h−1)
ψ (k)]−1

j(a),j′(a′) (5.20)

with j(−, 1) = j′(+, 1) = 1, j(−,−1) = j ′(+,−1) = 2, j(+, 1) = j ′(−, 1) = 3 and j(+,−1) = j ′(−,−1) = 4.

One finds that g
(h)
a,a′(x) = g

(1,h)
ω,ω′ (x)− αα′g(2,h)

ω,ω′ (x), where g
(j,h)
ω,ω′ (x), j = 1, 2 are defined in Appendix A4.

The long distance behaviour of the propagator is given by the following Lemma, proved in Appendix A4.

Lemma 5.3. Let σh
def
= σh(0) and µh

def
= µh(0) and assume |λ| ≤ ε1 for a small constant ε1. Suppose that for

h > h̄

|zh| ≤
1

2
, |sh| ≤

1

2
|σh| , |mh| ≤

1

2
|µh| , (5.21)

that there exists c s.t.

e−c|λ| ≤
∣∣∣ σh
σh−1

∣∣∣ ≤ ec|λ| , e−c|λ| ≤
∣∣∣ µh
µh−1

∣∣∣ ≤ ec|λ| , e−c|λ|
2 ≤

∣∣∣ Zh
Zh−1

∣∣∣ ≤ ec|λ|2 , (5.22)
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and that, for some constant C1,
|σh̄|
γh̄
≤ C1 ,

|µh̄|
γh̄
≤ C1 ; (5.23)

then, for all h ≥ h̄, given the positive integers N,n0, n1 and putting n = n0 + n1, there exists a constant

CN,n s.t.

|∂n0
x0
∂n1
x g

(h)
a,a′(x− y)| ≤ CN,n

γ(1+n)h

1 + (γh|d(x− y)|)N , where d(x) =
M

π

(
sin

πx

M
, sin

πx0

M
) . (5.24)

Furthermore, if P0, P1 are defined as in (5.8) and S1, S2 are defined as in Lemma 5.2, we have that Pjg(h)
a,a′ ,

j = 0, 1 and Sjg(h)
a,a′ , j = 1, 2, satisfy the same bound (5.24), times a factor

( |σh|+|µh|
γh

)j
. The bounds for

P0g
(h)
a,a′ and P1g

(h)
a,a′ hold even without hypothesis (5.23).

After the integration of the field on scale h we are left with an integral involving the fields ψ(≤h−1) and

the new effective interaction V (h−1), defined as

e−V(h−1)(
√
Zh−1ψ

(≤h−1))−ẼhM2

=

∫
P
Zh−1,σh−1,µh−1,f̃h

(dψ(h))e−V̂(h)(
√
Zh−1ψ

(≤h)) . (5.25)

It is easy to see that V (h−1) is of the form (5.5) and that Eh−1 = Eh + th + Ẽh. It is sufficient to use the

well known identity

M2Ẽh + V(h−1)(
√
Zh−1ψ

(≤h−1)) =
∑

n≥1

1

n!
(−1)n+1ETh (V̂(h)(

√
Zh−1ψ

(≤h));n) , (5.26)

where ETh (X(ψ(h));n) is the truncated expectation of order n w.r.t. the propagator Z−1
h−1g

(h)
a,a′ , defined as

ETh (X(ψ(h));n) =
∂

∂λn
log

∫
P
Zh−1 ,σh−1,µh−1,f̃h

(dψ(h))eλX(ψ(h))
∣∣∣
λ=0

. (5.27)

Note that the above procedure allow us to write the running coupling constants ~vh−1 = (λh−1, νh−1),

h ≤ 1, in terms of ~vk , h ≤ k ≤ 1, namely

~vh−1 = βh(~vh, . . . , ~v1) , (5.28)

where βh is the so–called Beta function.

5.4.Analiticity of the effective potential

We have expressed the effective potential V (h) in terms of the running coupling constants λk, νk, k ≥ h, and

of the renormalization constants Zk, µk(k), σk(k), k ≥ h.
In next section we will prove the following result.

Theorem 5.1. Let σh
def
= σh(0) and µh

def
= µh(0) and assume |λ| ≤ ε1 for a small constant ε1. Suppose

that for h > h̄ the hypothesis (5.21), (5.22) and (5.23) hold. If, for some constant c,

max
h>h̄
{|λh|, |νh|} ≤ c|λ| , (5.29)

then there exists C > 0 s.t. the kernels in (5.5) satisfy

∫
dx1 · · · dx2n|W (h̄)

2n,σ,j,α,ω(x1, . . . ,x2n)| ≤M2γ−h̄Dk(n) (C |λ|)max(1,n−1) (5.30)
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where Dk(n) = −2 + n+ k and k =
∑2n

i=1 σi.

Moreover |Ẽh̄+1|+ |th̄+1| ≤ c|λ|γ2h̄ and the kernels of LV (h̄) satisfy

|sh̄| ≤ C|λ||σh̄| , |mh̄| ≤ C|λ||µh̄| (5.31)

and

|nh̄| ≤ C|λ| , |zh̄| ≤ C|λ|2 , |lh̄| ≤ C|λ|2 . (5.32)

The bounds (5.31) holds even if (5.23) does not hold. The bounds (5.32) holds even if (5.23) and the first

two of (5.22) do not hold.

Remarks.

1) The above result immediately implies analyticity of the effective potential of scale h in the running cou-

pling constants λk, νk, k ≥ h, under the assumptions (5.21), (5.22), (5.23) and (5.29).

2) The assumptions (5.22) and (5.29) will be proved in next Chapter, solving the flow equations for

~vh = (λh, νh) and Zh, σh, µh, given by ~vh−1 = βh(~vh, . . . , ~v1), Zh−1 = Zh(1 + zh) and (5.14). They will

be proved to be true up to h = −∞.

5.5.Proof of Theorem 5.1.

It is possible to write V(h) (5.5) in terms of Gallavotti–Nicolo’ trees. The detailed derivation of this rep-

resentation can be found in the reviews papers [G1][GM] and in my diploma thesis [G]. We do not repeat

here the details, we only give the basic definitions, in order to make the subsequent discussion self consistent.

r v0

v

h h+ 1 hv 0 +1 +2

Fig. 5. A tree with its scale labels.

Let us introduce the following definitions and notations.

1) Let us consider the family of all trees which can be constructed by joining a point r, the root, with an

ordered set of n ≥ 1 points, the endpoints of the unlabeled tree, so that r is not a branching point. n will be

called the order of the unlabeled tree and the branching points will be called the non trivial vertices. Two

unlabeled trees are identified if they can be superposed by a suitable continuous deformation, so that the

endpoints with the same index coincide. Then the number of unlabeled trees with n end-points is bounded

by 4n.

2) We associate a label h ≤ 0 with the root and we denote Th,n the corresponding set of labeled trees with

n endpoints. Moreover, we introduce a family of vertical lines, labeled by an integer taking values in [h, 2],



5. Renormalization Group for light fermions. The anomalous regime. 55

and we represent any tree τ ∈ Th,n so that, if v is an vendpoint or a non trivial vertex, it is contained in a

vertical line with index hv > h, to be called the scale of v, while the root is on the line with index h. There

is the constraint that, if v is an endpoint, hv > h+ 1; if there is only one end-point its scale must be equal

to h+2, for h ≤ 0. Moreover, there is only one vertex immediately following the root, which will be denoted

v0 and can not be an endpoint; its scale is h+ 1.

3) With each endpoint v of scale hv = +2 we associate one of the contributions to V (1) given by (4.5);

with each endpoint v of scale hv ≤ 1 one of the terms in LV(hv−1) defined in (5.9). Moreover, we impose

the constraint that, if v is an endpoint and hv ≤ 1, hv = hv′ + 1, if v′ is the non trivial vertex immediately

preceding v.

4) We introduce a field label f to distinguish the field variables appearing in the terms associated with the

endpoints as in item 3); the set of field labels associated with the endpoint v will be called Iv . Analogously,

if v is not an endpoint, we shall call Iv the set of field labels associated with the endpoints following the

vertex v; x(f), σ(f) and ω(f) will denote the space-time point, the σ index and the ω index, respectively,

of the field variable with label f .

5) We associate with any vertex v of the tree a subset Pv of Iv , the external fields of v. These subsets must

satisfy various constraints. First of all, if v is not an endpoint and v1, . . . , vsv are the sv vertices immediately

following it, then Pv ⊂ ∪iPvi ; if v is an endpoint, Pv = Iv . We shall denote Qvi the intersection of Pv and

Pvi ; this definition implies that Pv = ∪iQvi . The subsets Pvi\Qvi , whose union will be made, by definition,

of the internal fields of v, have to be non empty, if sv > 1, that is if v is a non trivial vertex. Given τ ∈ Tj,n,

there are many possible choices of the subsets Pv , v ∈ τ , compatible with the previous constraints; let us

call P one of this choices. Given P, we consider the family GP of all connected Feynman graphs, such that,

for any v ∈ τ , the internal fields of v are paired by propagators of scale hv , so that the following condition

is satisfied: for any v ∈ τ , the subgraph built by the propagators associated with all vertices v ′ ≥ v is

connected. The sets Pv have, in this picture, the role of the external legs of the subgraph associated withv.

The graphs belonging to GP will be called compatible with P and we shall denote Pτ the family of all choices

of P such that GP is not empty.

6) we associate with any vertex v an index ρv ∈ {s, p} and correspondingly an operator Rρv , where Rs or

Rp are defined as

Rsdef=





S2 if n = 1 and ω1 + ω2 = 0,
R1S1 if n = 1 and ω1 + ω2 6= 0,
S1 if n = 2,
1 if n > 2;

(5.33)

and

Rpdef=





R2(P0 + P1) if n = 1 and ω1 + ω2 = 0,
R2P0 if n = 1, ω1 + ω2 6= 0 and α1 + α2 = 0,
0 if n = 1, ω1 + ω2 6= 0 and α1 + α2 6= 0,
R1P0 if n = 2,
0 if n > 2.

(5.34)

Note that Rs +Rp = R, see Lemma 5.2.

The effective potential can be written in the following way:

V(h)(
√
Zhψ

(≤h)) +M2Ẽh+1 =

∞∑

n=1

∑

τ∈Th,n
V(h)(τ,

√
Zhψ

(≤h)); , (5.35)

where, if v0 is the first vertex of τ and τ1, . . . , τs are the subtrees of τ with root v0,

V(h)(τ,
√
Zhψ

(≤h)) is defined inductively by the relation

V(h)(τ,
√
Zhψ

(≤h)) =

(−1)s+1

s!
ETh+1[V̄

(h+1)(τ1,
√
Zhψ

(≤h+1)); . . . ; V̄ (h+1)(τs,
√
Zhψ

(≤h+1))] ,
(5.36)
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and V̄ (h+1)(τi,
√
Zhψ

(≤h+1)):

a) is equal to Rρvi V̂(h+1)(τi,
√
Zhψ

(≤h+1)) if the subtree τi with first vertex vi is not trivial (see (5.15) for

the definition of V̂(h));

b) if τi is trivial and h ≤ −1, it is equal to one of the terms in LV̂(h+1), see (5.15), or, if h = 0, to one of

the terms contributing to V̂(1)(
√
Z1ψ

≤1).

5.6. The explicit expression for the kernels of V (h) can be found from (5.35) and (5.36) by writing the

truncated expectations of monomials of ψ fields using the analogue of (4.14): if ψ̃(Pvi) =
∏
f∈Pvi

ψ
α(f)(hv)
x(f),ω(f),

the following identity holds:

EThv (ψ̃(Pv1 ), . . . , ψ̃(Pvs)) =
( 1

Zhv−1

)n∑

Tv

αTv
∏

`∈Tv
g(hv)(f1

` , f
2
` )

∫
dPTv (t)Pf GTv (t) (5.37)

where g(h)(f, f ′) = ga(f),a(f ′)(x(f)−x(f ′)) and the other symbols in (5.37) have the same meaning as those

in (4.14).

Using iteratively (5.37) we can express the kernels of V (h) as sums of products of propagators of the fields

(the ones associated to the anchored trees Tv) and Pfaffians of matrices GTv .

5.7. If the R operator were not applied to the vertices v ∈ τ then the result of the iteration would lead to

the following relation:

V∗
h(τ,

√
Zhψ

(≤h)) =
√
Zh

|Pv0 | ∑

P∈Pτ

∑

T∈T

∫
dxv0W

∗
τ,P,T(xv0)

{ ∏

f∈Pv0

ψ
α(f)(≤h)
x(f),ω(f)

}
, (5.38)

where xv0 is the set of integration variables asociated to τ and T =
⋃
v Tv; W

∗
τ,P,T is given by

W ∗
τ,P,T(xv0) =

[ ∏

v not e.p.

( Zhv
Zhv−1

) |Pv |
2
][ n∏

i=1

Khi
v∗
i
(xv∗

i
)
]{ ∏

v not e.p.

1

sv!

∫
dPTv (tv) ·

· Pf Ghv ,Tv(tv)
[ ∏

l∈Tv
g(hv)(f1

l , f
2
l )
]}

,

(5.39)

where: e.p. is an abbreviation of “end points”; v∗1 , . . . , v
∗
n are the endpoints of τ , hi ≡ hv∗

i
and Khv

v (xv) are

the corresponding kernels (equal to λhv−1δ(xv) or νhv−1δ(xv) if v is an endpoint of type λ or ν on scale

hv ≤ 1; or equal to one of the kernels of V (1) if hv = 2).

Bounding (5.39) using (5.24) and the Gram–Hadamard inequality, see Appendix A3, we would find:

∫
dxv0 |W ∗

τ,P,T (xv0)| ≤ CnM2|λ|nγ−h(−2+|Pv0 |/2)
∏

v not e.p.

{
1

sv !

( Zhv
Zhv−1

) |Pv |
2

γ−[−2+
|Pv |

2 ]

}
. (5.40)

We call Dv = −2 + |Pv |
2 the dimension of v, depending on the number of the external fields of v. If Dv < 0

for any v one can sum over τ,P, T obtaining convergence for λ small enough; however Dv ≤ 0 when there

are two or four external lines. We will take now into account the effect of the R operator and we will see

how the bound (5.40) is improved.

5.8. The effect of application of Pj and Sj is to replace a kernel W
(h)
2n,σ,j,α,ω with PjW (h)

2n,σ,j,α,ω and

SjW (h)
2n,σ,j,α,ω. If inductively, starting from the end–points, we write the kernels W

(h)
2n,σ,j,α,ω in a form similar

to (5.39), we easily realize that, eventually, Pj or Sj will act on some propagator of an anchored tree or on
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some Pfaffian Pf GTv , for some v. It is easy to realize that Pj and Sj , when applied to Pfaffians, do not

break the Pfaffian structure. In fact the effect of Pj on the Pfaffian of an antisymmetric matrix G with

elements Gf,f ′ , f, f ′ ∈ J , |J | = 2k, is the following (the proof is trivial):

P0Pf G = Pf G0 , P1Pf G =
1

2

∑

f1,f2∈J
P1Gf1,f2(−1)πPf G0

1 , (5.41)

where G0 is the matrix with elements P0Gf,f ′ , f, f ′ ∈ J ; G0
1 is the matrix with elements P0Gf,f ′ , f, f ′ ∈

J1
def
= J \{f1∪f2} and (−1)π is the sign of the permutation leading from the ordering J of the labels f in the

l.h.s. to the ordering f1, f2, J1 in the r.h.s. The effect of Sj is the following, see Appendix A5 for a proof:

S1Pf G =
1

2 · k!
∑

f1,f2∈J
S1Gf1,f2

∗∑

J1∪J2=J\∪ifi

(−1)πk1! k2! Pf G0
1 Pf G2 , (5.42)

where: the ∗ on the sum means that J1 ∩ J2 = ∅; |Ji| = 2ki, i = 1, 2; (−1)π is the sign of the permutation

leading from the ordering J of the fields labels on the l.h.s. to the ordering f1, f2, J1, J2 on the r.h.s.; G0
1

is the matrix with elements P0Gf,f ′ , f, f ′ ∈ J1; G2 is the matrix with elements Gf,f ′ , f, f ′ ∈ J2. The

effect of S2 on Pf GT is given by a formula similar to (5.42). Note that the number of terms in the sums

appearing in (5.41), (5.42) (and in the analogous equation for S2Pf GT ), is bounded by ck for some constant c.

5.9. It is possible to show that the Rj operators produce derivatives applied to the propagators of the

anchored trees and on the elements of GTv ; and a product of “zeros” of the form dbj(x(f1
` )−x(f2

` )), j = 0, 1,

b = 0, 1, 2, associated to the lines ` ∈ Tv. This is a well known result, and a very detailed discussion

can be found in §3 of [BM]. By such analysis, and using (5.41),(5.42), we get the following expression for

RV(h)(τ,
√
Zhψ

(≤h)):

RV(h)(τ,
√
Zhψ

(≤h)) =

=
√
Zh

|Pv0 | ∑

P∈Pτ

∑

T∈T

∑

β∈BT

∫
dxv0Wτ,P,T,β(xv0)

{ ∏

f∈Pv0

∂̂
qβ(f)

jβ(f)ψ
α(f)(≤h)
xβ(f),ω(f)

}
,

(5.43)

where: BT is a set of indeces which allows to distinguish the different terms produced by the non trivial R
operations; xβ(f) is a coordinate obtained by interpolating two points in xv0 , in a suitable way depending

on β; qβ(f) is a nonnegative integer ≤ 2; jβ(f) = 0, 1 and ∂̂qj is a suitable differential operator, dimensionally

equivalent to ∂qj (see [BM] for a precise definition); Wτ,P,T,β is given by:

Wτ,P,T,β(xv0 ) =
[ ∏

v not e.p.

( Zhv
Zhv−1

) |Pv |
2
][ n∏

i=1

d
bβ(v∗i )

jβ(v∗
i
)(x

i
β ,y

i
β)PCβ(v∗i )

Iβ(v∗
i
) S

cβ(v∗i )

iβ(v∗
i
)K

hi
v∗
i
(xv∗

i
)
]
·

·
{ ∏

v not e.p.

1

sv!

∫
dPTv (tv)P

Cβ(v)

Iβ(v) S
cβ(v)

iβ(v) Pf Ghv ,Tvβ (tv)·

·
[ ∏

l∈Tv
∂̂
qβ(f1

l )

jβ(f1
l
)
∂̂
qβ(f2

l )

jβ(f2
l
)
[d
bβ(l)

jβ(l)(xl,yl)P
Cβ(l)

Iβ(l) S
cβ(l)

iβ(l) g
(hv)(f1

l , f
2
l )]
]}

,

(5.44)

where: v∗1 , . . . , v
∗
n are the endpoints of τ ; bβ(v), bβ(l), qβ(f

1
l ) and qβ(f

2
l ) are nonnegative integers ≤ 2;

jβ(v), jβ(f
1
l ), jβ(f

2
l ) and jβ(l) can be 0 or 1; iβ(v) and iβ(l) can be 1 or 2; Iβ(v) and Iβ(l) can be 0 or

1; Cβ(v), cβ(v), Cβ(l) and cβ(l) can be 0, 1 and max{Cβ(v) + cβ(v), Cβ(l) + cβ(l}) ≤ 1; Ghv,Tvβ (tv) is ob-

tained fromGhv ,Tv (tv) by substituting the element ti(f),i(f ′)g
(hv)(f, f ′) with ti(f),i(f ′)∂̂

qβ(f)

jβ(f) ∂̂
qβ(f ′)

jβ(f ′) g
(hv)(f, f ′).
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It would be very difficult to give a precise description of the various contributions of the sum over BT , but

fortunately we only need to know some very general properties, which easily follows from the construction

in §5.1–§5.3.

1) There is a constant C such that, ∀T ∈ Tτ , |BT | ≤ Cn; for any β ∈ BT , the following inequality is

satisfied [ ∏

f∈∪vPv
γh(f)qβ(f)

][∏

l∈T
γ−h(l)bβ(l)

]
≤

∏

v not e.p.

γ−z(Pv) , (5.45)

where: h(f) = hv0 − 1 if f ∈ Pv0 , otherwise it is the scale of the vertex where the field with label f is

contracted; h(l) = hv, if l ∈ Tv and

z(Pv) =





1 if |Pv| = 4 and ρv = p ,
2 if |Pv| = 2 and ρv = p ,
1 if |Pv| = 2, ρv = s and

∑
f∈Pv ω(f) 6= 0 ,

0 otherwise.

(5.46)

2) If we define

∏

v∈τ

[( |σhv |+ |µhv |
γhv

)cβ(v)iβ(v) ∏

`∈Tv

( |σhv |+ |µhv |
γhv

)cβ(`)iβ(`)]def
=
∏

v∈Vβ

( |σhv |+ |µhv |
γhv

)i(v,β)

. (5.47)

the indeces i(v, β) satisfy, for any BT , the following property:

∑

w≥v
i(v, β) ≥ z′(Pv) , (5.48)

where

z′(Pv) =





1 if |Pv | = 4 and ρv = s ,
2 if |Pv | = 2 and ρv = s and

∑
f∈Pv ω(f) = 0 ,

1 if |Pv | = 2, ρv = s and
∑

f∈Pv ω(f) 6= 0 ,
0 otherwise.

(5.49)

5.10. We can bound any |PCβ(v)

Iβ(v) S
cβ(v)

iβ(v) Pf Ghv ,Tvβ | in (5.44), with Cβ(v)+ cβ(v) = 0, 1, by using (5.41), (5.42)

and Gram inequality, as illustrated in previous Chapter for the case of the integration of the χ fields. Using

that the elements of G are all propagators on scale hv , dimensionally bounded as in Lemma 5.3, we find:

|PCβ(v)

Iβ(v) S
cβ(v)

iβ(v) Pf Ghv,Tvβ | ≤ C
∑

sv

i=1
|Pvi |−|Pv|−2(sv−1)·

· γ
hv
2 (
∑

sv

i=1
|Pvi |−|Pv |−2(sv−1))

[ ∏

f∈Jv
γhvqβ(f)

]( |σhv |+ |µhv |
γhv

)cβ(v)iβ(v)+Cβ(v)Iβ(v)

,
(5.50)

where Jv = ∪svi=1Pvi \Qvi . We will bound the factors
(

|σhv |+|µhv |
γhv

)Cβ(v)Iβ(v)

using (5.23) times a constant.

If we call

Jτ,P,T,β =

∫
dxv0

∣∣∣
[ n∏

i=1

d
bβ(v∗i )

jβ(v∗
i
)(x

i
β ,y

i
β)P

Cβ(v∗i )

Iβ(v∗
i
) S

cβ(v∗i )

iβ(v∗
i
)K

hi
v∗
i
(xv∗

i
)
]
·

·
{ ∏

v not e.p.

1

sv!

[ ∏

l∈Tv
∂̂
qβ(f1

l )

jβ(f1
l
)
∂̂
qβ(f2

l )

jβ(f2
l
)
[d
bβ(l)

jβ(l)(xl,yl)P
Cβ(l)

Iβ(l) S
cβ(l)

iβ(l) g
(hv)(f1

l , f
2
l )]
]}∣∣∣ ,

(5.51)
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we have, under the hypothesis (5.29),

Jτ,P,T,α ≤ CnM2|λ|n
[ n∏

i=1

( |σh∗
i
|+ |µh∗

i
|

γh
∗
i

)cβ(v∗i )iβ(v∗i )
]
·

·
{ ∏

v not e.p.

1

sv!
C2(sv−1)γhvnν(v)γ

−hv
∑

l∈Tv
bβ(l)

γ−hv
∑

n

i=1
bβ(v∗i )γ−hv(sv−1)·

· γhv
∑

l∈Tv
[qβ(f1

l )+qβ(f2
l )]
}[∏

`∈T

( |σhv |+ |µhv |
γhv

)cβ(`)iβ(`)]
,

(5.52)

where nν(v) is the number of vertices of type ν with scale hv + 1.

Now, substituting (5.50), (5.52) into (5.44), using (5.45), we find that:

∫
dxv0 |Wτ,P,T,β(xv0 )| ≤ CnM2|λ|nγ−hDk(|Pv0 |)

∏

v∈Vβ

( |σhv |+ |µhv |
γhv

)i(v,β)

·

·
∏

v not e.p.

{
1

sv !
C
∑

sv

i=1
|Pvi |−|Pv |

( Zhv
Zhv−1

) |Pv |
2

γ−[−2+
|Pv |

2 +z(Pv)]

}
,

(5.53)

where, if k =
∑
f∈Pv0

qβ(f), Dk(p) = −2 + p + k and we have used (5.47). Note that, given v ∈ τ and

τ ∈ Th,n and using (5.23) together with the first two of (5.22),

|σhv |
γhv

=
|σh|
γh
|σhv |
|σh|

γh−hv ≤ |σh|
γh

γ(h−hv)(1−c|λ|) ≤ C1γ
(h−hv̄)(1−c|λ|)

|µhv |
γhv

=
|µh|
γh
|µhv |
|µh|

γh−hv ≤ |µh|
γh

γ(h−hv)(1−c|λ|) ≤ C1γ
(h−hv)(1−c|λ|)

(5.54)

Moreover the indeces i(v, β) satisfy, for any BT , (5.49) so that, using (5.54) and (5.48), we find

∏

v∈Vβ

( |σhv |+ |µhv |
γhv

)i(v,β)

≤ Cn1
∏

v not e.p.

γ−(1−c|λ|)z′(Pv) . (5.55)

Substituting (5.54) into (5.53) and using (5.48), we find:

∫
dxv0 |Wτ,P,T,β(xv0 )| ≤ CnM2|λ|nγ−hDk(|Pv0 |) ·

·
∏

v not e.p.

{
1

sv!
C
∑

sv

i=1
|Pvi |−|Pv|

( Zhv
Zhv−1

) |Pv |
2

γ−[−2+
|Pv |

2 +z(Pv)+(1−c|λ|)z′(Pv)]
}
.

(5.56)

and it holds:

−2 +
|Pv|
2

+ z(Pv) + (1− c|λ|)z′(Pv) ≥
|Pv|
6

. (5.57)

Then (5.30) in Theorem 5.1 follows from the previous bounds and the remark that

∑

τ∈Th,n

∑

P∈Pτ

∑

T∈T

∑

β∈BT

∏

v

1

sv !
γ−

|Pv |
6 ≤ cn , (5.58)

for some constant c, see [BM][GM] or [G] for further details.
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The bound on Ẽh, th, (5.31) and (5.32) follow from a similar analysis. The remarks following (5.31)

and (5.32) follow from noticing that in the expansion for LV (h) appear only propagators of type P0g
(hv)
a,a′ or

P1g
(hv)
a,a′ (in order to bound these propagators we do not need (5.23), see the last statement in Lemma 5.3).

Furthermore, by construction lh, nh and zh are independent of σk, µk, so that, in order to prove (5.32) we

do not even need the first two inequalities in (5.22).

5.11. The sum over all the trees with root scale h and with at least a v with hv = k is O(|λ|γ 1
2 (h−k));

this follows from the fact that the bound (5.58) holds, for some c = O(1), even if γ−|Pv|/6 is replaced by

γ−κ|Pv|, for any constant κ > 0 independent of λ; and that Dv, instead of using (5.57), can also be bounded

as Dv ≥ 1/2 + |Pv |/12. This property is called short memory property.
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6. The flow of the running coupling constants.

The convergence of the expansion for the effective potential is proved by Theorem 5.1 under the hypothesis

that the running coupling constants are small, see (5.29), and that the bounds (5.21), (5.22) and (5.23) are

satisfied. We now want to show that, choosing λ small enough and ν as a suitable function of λ, such

hypothesis are indeed verified. In the present Chapter, we will prove these hypotheses under the assumption

that the Luttinger model Beta function is vanishing; we will do more, and we will find an explicit solution

for the flow equation of Zh, σh, µh, satisfying in particular the bounds (5.21), (5.22) and satisfying (5.23) for

any scale h̄ ≥ h∗1, where h∗1 is a scale we will explicitely choose in the present Chapter (it is the scale dividing

the anomalous regime from the non anomalous one). The proof of the vanishing of the Beta function will

be done in Appendix A6, following the recent work [BM1]. The proof of Appendix A6 will be based on

the implementation in our constructive formalism of some non perturbative identities between Schwinger

functions, that is of two different approximate Ward identities for the two and four legs Schwinger functions

respectively, of the Dyson equation, and of some correction identities, expressing the corrections to the for-

mal Ward identities in terms of two or four legs Schwinger functions. It worths to stress that these non

perturbative identities are derived by making use of (chiral) gauge invariance, that is not satisfied by the

Ashkin–Teller model. However, since there is a model near to AT in a Renormalization Group sense (we

shall call it the reference model) satisfying these symmetries, the cancellations appearing in the perturbation

theory of the reference model also imply cancellations for AT itself. We can say that some hidden symmetries

of Ashkin–Teller allow us to control the flow of its running coupling constants. Note that here the word

“hidden” has a different (and much deeper) meaning than in the introducion of Chapter 4.

6.1.The flow equations

We will first solve the flow equations for the renormalization constants (following from (5.14) and preceding

line):
Zh−1

Zh
= 1 + zh ,

σh−1

σh
= 1 +

sh/σh − zh
1 + zh

,
µh−1

µh
= 1 +

mh/µh − zh
1 + zh

, (6.1)

together with those for the running coupling constants (5.28):

λh−1 = λh + βhλ(λh, νh; . . . ;λ1, ν1)

νh−1 = γνh + βhν (λh, νh; . . . ;λ1, ν1) .
(6.2)

The functions βhλ , β
h
ν are called the λ and ν components of the Beta function, see the comment after (5.27),

and, by construction, are independent of σk , µk, so that their convergence follow just from (5.29) and the last

of (5.22), i.e. without assuming (5.23), see Theorem 5.1. While for a general kernel we will apply Theorem

5.1 just up to a finite scale h∗1 (in order to insure the validity of (5.23) with h̄ = h∗1), we will inductively

study the flow generated by (6.2) up to scale −∞, and we shall prove that it is bounded for all scales. The

main result on the flows of λh and νh, proven in next section, is the following.

Theorem 6.1. If λ is small enough, there exists an analytic function ν∗(λ) independent of t, u such that the

running coupling constants {λh, νh}h≤1 with ν1 = ν∗(λ) verify |νh| ≤ c|λ|γ(ϑ/2)h and |λh| ≤ c|λ|. Moreover

the kernels zh, sh and mh satisfy (5.21) and the solutions of the flow equations (6.1) satisfy (5.22).

6.2.Proof of Theorem 6.1.

We consider the space Mϑ of sequences ν = {νh}h≤1 such that |νh| ≤ c|λ|γ(ϑ/2)h; we shall think Mϑ as

a Banach space with norm || · ||ϑ, where ||ν||ϑdef= supk≤1 |νk|γ−(ϑ/2)k. We will proceed as follows: we first
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show that, for any sequence ν ∈Mϑ, the flow equation for νh, the hypothesis (5.21), (5.22) and the property

|λh(ν)| ≤ c|λ| are verified, uniformly in ν. Then we fix ν ∈ Mϑ via an exponentially convergent iterative

procedure, in such a way that the flow equation for νh is satisfied.

Given ν ∈Mϑ, let us suppose inductively that (5.21), (5.22) and that, for k > h̄+ 1,

|λk−1(ν)− λk(ν)| ≤ c0|λ|2γ(ϑ/2)k , (6.3)

for some c0 > 0. Note that (6.3) is certainly true for h = 1 (in that case the r.h.s. of (6.3) is just the bound

on β1
λ). Note also that (6.3) implies that |λk| ≤ c|λ|, for any k > h̄.

Using (5.31), the second of (5.32) and (6.1) we find that (5.21), (5.22) are true with h̄ replaced by h̄− 1.

We now consider the equation λh−1 = λh+βhλ(λh, νh; . . . ;λ1, ν1), h > h̄. The function βhλ can be expressed

as a convergent sum over tree diagrams, as described in §5.5; note that it depends on (λh, νh; . . . ;λ1, ν1)

directly through the end–points of the trees and indirectly through the factors Zh/Zh−1.

We can write P0g
(h)
(+,ω),(−,ω)(x− y) = g

(h)
L,ω(x− y) + r

(h)
ω (x− y), where

g
(h)
L,ω(x− y)

def
=

4

M2

∑

k

e−ik(x−y)f̃h(k)
1

ik + ωk0
(6.4)

and r
(h)
ω is the rest, satisfying the same bound as g

(h)
(+,ω),(−,ω), times a factor γh. This decomposition induces

the following decomposition for βhλ :

βhλ(λh, νh; . . . ;λ1, ν1) =

= βhλ,L(λh, . . . , λh) +
1∑

k=h+1

Dh,k
λ + rhλ(λh, . . . , λ1) +

∑

k≥h
νkβ̃

h,k
λ (λk , νk; . . . ;λ1, ν1) ,

(6.5)

with
|βhλ,L| ≤ c|λ|2γϑh , |Dh,k

λ | ≤ c|λ|γϑ(h−k)|λk − λh| ,
|rhλ| ≤ c|λ|2γ(ϑ/2)h , |β̃h,kλ | ≤ c|λ|γϑ(h−k) .

(6.6)

The first two terms in (6.5) βhλ,L collect the contributions obtained by posing r
(k)
ω = 0, k ≥ h and substituting

the discrete δ function defined after (5.10) with M 2δk,0. The first of (6.6) is called the vanishing of the

Luttinger model Beta function property, and it is a crucial and non trivial property of interacting fermionic

systems in d = 1. It will be proved in Appendix A6.

Using the decomposition (6.5) and the bounds (6.6) we prove the following bounds for λh̄(ν), ν ∈Mϑ:

|λh̄(ν)− λ1(ν)| ≤ c0|λ|2 , |λh̄(ν)− λh̄+1(ν)| ≤ c0|λ|2γ(ϑ/2)h̄ , (6.7)

for some c0 > 0. Moreover, given ν, ν ′ ∈Mϑ, we show that:

|λh̄(ν)− λh̄(ν ′)| ≤ c|λ|||ν − ν′||0 , (6.8)

where ||ν − ν′||0def= suph≤1 |νh − ν′h|.

Proof of (6.7). We decompose λh̄ − λh̄+1 = βh̄+1
λ as in (6.5). Using the bounds (6.6) and the inductive

hypothesis (6.3), we find:

|λh̄(ν)− λh̄+1(ν)| ≤ c|λ|2γϑ(h̄+1) +
∑

k≥h̄+2

c|λ|γϑ(h̄+1−k)
k∑

k′=h̄+2

c0|λ|2γ(ϑ/2)k′+

+ c|λ|2γ(ϑ/2)(h̄+1) +
∑

k≥h̄+1

c2|λ|2γ(ϑ/2)kγ(ϑ(h̄+1−k)) ,

(6.9)
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which, for c0 big enough, immediately implies the second of (6.7) with h→ h− 1; from this bound and the

hypothesis (6.3) follows the first of (6.7).

Proof of (6.8). If we take two sequences ν, ν ′ ∈Mϑ, we easily find that the beta function for λh̄(ν)−λh̄(ν ′)
can be represented by a tree expansion similar to the one for βhλ , with the property that the trees giving a

non vanishing contribution have necessarily one end–point on scale k ≥ h associated to a coupling constant

λk(ν)− λk(ν′) or νk − ν′k. Then we find:

λh̄(ν)− λh̄(ν′) = λ1(ν)− λ1(ν
′) +

∑

h̄+1≤k≤1

[βkλ(λk(ν), νk; . . . ;λ1, ν1)− βkλ(λk(ν ′), ν′k; . . . ;λ1, ν
′
1)] . (6.10)

Note that |λ1(ν) − λ1(ν
′)| ≤ c0|λ||ν1 − ν′1|, because λ1 = λ/Z2

1 + O(λ2/Z4
1 ) and Z1 =

√
2 − 1 + ν/2. If

we inductively suppose that, for any k > h̄, |λk(ν) − λk(ν
′)| ≤ 2c0|λ|||ν − ν′||0, we find, by using the

decomposition (6.5):

|λh̄(ν)− λh̄(ν′)| ≤ c0|λ||ν1 − ν′1|+ c|λ|
∑

k≥h̄+1

γ(ϑ/2)k
∑

k′≥k
γϑ(k−k′)

[
2c0|λ| ||ν − ν′||0 + |νk − ν′k|

]
. (6.11)

Choosing c0 big enough, (6.8) follows.

We are now left with fixing the sequence ν in such a way that the flow equation for ν is satisfied. Since

we want to fix ν in such a way that ν−∞ = 0, we must have:

ν1 = −
1∑

k=−∞
γk−2βkν (λk , νk; . . . ;λ1, ν1) . (6.12)

If we manage to fix ν1 as in (6.12), we also get:

νh = −
∑

k≤h
γk−h−1βkν (λk , νk; . . . ;λ1, ν1) . (6.13)

We look for a fixed point of the operator T : Mϑ →Mϑ defined as:

(Tν)h = −
∑

k≤h
γk−h−1βkν (λk(ν), νk; . . . ;λ1, ν1) . (6.14)

where λk(ν) is the solution of the first line of (6.2), obtained as a function of the parameter ν, as described

above.

If we find a fixed point ν∗ of (6.14), the first two lines in (6.2) will be simultaneously solved by λ(ν∗) and

ν∗ respectively, and the solution will have the desired smallness properties for λh and νh.

First note that, if |λ| is sufficiently small, then T leaves Mϑ invariant: in fact, as a consequence of parity

cancellations, the ν–component of the Beta function satisfies:

βhν (λh, νh; . . . ;λ1, ν1) = βhν,1(λh; . . . ;λ1) +
∑

k

νkβ̃
h,k
ν (λh, νh; . . . ;λ1, ν1) (6.15)

where, if c1, c2 are suitable constants

|βhν,1| ≤ c1|λ|γϑh |β̃h,kν | ≤ c2|λ|γϑ(h−k) . (6.16)
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by using (6.15) and choosing c = 2c1 we obtain

|(Tν)h| ≤
∑

k≤h
2c1|λ|γ(ϑ/2)kγk−h ≤ c|λ|γ(ϑ/2)h , (6.17)

Furthermore, using (6.15) and (6.8), we find that T is a contraction on Mϑ:

|(Tν)h − (Tν ′)h| ≤
∑

k≤h
γk−h−1|βkν (λk(ν), νk; . . . ;λ1, ν1)− βkν (λk(ν′), ν′k ; . . . ;λ1, ν

′
1)| ≤

≤ c
∑

k≤h
γk−h−1

[
γϑk

1∑

k′=k

|λk′ (ν)− λk′ (ν′)|+
1∑

k′=k

γϑ(k−k′)|λ||νk′ − ν′k′ |
]
≤

≤ c′
∑

k≤h
γk−h−1

[
|k|γϑk|λ| ||ν − ν′||0 +

1∑

k′=k

γϑ(k−k′)|λ|γ(ϑ/2)k′ ||ν − ν′||ϑ ≤

≤ c′′|λ|γ(ϑ/2)h||ν − ν′||ϑ .

(6.18)

hence ||(Tν) − (Tν ′)||ϑ ≤ c′′|λ|||ν − ν ′||ϑ. Then, a unique fixed point ν∗ for T exists on Mϑ. Proof of

Theorem 6.1 is concluded by noticing that T is analytic (in fact βhν and λ are analytic in ν in the domain

Mϑ).

6.3.The flow of the renormalization constants.

Once that ν1 is conveniently chosen as in Theorem 6.1, one can study in more detail the flows of the renor-

malization constants. We will now prove the following.

Lemma 6.1. If λ is small enough and ν1 is chosen as in Theorem 6.1, the solution of (6.1) can be written

as:

Zh = γηz(h−1)+Fhζ , µh = µ1γ
ηµ(h−1)+Fhµ , σh = σ1γ

ησ(h−1)+Fhσ (6.19)

where ηz , ηµ, ηz and F hζ , F
h
µ , F

h
σ are O(λ) functions, independent of σ1, µ1.

Moreover ησ − ηµ = −bλ+O(|λ|2), b > 0.

Proof of Lemma 6.1 From now on we shall think λh and νh fixed, with ν1 conveniently chosen as above

(ν1 = ν∗1 (λ)). Then we have |λh| ≤ c|λ| and |νh| ≤ c|λ|γ(ϑ/2)h, for some c, ϑ > 0. Having fixed ν1 as a

convenient function of λ, we can also think λh and νh as functions of λ.

The flow of Zh. The flow of Zh is given by the first of (6.1) with zh independent of σk, µk, k ≥ h. By

Theorem 3.1 we have that |zh| ≤ c|λ|2, uniformly in h. Again, as for λh and νh, we can formally study this

equation up to h = −∞. We define γ−ηz
def
= limh→−∞ 1 + zh, so that

logγ Zh =
∑

k≥h+1

logγ(1 + zk) = ηz(h− 1) +
∑

k≥h+1

rkζ , rkζ
def
= logγ

(
1 +

zk − z−∞
1 + z−∞

)
. (6.20)

Using the fact that zk−1 − zk is necessarily proportional to λk−1 − λk or to νk−1 − νk and that λk−1 − λk is

bounded as in (6.3), we easily find: |rkζ | ≤ c
∑

k′≤k |zk′−1 − zk′ | ≤ c′|λ|2γ(ϑ/2)k. So, if F hζ
def
=
∑

k≥h+1 r
k
ζ and

F 1
ζ = 0, then F hζ = O(λ) and Zh = γηz(h−1)+Fhζ . Clearly, by definition, ηz and F hζ only depend on λk, νk,

k ≤ 1, so they are independent of t and u.

The flow of µh. The flow of µh is given by the last of (6.1). One can easily show inductively that µk(k)/µh,

k ≥ h, is independent of µ1, so that one can think that µh−1/µh is just a function of λh, νh. Then, again we
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can study the flow equation for µh up to h→ −∞. We define γ−ηµ
def
= limh→−∞ 1 + (mh/µh − zh)/(1 + zh),

so that, proceeding as for Zh, we see that

µh = µ1γ
ηµ(h−1)+Fhµ , (6.21)

for a suitable F hµ = O(λ). Of course ηµ and F hµ are independent of t and u.

The flow of σh. The flow of σh can be studied as the one of µh. If we define γ−ησ
def
= limh→−∞ 1 + (sh/σh −

zh)/(1 + zh), we find that

σh = σ1γ
ησ(h−1)+Fhσ , (6.22)

for a suitable F hσ = O(λ). Again, ησ and F hσ are independent of t, u.

We are left with proving that ησ− ηµ 6= 0. It is sufficient to note that, by direct computation of the lowest

order terms, for some ϑ > 0, (6.1) can be written as:

zh = b1λ
2
h +O(|λ|2γϑh) +O(|λ|3) , b1 > 0

sh/σh = −b2λh +O(|λ|γϑh) +O(|λ|2) , b2 > 0

mh/µh = b2λh +O(|λ|γϑh) +O(|λ|2) , b2 > 0 ,

(6.23)

where b1, b2 are constants independent of λ and h. Using (6.23) and the definitions of ηµ and ησ we find:

ησ − ηµ = (2b2/ log γ)λ+O(λ2).

6.4.The scale h∗1
The integration described in Chapter 5 is iterated until a scale h∗

1 defined in the following way:

h∗1
def
=

{
min

{
1,
[
logγ |σ1|

1
1−ησ

]}
if |σ1|

1
1−ησ > 2|µ1|

1
1−ηµ ,

min
{
1,
[
logγ |u|

1
1−ηµ

]}
if |σ1|

1
1−ησ ≤ 2|µ1|

1
1−ηµ .

(6.24)

From (6.24) it follows that

C2γ
h∗
1 ≤ |σh∗

1
|+ |µh∗

1
| ≤ C1γ

h∗
1 , (6.25)

with C1, C2 independent of λ, µ1, σ1.

This is obvious in the case h∗1 = 1. If h∗1 < 1 and |σ1|
1

1−ησ > 2|µ1|
1

1−ηµ , then γh
∗
1−1 = cσ |σ1|

1
1−ησ , with

1 ≤ cσ < γ, so that, using the third of (6.19), we see that C2γ
h∗
1 ≤ |σh∗

1
| ≤ C ′

1g
h∗
1 , for some C ′

1, C2 = O(1).

Furthermore, using also the second of (6.19), we find

|µh∗
1
|

|σh∗
1
| = cηµ−ησσ |µ1||σ1|−

1−ηµ
1−ησ γF

h∗
1

µ −Fh
∗
1

σ < 1 (6.26)

and (6.25) follows.

If h∗1 < 1 and |σ1|
1

1−ησ ≤ 2|µ1|
1

1−ηµ , then γh
∗
1−1 = cu|u|

1
1−ηµ , with 1 ≤ cµ < γ, so that, using the second of

(6.19) and |µ1| = O(|u|), we see that C2γ
h∗
1 ≤ |µh∗

1
| ≤ C ′

1γ
h∗
1 . Furthermore, using the third (6.19), we find

|σh∗
1
|

|µh∗
1
| = cησ−ηµu |σ1||u|−

1−ησ
1−ηµ γF

h∗
1

σ −F
h∗
1

µ < C ′′
1 , (6.27)

for some C ′′
1 = O(1), and (6.25) again follows.

Remark. The specific value of h∗1 is not crucial: if we change h∗1 in h∗1 + n, n ∈ Z, the constants C1, C2
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in (6.25) are replaced by different O(1) constants and the estimates below are not qualitatively modified.

Of course, the specific values of C1, C2 (then, the specific value of h∗1) can affect the convergence radius of

the pertubative series in λ. The optimal value of h∗1 should be chosen by maximizing the corresponding

convergence radius. Since here we are not interested in optimal estimates, we find the choice in (6.24)

convenient.

Note also that h∗1 is a non analytic function of (λ, t, u) (in particular for small u we have γh
∗
1 ∼ |u|1+O(λ)).

As a consequence, the asymptotic expression for the specific heat near the critical points (that we shall

obtain in next section) will contain non analytic functions of u (in fact it will contain terms depending

on h∗1). However, as remarked after the Main Theorem in Chapter 1, this does not imply that Cv is non

analytic: it is clear that in this case the non analyticity is introduced “by hands” by our specific choice of h∗
1.

From the results of Theorem 6.1 and Lemma 6.1, together with (6.24) and (6.25), it follows that the

assumptions of Theorem 5.1 are satisfied for any h̄ ≥ h∗1. The integration of the scales ≤ h∗1 must be

performed in a different way, as will be discussed in next Chapter.
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7. Renormalization Group for light fermions. The non anomalous regime.

In the preceding Chapters, we have explained how to integrate the ψ fields up to the scale h∗
1, defined

in the last section of previous Chapter. We managed to prove that, up to that scale, the running coupling

constants can be bounded as in (5.22), (5.23) and (5.29), so that the iterative construction is inductively

well defined, and the kernels of the effective potentials can be bounded, step by step, as stated by Theorem

5.1. Once we reach the scale h∗1, the bound (5.23) stops to be true and the bounds leading to Theorem 5.1

fail. In particular the crucial bound (5.54) stops to be true. As a consequence, from this scale on, we have

to proceed via a different iterative procedure. The idea is to use conditions (5.29), which hold with an equal

sign on scale h̄ = h∗1, to prove that the ψ(≤h∗
1) field can be written, by a rotation which is essentially the

inverse of (2.13), as a sum of two fields ψ(1,≤h∗
1), ψ(2,≤h∗

1), one of whom is massive on scale h∗1 (i.e. with

mass O(γh
∗
1 )). It is then easy to show that one can integrate in one step (i.e. without any further multiscale

integration) the massive field, so that one is left with an effective theory involving only the (nearly) massless

field.

The two fields correspond to the variables associated to the two original Ising layers. We can then say that

on scale h∗1 the theory is effectively described by a theory of two interacting Ising layers, with (anomalously)

renormalized parameters. On scale h∗1 one of the two layers (the one corresponding to the massive field) is

well far from criticality and the corresponding variables can be easily integrated out; we are left with the

theory of a single perturbed Ising model with renormalized parameters. The multiscale integration for the

latter will be much easier than that described above, and in particular it will not involve any anomalous flow

of the effective renormalization constants.

In the present Chapter we will first describe the integration of the massive field and the iterative integra-

tion of left over massless field. A corollary of the construction will be the analyticity of the free energy for

temperatures different from the critical ones. Finally we will derive and solve the equation for the critical

temperatures, leading to (1.7).

7.1.Integration of the ψ(1) fields

If h∗1 is fixed as in §6.4, we can use Theorem 5.1 up to the scale h̄ = h∗1 + 1.

Once that all the scales > h∗1 are integrated out, it is more convenient to describe the system in terms of

the fields ψ
(1)
ω , ψ

(2)
ω , ω = ±1, defined through the following change of variables:

ψ̂
α(≤h∗

1)
ω,k =

1√
2
(ψ̂

(1,≤h∗
1)

ω,−αk − iαψ̂
(2,≤h∗

1)
ω,−αk ) , ψ(j)

ω,x =
1

M2

∑

k

e−ikxψ̂
(j)
ω,k . (7.1)

If we perform this change of variables, we find PZh∗
1
,σh∗

1
,µh∗

1
,Ch∗

1
=
∏2
j=1 P

(j)

Zh∗
1
,m

(j)

h∗
1

,Ch∗
1

where, if we define

Ψ
(j,≤h∗

1),T
k

def
= (ψ

(j,≤h∗
1)

1,k , ψ
(j,≤h∗

1)
−1,k ),

P
(j)

Zh∗
1
,m

(j)

h∗
1

,Ch∗
1

(dψ(j,≤h∗
1))

def
=

def
=

1

N
(j)
h∗
1

∏

k,ω

dψ
(j,≤h∗

1)
ω,k exp

{
− Zh∗

1

4M2

∑

k∈Dh∗
1

Ch∗
1
(k)Ψ

(j,≤h∗
1),T

k A
(h∗

1)
j (k)Ψ

(j,≤h∗
1)

−k

}

A
(h∗

1)
j (k)

def
=

(
(−i sin k − sin k0) + a

+(j)
h∗
1

(k) −i
(
m

(j)
h∗
1
(k) + c

(j)
h∗
1
(k)
)

i
(
m

(j)
h∗
1
(k) + c

(j)
h∗
1
(k)
)

(−i sin k + sin k0) + a
−(j)
h∗
1

(k)

)
(7.2)
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and a
ω(j)
h∗
1

, m
(j)
h∗
1
, c

(j)
h∗
1

are given by (A4.2) with h = h∗ + 1.

The propagators g
(j,≤h∗

1)
ω1,ω2 associated with the fermionic integration (7.2) are given by (A4.1) with h = h∗

1+1.

Note that, by (6.25), max{|m(1)
h∗
1
|, |m(2)

h∗
1
|} = |σh∗

1
| + |µh∗

1
| = O(γh

∗
1 ) (see (A4.2) for the definition of m

(1)
h∗
1
,

m
(2)
h∗
1
). From now on, for definiteness we shall suppose that max{|m(1)

h∗
1
|, |m(2)

h∗
1
|} ≡ |m(1)

h∗
1
|. Then, it is easy to

realize that the propagator g
(1,≤h∗

1)
ω1,ω2 is bounded as follows.

|∂n0
x0
∂n1
x g

(1,≤h∗
1)

ω1,ω2 (x)| ≤ CN,n
γ(1+n)h∗

1

1 + (γh
∗
1 |d(x)|)N , n = n0 + n1 , (7.3)

namely g
(1,≤h∗

1)
ω1,ω2 satisfies the same bound as the single scale propagator on scale h = h∗

1. This suggests to

integrate out ψ(1,≤h∗
1), without any other scale decomposition. We find the following result.

Lemma 7.1 If |λ| ≤ ε1, |σ1|, |µ1| ≤ c1 (c1, ε1 being the same as in Theorem 4.1) and ν1 is fixed as in

Theorem 6.1, we can rewrite the partition function as

Ξ−
AT =

∫
P

(2)

Zh∗
1
,m̂

(2)

h∗
1

,Ch∗
1

(dψ(2,≤h∗
1))e

−V(h∗
1
)
(
√
Zh∗

1
ψ

(2,≤h∗
1
)
)−M2Eh∗

1 , (7.4)

where: m̂
(2)
h∗
1
(k) = m

(2)
h∗
1
(k) − γh∗

1πh∗
1
C−1
h∗
1

(k), with πh∗
1

a free parameter, s.t. |πh∗
1
| ≤ c|λ|; |Eh∗

1
− Eh∗

1
| ≤

c|λ|γ2h∗
1 ; and

V(h∗
1)

(ψ(2))− γh∗
1πh∗

1
F

(2,≤h∗
1)

σ (ψ(2≤h∗
1)) =

∞∑

n=1

∑

ω

2n∏

i=1

ψ̂
(2)
ωi,ki

W
(h∗

1)

2n,ω(k1, . . . ,k2n−1)δ(

2n∑

i=1

ki) =

=

∞∑

n=1

∑

σ,j,ω

2n∏

i=1

∂σiji ψ
(2)
ωi,xiW

(h∗
1)

2n,σ,j,ω(x1, . . . ,x2n) ,

(7.5)

with F
(2,≤h)
σ given by the first of (5.10) with ψ̂

(2,≤h)
ω,k ψ̂

(2,≤h)
ω′,−k replacing ψ̂

+(≤h)
ω,k ψ̂

−(≤h)
ω′,k ; and W

(h∗
1)

2n,σ,j,ω satisfying

the same bound (5.30) as W
(h̄)
2n,σ,j,α,ω with h̄ = h∗1.

In order to prove the Lemma it is sufficient to consider (5.2) with h = h∗
1 and rewrite PZh∗

1
,σh∗

1
,µh∗

1
,Ch∗

1
as

the product
∏2
j=1 P

(j)

Zh∗
1
,m

(j)

h∗
1

,Ch∗
1

. Then the integration over the ψ(1,≤h∗
1) field is done as the integration of

the χ’s in Chapter 4, recalling the bound (7.3).

Finally we rewrite m
(2)
h∗
1
(k) as m̂

(2)
h∗
1
(k)+γh

∗
1πh∗

1
C−1
h∗
1

(k), where πh∗
1

is a parameter to be suitably fixed below

as a function of λ, σ1, µ1.

7.2.The localization operator

The integration of the r.h.s. of (7.4) is done in an iterative way similar to the one described in Chapter 5.

If h = h∗1, h
∗
1 − 1, . . ., we shall write:

Ξ−
AT =

∫
P

(2)

Zh,m̂
(2)

h
,Ch

(dψ(2,≤h))e−V(h)
(
√
Zhψ

(2,≤h))−M2Eh , (7.6)

where V(h)
is given by an expansion similar to (5.39), with h replacing h∗1 and Zh, m̂

(2)
h are defined recursively

in the following way. We first introduce a localization operator L. As in §5.2, we define L as a combination

of four operators Lj and Pj , j = 0, 1. Lj are defined as in (5.6) and (5.7), while P0 and P1, in analogy
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with (5.8), are defined as the operators extracting from a functional of m̂
(2)
h (k), h ≤ h∗1, the contributions

independent and linear in m̂
(2)
h (k). Note that inductively the kernels W

(h)

2n,ω can be thought as functionals of

m̂k(k), h ≤ k ≤ h∗1. Given Lj ,Pj , j = 0, 1 as above, we define the action of L on the kernelsW
(h)

2n,ω as follows.

1) If n = 1, then

LW (h)

2,ω
def
=

{
L0(P0 + P1)W

(h)

2,ω if ω1 + ω2 = 0,

L1P0W
(h)

2,ω if ω1 + ω2 6= 0.

2) If n > 2, then LW (h)

2n,ω = 0.

It is easy to prove the analogue of Lemma 5.1:

LV(h)
= (sh + γhph)F

(2,≤h)
σ + zhF

(2,≤h)
ζ , (7.7)

where sh, ph and zh are real constants and: sh is linear in m̂
(2)
k (k), h ≤ k ≤ h∗1; ph and zh are independent

of m̂
(2)
k (k). Furthermore F

(2,≤h)
σ and F

(2,≤h)
ζ are given by the first and the last of (5.10) with ψ̂

(2,≤h)
ω,k ψ̂

(2,≤h)
ω′,−k

replacing ψ̂
+(≤h)
ω,k ψ̂

−(≤h)
ω′,k .

Remark. Note that the action of L on the quartic terms is trivial. The reason of such a choice is that

in the present case no quartic local term can appear, because of Pauli principle: ψ
(2,h)
1,x ψ

(2,h)
1,x ψ

(2,h)
−1,xψ

(2,h)
−1,x ≡ 0,

so that L0W 4,ω = 0.

Using the symmetry properties exposed in §4.3, we can prove the analogue of Lemma 5.2: if n = 1, then

RW 2,ω =

{
[S2 +R2(P0 + P1)]W 2,ω if ω1 + ω2 = 0,

[R1S1 +R2P0]W 2,α,ω if ω1 + ω2 6= 0,
(7.8)

where S1 = 1−P0 and S2 = 1−P0 −P1; if n = 2, then W 4,ω = R1W 4,ω.

7.3.Renormalization for h ≤ h∗1
If L and R = 1−L are defined as in previous subsection, we can rewrite (7.6) as:

∫
P

(2)

Zh,m̂
(2)

h
,Ch

(dψ(2,≤h))e−LV(h)
(
√
Zhψ

(2,≤h))−RV(h)
(
√
Zhψ

(2,≤h))−M2Eh . (7.9)

Furthermore, using (7.7) and defining:

Ẑh−1(k)
def
= Zh(1 + C−1

h (k)zh) , m̂
(2)
h−1(k)

def
=

Zh

Ẑh−1(k)

(
m̂

(2)
h (k) + C−1

h (k)sh

)
, (7.10)

we see that (7.9) is equal to

∫
P

(2)

Ẑh−1 ,m̂
(2)

h−1
,Ch

(dψ(2,≤h))e−γ
hphF

(2,≤h)
σ (

√
Zhψ

(2),≤h)−RVh(
√
Zhψ

(2),≤h)−M2(Eh+th) (7.11)

Again, we rescale the potential:

Ṽ(h)(
√
Zh−1ψ

(≤h))
def
= γhπhF

(2,≤h)
σ (

√
Zh−1ψ

(2,≤h)) +RVh(
√
Zhψ

(2,≤h)) , (7.12)
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where Zh−1 = Ẑh−1(0) and πh = (Zh/Zh−1)ph; we define f̃−1
h as in (5.18), we perform the single scale

integration and we define the new effective potential as

e−V(h−1)
(
√
Zh−1ψ

(2,≤h−1))−M2Ẽhdef=

∫
P

(2)

Zh−1,m̂
(2)

h−1
,f̃−1
h

(dψ(2,h))e−Ṽh(
√
Zhψ

(2,≤h)) . (7.13)

Finally we pose Eh−1 = Eh + th + Ẽh. Note that the above procedure allow us to write the πh in terms of

πk, h ≤ k ≤ h∗1, namely πh−1 = γhπh + βhπ(πh, . . . , πh∗
1
), where βhπ is the Beta function.

Proceeding as in §4 we can inductively show that V(h)
has the structure of (7.5), with h replacing h∗1 and

that the kernels of V(h)
are bounded as follows.

Lemma 7.2. Let the hypothesis of Lemma 5.1 be satisfied and suppose that, for h̄ < h ≤ h∗1 and some

constants c, ϑ > 0

e−c|λ| ≤ m̂
(2)
h

m̂
(2)
h−1

≤ ec|λ| , e−c|λ|
2 ≤ Zh

Zh−1
≤ ec|λ|2 , |πh| ≤ c|λ| , |m̂(2)

h̄
| ≤ γh̄ . (7.14)

Then the partition function can be rewritten as in (7.6) and there exists C > 0 s.t. the kernels of V (h)
satisfy:

∫
dx1 · · · dx2n|W

(h̄)

2n,σ,j,ω(x1, . . . ,x2n)| ≤M2γ−h̄Dk(n) (C |λ|)max(1,n−1) (7.15)

where Dk(n) = −2 + n+ k and k =
∑2n

i=1 σi. Finally |Eh̄+1|+ |th̄+1| ≤ c|λ|γ2h̄.

The proof of Lemma 7.2 is essentially identical to the proof of Theorem 5.1 and we do not repeat it here.

It is possible to fix πh∗
1

so that the first three assumptions in (7.14) are valid for any h ≤ h∗
1. More precisely,

the following result holds, see Appendix A8 for the proof.

Lemma 7.3. If |λ| ≤ ε1, |σ1|, |µ1| ≤ c1 and ν1 is fixed as in Theorem 4.1, there exists π∗
h∗
1
(λ, σ1, µ1)

such that, if we fix πh∗
1

= π∗
h∗
1
(λ, σ1, µ1), for h ≤ h∗1 we have:

|πh| ≤ c|λ|γ(ϑ/2)(h−h∗
1) , m̂

(2)
h = m̂

(2)
h∗
1
γF

h
m , Zh = Zh∗

1
γF

h

ζ , (7.16)

where F hm and F
h

ζ are O(λ). Moreover:

∣∣∣π∗
h∗
1
(λ, σ1, µ1)− π∗

h∗
1
(λ, σ′

1, µ
′
1)
∣∣∣ ≤ c|λ|

(
γ(ησ−1)h∗

1 |σ1 − σ′
1|+ γ(ηµ−1)h∗

1 |µ1 − µ′
1|
)
. (7.17)

7.4.The integration of the scales ≤ h∗2
In order to insure that the last assumption in (7.14) holds, we iterate the preceding construction up to the

scale h∗2 defined as the scale s.t. |m̂(2)
k | ≤ γk−1 for any h∗2 ≤ k ≤ h∗1 and |m̂(2)

h∗
2−1| > γh

∗
2−2.

Once we have integrated all the fields ψ(>h∗
2), we can integrate ψ(2,≤h∗

2) without any further multiscale

decomposition. Note in fact that by definition the propagator satisfies the same bound (7.3) with h∗
2 replacing

h∗1. Then, if we define

e
−M2Ẽ≤h∗

2
def
=

∫
P
Zh∗

2
−1,m̂

(2)

h∗
2
−1
,Ch∗

2

e
−Ṽ(h∗

2
)
(
√
Zh∗

2
−1ψ

(2,≤h∗
2
)
)
, (7.18)



7. Renormalization Group for light fermions. The non anomalous regime. 71

we find that |Ẽ≤h∗
2
| ≤ c|λ|γ2h∗

2 (the proof is a repetition of the estimates on the single scale integration).

Combining this bound with the results of Theorem 5.1, Lemma 7.1, Lemma 7.2 and Lemma 7.3, together

with the results of Chapter 5, we finally find that the free energy associated to Ξ−
AT is given by the following

finite sum, uniformly convergent with the size of ΛM :

lim
M→∞

1

M2
log Ξ−

AT = E≤h∗
2

+ (Eh∗
1
−Eh∗

1
) +

1∑

h=h∗
2+1

(Ẽh + th) , (7.19)

where E≤h∗
2

= limM→∞ Ẽ≤h∗
2

and it is easy to see that E≤h∗
2
, for any finite h∗2, exists and satisfies the same

bound of Ẽh∗
2
.

7.5.Keeping h∗2 finite.

From the discussion of previous subsection, it follows that, for any finite h∗
2, (7.19) is an analytic function

of λ, t, u, for |λ| sufficiently small, uniformly in h∗2 (this is an elementary consequence of Vitali’s conver-

gence theorem). Moreover, in Appendix A9 it is proved that, for any γh
∗
2 > 0, the limit (7.19) coincides

with limM→∞ 1/M2 log Ξγ1,γ2AT for any choice γ1, γ2 of boundary conditions; hence this limit coincides with

−2 log(2 coshβλ) plus the free energy in (1.3). We can state the result as follows.

Lemma 7.4. There exists ε1 > 0 such that, if |λ| ≤ ε1 and t ± u ∈ D (the same as in the Main Theo-

rem in Chapter 1), the free energy f defined in (1.3) is real analytic in λ, t, u, except possibly for the choices

of λ, t, u such that γh
∗
2 = 0.

We shall see in next Chapter that the specific heat is logarithmically divergent as γh
∗
2 → 0. So the critical

point is really given by the condition γh
∗
2 = 0. We shall explicitely solve the equation for the critical point

in next subsection.

7.6.The critical points.

In the present subsection we check that, if t±u ∈ D, D being a suitable interval centered around
√

2−1, see

Main Theorem in Chapter 1, there are precisely two critical points, of the form (1.7). More precisely, keeping

in mind that the equation for the critical point is simply γh
∗
2 = 0 (see the end of previous subsection), we

prove the following.

Lemma 7.5. Let |λ| ≤ ε1, t ± u ∈ D and πh∗
1

be fixed as in Lemma 7.3. Then γh
∗
2 = 0 only if

(λ, t, u) = (λ, t±c (λ, u), u), where t±c (λ, u) is given by (1.7).

Proof - From the definition of h∗2 given above, see §7.4, it follows that h∗2 satisfies the following equation:

γh
∗
2−1 = cmγ

F
h∗
2

m

∣∣∣|σh∗
1
| − |µh∗

1
| − ασγh

∗
1πh∗

1

∣∣∣ , (7.20)

for some 1 ≤ cm < γ and ασ = signσ1. Then, the equation γh
∗
2 = 0 can be rewritten as:

|σh∗
1
| − |µh∗

1
| − ασγh

∗
1πh∗

1
= 0 . (7.21)

First note that the result of Lemma 7.5 is trivial when h∗1 = 1. If h∗1 < 1, (7.21) cannot be solved when

|σ1|
1

1−ησ > 2|µ1|
1

1−ηµ . In fact,

|σ1|γησ(h∗
1−1)+F

h∗
1

σ − |µ1|γηµ(h∗
1−1)+F

h∗
1

µ − ασγh
∗
1πh∗

1
=

= |σ1|1+
ησ

1−ησ c1 −
(
|µ1||σ1|−

1−ηµ
1−ησ

)
|σ1|

1−ηµ
1−ησ

− ηµ
1−ησ c′1 − ασγh

∗
1πh∗

1
≥ γh

∗
1−1

3γ
,

(7.22)
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where c1, c
′
1 are constants = 1 + O(λ), πh∗

1
= O(λ) and γh

∗
1−1 = cσ |σ1|

1
1−ησ , with 1 ≤ cσ < γ. Now, if

|µ1| > 0, the r.h.s. of (7.22) equation is strictly positive.

So, let us consider the case h∗1 < 1 and |σ1|
1

1−ησ ≤ 2|µ1|
1

1−ηµ (s.t. γh
∗
1 = cu logγ |u|

1
1−ηµ , with 1 ≤ cu ≤ γ).

In this case (7.21) can be easily solved to find:

|σ1| = |µ1||u|
ηµ−ησ
1−ηµ cηµ−ησu γF

h∗
1

µ −F
h∗
1

σ + |u|
1−ησ
1−ηµ c1−ησu ασγ

1−F
h∗
1

σ πh∗
1
. (7.23)

Note that c
ηµ−ησ
u γF

h∗
1

µ −F
h∗
1

σ = 1 + O(λ) is just a function of u, (it does not depend on t), because of our

definition of h∗1. Moreover πh∗
1

is a smooth function of t: if we call πh∗
1
(t, u) resp. πh∗

1
(t′, u) the correction

corresponding to the initial data σ1(t, u), µ1(t, u) resp. σ1(t
′, u), µ1(t

′, u), we have

|πh∗
1
(t, u)− πh∗

1
(t′, u)| ≤ c|λ||u|

ησ−1
1−ηµ |t− t′| , (7.24)

where we used (7.17) and the bounds |σ1 − σ′
1| ≤ c|t − t′| and |µ1 − µ′

1| ≤ c|u||t − t′|, following from the

definitions of (σ1, µ1) in terms of (σ, µ) and of (t, u), see Chapter 4.

Using the same definitions we also realize that (7.23) can be rewritten as

t =
[√

2− 1 +
ν(λ)

2
± |u|1+η

(
1 + λf(t, u)

)]1 + λ̂(t2 − u2)

1 + λ̂
, (7.25)

where

1 + η
def
=

1− ησ
1− ηµ

, (7.26)

and the crucial property is that η = −bλ + O(λ2), b > 0, see Lemma 6.1 and (6.23). We also recall that

both η and ν are functions of λ and are independent of t, u. Moreover f(t, u) is a suitable bounded function

s.t. |f(t, u)− f(t′, u)| ≤ c|u|−(1+η)|t − t′|, as it follows from the Lipshitz property of πh∗
1

(7.24). The r.h.s.

of (7.25) is Lipshitz in t with constant O(λ), so that (7.25) can be inverted w.r.t. t by contractions and, for

both choices of the sign, we find a unique solution

t = t±c (λ, u) =
√

2− 1 + ν∗(λ)± |u|1+η
(
1 + F±(λ, u)

)
, (7.27)

with |F±(λ, u)| ≤ c
∣∣λ|, for some c.

7.7.Computation of h∗2.

Let us now solve (7.20) in the general case of γh
∗
2 ≥ 0. Calling ε

def
= γh

∗
2−h∗

1−F
h∗
2

m /cm, we find:

ε =

∣∣∣∣|σ1|γ(ησ−1)(h∗
1−1)+F

h∗
1

σ − |µ1|γ(ηµ−1)(h∗
1−1)+F

h∗
1

µ − ασγπh∗
1

∣∣∣∣ =

= γ(ησ−1)(h∗
1−1)+F

h∗
1

σ

∣∣∣∣|σ1| − |µ1|γ(ηµ−ησ)(h∗
1−1)+F

h∗
1

µ −Fh
∗
1

σ − ασγ1+(1−ησ)(h∗
1−1)−Fh

∗
1

σ πh∗
1

∣∣∣∣ .
(7.28)

If |σ1|1/(1−ησ) ≤ 2|µ1|1/(1−ηµ), we use γh
∗
1−1 = cu|u|1/(1−ηµ) and, from the second row of (7.27), we find:

ε = C
∣∣|σ1| − |σασ1,c |

∣∣ |u|−(1+η), where σ±
1,c = σ1(λ, t

±
c , u) and C = C(λ, t, u) is bounded above and below by

O(1) constants; defining ∆ as in (1.10), we can rewrite:

ε = C

∣∣|σ1| − |σασ1,c |
∣∣

|u|1+η = C ′
∣∣σ2

1 − (σασ1,c)
2
∣∣

∆|u|1+η = C ′′ |t− t+c | · |t− t−c |
∆2

, (7.29)
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where C ′ = C ′(λ, t, u) and C ′′ = C ′′(λ, t, u) are bounded above and below by O(1) constants.

In the opposite case (|σ1|1/(1−ηs) > 2|µ1|1/(1−ηµ)), we use γh
∗
1−1 = cσ|σ1|1/(1−ησ) and, from the first row

of (7.27), we find ε = C̃(1− |µ1||σ1|−1/(1+η) − ασγπh∗
1
) = C̄, where C̃ and C̄ are bounded above and below

by O(1) constants. Since in this region of parameters |t− t±c |∆−1 is also bounded above and below by O(1)

constants, we can in both cases write

ε = Cε(λ, t, u)
|t− t+c | · |t− t−c |

∆2
, C1,ε ≤ Cε(λ, t, u) ≤ C2,ε (7.30)

and Cj,ε, j = 1, 2, are suitable positive O(1) constants.
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8. The specific heat.

In this Chapter we describe the expansion for the energy–energy correlation functions, from which we can

derive a convergent expansion for the specific heat of the Ashkin–Teller model. We then compute the leading

order contributing to the specific heat, we derive the expression (1.8), so concluding the proof of the Main

Theorem in the Introduction.

Consider the specific heat defined in (1.3). The correlation function < HAT
x HAT

y >ΛM ,T can be conve-

niently written as

< HAT
x HAT

y >Λ,T=
∂2

∂φx∂φy

log ΞAT (φ)
∣∣∣
φ=0

, ΞAT (φ)
def
=

∑

σ(1) ,σ(2)

e
−
∑

x∈Λ
(1+φx)HATx (8.1)

where φx is a real commuting auxiliary field (with periodic boundary conditions).

Repeating the construction of Chapter 3, we see that ΞAT (φ) admit a Grassmanian representation simi-

lar to the one of ΞAT , and in particular, if x 6= y:

∂2

∂φx∂φy

log ΞAT (φ)
∣∣∣
φ=0

=
∂2

∂φx∂φy

log
∑

γ1,γ2

(−1)δγ1+δγ2 Ξ̂γ1,γ2AT (φ)
∣∣∣
φ=0

Ξ̂γ1,γ2AT (φ) =

∫ j=1,2∏

x∈ΛM

dH(j)
x dH

(j)

x dV (j)
x dV

(j)

x eS
(1)
γ1

(t(1))+S(2)
γ2

(t(2))+Vλ+B(φ)

(8.2)

where δγ , S
(j)(t(j)) and Vλ where defined in Chapter 3, the apex γ1, γ2 attached to Ξ̂AT refers to the

boundary conditions assigned to the Grassmanian fields and finally B(φ) is defined as:

B(φ) =
∑

x∈Λ

φx

{
a(1)

(
H

(1)

x H
(1)
x+ê1

+ V
(1)

x V
(1)
x+ê0

)
+ a(2)

(
H

(2)

x H
(2)
x+ê1

+ V
(2)

x V
(2)
x+ê0

)
+

+ λã
(
H

(1)

x H
(1)
x+ê1

H
(2)

x H
(2)
x+ê1

+ V
(1)

x V
(1)
x+ê0

V
(2)

x V
(2)
x+ê0

)}def
=
∑

x∈Λ

φxAx ,
(8.3)

where a(1), a(2) and ã are O(1) constants, with a(1) − a(2) = O(u). Using (8.2) and (8.3) we can rewrite:

< HAT
x HAT

y >Λ,T=
1

4
(cosh J)2M

2 ∑

γ1,γ2

(−1)δγ1+δγ2
Ξγ1,γ2AT

ΞAT
< AxAy >

γ1,γ2
ΛM ,T

, (8.4)

where < · >γ1,γ2ΛM ,T
is the average w.r.t. the boundary conditions γ1, γ2. Proceeding as in Appendix

A9 one can show that, if γh
∗
2 > 0, < AxAy >γ1,γ2ΛM ,T

is exponentially insensitive to boundary conditions

and
∑

γ1,γ2
(−1)δγ1+δγ2 Ξγ1,γ2AT /ΞAT is an O(1) constant. Then from now on we will study only Ξ−

AT (φ)
def
=

def
= Ξ̂

(−,−),(−,−)
AT (φ) and < AxAy >

(−,−),(−,−)
ΛM ,T

.

Proceeding as in Chapter 4 we integrate out the χ fields and we find:

Ξ−
AT (φ) =

∫
PZ1,σ1,µ1,C1(dψ)eV

(1)+B(1)

, (8.5)
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where

B(1)(ψ, φ) =

∞∑

m,n=1

σ,j,α,ω∑
x1···xm
y1···y2n

B
(1)
m,2n;σ,j,α,ω(x1, . . . ,xm;y1, . . . ,y2n)

[ m∏

i=1

φxi

][ 2n∏

i=1

∂σiji ψ
αi
yi,ωi

]
. (8.6)

We proceed as for the partition function, namely as described in Chapter 5 above. We introduce the scale

decomposition described in Chapter 5 and we perform iteratively the integration of the single scale fields,

starting from the field of scale 1. After the integration of the fields ψ(1), . . . , ψ(h+1), h∗1 < h ≤ 0, we are left

with

Ξ−
AT (φ) = e−M

2Eh+S(h+1)(φ)

∫
PZh,σh,µh,Ch(dψ

≤h)e−V(h)(
√
Zhψ

(≤h))+B(h)(
√
Zhψ

(≤h) ,φ) , (8.7)

where PZh,σh,µhmh,Ch(dψ
(≤h)) and V(h) are the same as in Chapter 5, S(h+1) (φ) denotes the sum of the

contributions dependent on φ but independent of ψ, and finally B(h)(ψ(≤h), φ) denotes the sum over all terms

containing at least one φ field and two ψ fields. S(h+1) and B(h) can be represented as

S(h+1)(φ) =

∞∑

m=1

∑

x1···xm
S(h+1)
m (x1, . . . ,xm)

m∏

i=1

φxi

B(h)(ψ(≤h), φ) =
∞∑

m,n=1

σ,j,α,ω∑
x1···xm
y1···y2n

B
(h)
m,2n;σ,j,α,ω(x1, . . . ,xm;y1, . . . ,y2n)

[ m∏

i=1

φxi

][ 2n∏

i=1

∂σiψ(≤h)αi
yi,ωi

]
.

(8.8)

Since the field φ is equivalent, as regarding dimensional bounds, to two ψ fields (see Theorem 8.1 below for

a more precise statement), the only terms in the expansion for B(h) which are not irrelevant are those with

m = n = 1, σ1 = σ2 = 0 and they are marginal. Hence we extend the definition of the localization operator L,

so that its action on B(h)(ψ(≤h), φ) is defined by its action on the kernels B̂
(h)
m,2n;α,ω(q1, . . . ,qm;k1, . . . ,k2n):

1) if m = n = 1 and α1 +α2 = ω1 +ω2 = 0, then LB̂(h)
1,2;σ,α,ω(q1;k1,k2)

def
= P0B̂

(h)
1,2;α,ω(k+;k+,k+), where P0

is defined as in (5.8);

2) in all other cases LB̂(h)
m,2n;α,ω = 0.

Using the symmetry considerations of §4.3 together with the remark that φx is invariant under Complex

conjugation, Hole–particle and (1)←→(2), while under Parity φx → φ−x and under Rotation φ(x,x0) →
φ(−x0,−x), we easily realize that LB(h) has necessarily the following form:

LB(h)(ψ(≤h), φ) =
Zh
Zh

∑

x,ω

(−iω)

2
φxψ

(≤h)+
ω,x ψ

(≤h)−
−ω,x , (8.9)

where Zh is real and Z1 = a(1)|σ=µ=0 ≡ a(2)|σ=µ=0.

Note that apriori a term
∑

x,ω,α φxψ
(≤h)α
ω,x ψ

(≤h)α
−ω,x is allowed by symmetry but, using (1)←→(2) symmetry,

one sees that its kernel is proportional to µk, k ≥ h. So, with our definition of localization, such term

contributes to RB(h).

Now that the action of L on B is defined, we can describe the single scale integration, for h > h∗
1. The

integral in the r.h.s. of (8.7) can be rewritten as:

e−M
2th

∫
PZh−1,σh−1,µh−1,Ch−1

(dψ≤h−1)·

·
∫
P
Zh−1,σh−1,µh−1,f̃

−1
h

(dψ(h))e−V̂(h)(
√
Zh−1ψ

(≤h))+B̂(h)(
√
Zh−1ψ

(≤h),φ) ,

(8.10)
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where V̂(h) was defined in (5.15) and

B̂(h)(
√
Zh−1ψ

(≤h), φ)
def
= B(h)(

√
Zhψ

(≤h), φ) . (8.11)

Finally we define

e−ẼhM
2+S̃(h)(φ)−V(h−1)(

√
Zh−1ψ

(≤h−1))+B(h−1)(
√
Zh−1ψ

(≤h−1) ,φ)def=

def
=

∫
P
Zh−1,σh−1,µh−1,f̃

−1
h

(dψ(h))e−V̂(h)(
√
Zh−1ψ

(≤h))+B̂(h)(
√
Zh−1ψ

(≤h),φ) ,
(8.12)

and

Eh−1
def
= Eh + th + Ẽh , S(h)(φ)

def
= S(h+1)(φ) + S̃(h)(φ) . (8.13)

With the definitions above, it is easy to verify that Zh−1 satisfies the equation Zh−1 = Zh(1 + zh), where

zh = bλh + O(λ2), for some b 6= 0. Then, for some c > 0, Z1e
−c|λ|h ≤ Zh ≤ Z1e

c|λ|h. The analogous of

Theorem 5.1 for the kernels of B(h) holds:

Theorem 8.1. Suppose that the hypothesis of Lemma 7.1 are satisfied. Then, for h∗
1 ≤ h̄ ≤ 1 and a

suitable constant C, the kernels of B(h) satisfy

∫
dx1 · · · dx2n|B(h̄)

2n,m;σ,j,α,ω(x1, . . . ,xm;y1, . . . ,y2n)| ≤M2γ−h̄(Dk(n)+m) (C |λ|)max(1,n−1) , (8.14)

where Dk(n) = −2 + n+ k and k =
∑2n

i=1 σi.

Note that, consistently with our definition of localization, the dimension of B
(h)
2,1;(0,0),(+,−),(ω,−ω) is D0(1)+

1 = 0.

Again, proceeding as in Chapter 6, we can study the flow of Zh up to h = −∞ and prove that Zh =

Z1γ
η(h−1)+Fhz̄ , where η is a non trivial analytic function of λ (its linear part is non vanishing) and F hz̄ is a

suitable O(λ) function (independent of σ1, µ1). We recall that Z1 = O(1).

We proceed as above up to the scale h∗1. Once that the scale h∗1 is reached we pass to the ψ(1), ψ(2)

variables, we integrate out (say) the ψ(1) fields and we get

∫
P

(2)

Zh∗
1
,m̂

(2)

h∗
1

,Ch∗
1

(dψ(2)(≤h∗
1))e

−V(h∗
1
)
(
√
Zh∗

1
ψ(2,≤h∗

1
))+B

(h∗
1
)
(
√
Zh∗

1
ψ(2,≤h∗

1
))
, (8.15)

with LBh
∗
1 (
√
Zh∗

1
ψ(2),≤h∗

1 ) = Zh∗
1

∑
x iφxψ

(2,≤h∗
1)

1,x ψ
(2,≤h∗

1)
−1,x .

The scales h∗2 ≤ h ≤ h∗1 are integrated as in Chapter 7 and one finds that the flow of Zh in this regime is

trivial, i.e. if h∗2 ≤ h ≤ h∗1, Zh = Zh∗
1
γF

h
z , with F hz = O(λ).

The result is that the correlation function < HAT
x HAT

y >ΛM ,T is given by a convergent power series in λ,

uniformly in ΛM . Then, the leading behaviour of the specific heat is given by the sum over x and y of the

lowest order contributions to < HAT
x HAT

y >ΛM ,T , namely by the diagrams in Fig.6. Absolute convergence

of the power series of < HAT
x HAT

y >ΛM ,T implies that the rest is a small correction.

The conclusion is that Cv, for λ small and |t−
√

2 + 1|, |u| ≤ (
√

2− 1)/4, is given by:

Cv =
β2

|Λ|
∑

x,y∈ΛM

∑

ω1,ω2=±1

1∑

h,h′=h∗
2

(Z
(1)
h∨h′)2

Zh−1Zh′−1

[
G

(h)
(+,ω1),(+,ω2)

(x− y)G
(h′)
(−,−ω2),(−,−ω1)

(y − x)+

+G
(h)
(+,ω1),(−,−ω2)

(x− y)G
(h′)
(−,−ω1),(+,ω2)

(x− y)

]
+

1

|Λ|
∑

x,y∈ΛM

1∑

h∗
2

(Zh
Zh

)2

Ω
(h)
ΛM

(x− y) ,

(8.16)
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∑h∗
1

h=h∗
2 x y

h

h

+
∑1
h=h∗

1 x y

h

h

Fig. 6. The lowest order diagrams contributing to <HATx HATy >ΛM,T . The wavy lines ending in the points

labeled x and y represent the fields φx and φy respectively. The solid lines labeled by h and going from x to

y represent the propagators g(h)(x−y). The sums are over the scale indeces and, even if not explicitly written,

over the indexes α,ω (and the propagators depend on these indexes).

where h ∨ h′ = max{h, h′} and G
(h)
(α1,ω1),(α2,ω2)

(x) must be interpreted as

G
(h)
(α1ω1),(α2,ω2)

(x) =





g
(h)
(α1ω1),(α2,ω2)

(x) if h > h∗1,

g
(1,≤h∗

1)
ω1,ω2 (x) + g

(2,h∗
1)

ω1,ω2 (x) if h = h∗1,

g
(2,h)
ω1,ω2(x) if h∗2 < h < h∗1,

g
(2,≤h∗

2)
ω1,ω2 (x) if h = h∗2.

Moreover, if N,n0, n1 ≥ 0 and n = n0 + n1, |∂n0
x ∂x0Ω

(h)
ΛM

(x)| ≤ CN,n|λ| γ(2+n)h

1+(γh|d(x)|)N . Now, calling ηc the

exponent associated to Zh/Zh, from (8.16) we find:

Cv = −C1γ
2ηch

∗
1 logγ γ

h∗
1−h∗

2
(
1 + Ω

(1)
h∗
1 ,h

∗
2
(λ)
)

+ C2
1− γ2ηc(h

∗
1−1)

2ηc

(
1 + Ω

(2)
h∗
1
(λ)
)
, (8.17)

where |Ω(1)
h∗
1 ,h

∗
2
(λ)|, |Ω(2)

h∗
1
(λ)| ≤ c|λ|, for some c, and C1, C2 are functions of λ, t, u, bounded above and below

by O(1) constants. Note that, defining ∆ as in the line following (1.8), γ(1−ησ)h∗
1∆−1 is bounded above and

below by O(1) constants. Then, using (7.30), (1.8) follows.
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9. Conclusions and open problems.

In the previous Chapters we described a constructive approach to the study of the thermodynamic prop-

erties of weakly interacting spin systems in two dimensions, arbitrarely near to the critical temperature(s).

The approach was based on an exact mapping of the interacting spin system into an interacting system

of 1 + 1–dim non relativistic fermions. It applies to a wide class of perturbations of Ising, including the

Ashkin–Teller model, the 8 vertex model, the next to nearest neighbor Ising model and linear combinations

of these models.

As an application of the method, we studied the free energy and the specific heat for the anisotropic

Ashkin–Teller model, which is a well–known model of statistical mechanics, widely studied with a number

of different theoretical and empirical techniques. However exact results were lacking since long time: in

the 1970’s Baxter, Kadanoff and others conjectured that (1) anisotropic AT has in general two different

critical temperetures (whose location was unknown) and (2) AT belongs to the same universality class of

Ising except at the isotropic point.

Our calculation of the free energy and of the specific heat allowed to (rigorously) prove for the first time the

two conjectures above in the regime of weak coupling and to derive detailed asymptotic expressions for the

specific heat itself and for the shape of the critical surface (i.e. for the critical temperatures as functions of

the anisotropy parameter and of the coupling). The latter calculation revealed the existence of a previously

unknown critical exponent, describing how the difference of the critical temperatures rescale, when we let

the anisotropy go to 0.

Important open problems are the following.

1) The study of the free energy and of the correlation functions directly at the critical point, where it is

expected that the correlation functions are, in the thermodynamic limit, homogeneous functions of the co-

ordinates and, moreover, conformal invariant. Even for the Ising model this is a widely expected by still

unproved conjecture. Technically we have to face the difficulty of dealing with a linear combination of 16

Grassmann partition functions, differing for the boundary conditions; up to now we are able to control this

combination only outside the critical point (but arbitrarely near to it).

2) The study of more complicated correlation functions, such as the spin–spin correlation functions < σ0σx >.

These are difficult to study in the Grassmann formulation, because they correspond to the average of an

exponential of a relevant non traslationally invariant operator in the Grassmann fields. Such operator is

concentrated along a path connecting the two points 0,x and, moreover, is weighted by an order 1 constant!

Note that even in the free case (Ising) the calculation of the spin–spin correlation functions is very non trivial

and is based on the analysis of a Toeplitz determinant, in the limit in which the size of the Toeplitz matrix

diverging to infinity, through an application of Szego’s Theorem.

A first step towards the understanding of such objects would be the calculation of averages of exponentials

of simpler relevant non translational invariant operators, such as those appearing in the study of large

deviations for the magnetization or the particle number in a bounded region of Z
2
.
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Appendix A1. Grassmann integration. Truncated expectations.

In the present Appendix we list some more properties of Grassmann integration (the basic ones were

introduced in §2.2). In particular we introduce the definition of truncated expectation, and we describe a

possible graphical interpretation for the truncated expectations, the so–called Feynman diagrams.

A1.1.Truncated expectations and some more rules.

Pursuing further the analogy with Gaussian integrals stressed in §2.2, we can consider a “measure” (a similar

expression is found replacing g with a matrix, see (A1.17) below)

P (dψ) =
∏

α∈A
dψ+

α dψ−
α gαe

−
∑

α∈A
ψ+
α g

−1
α ψ−

α ; (A1.1)

by construction one has ∫
P (dψ) = 1 ,

∫
P (dψ)ψ−

α ψ
+
β = δα,βgα . (A1.2)

In general P (dψ) will be called a Gaussian fermionic integration measure (or Grassman integration measure

or, as we shall do in the following, integration tout court) with covariance g: for any analytic function F

defined on the Grassman algebra we can write

∫
P (dψ)F (ψ) = E(F ) . (A1.3)

However note that P (dψ) is not at all a real measure, as it does not satisfy the necessary positivity conditions,

so that the terminology is only formal and the use of the symbol E (which stands for expectation value) is

meant only by analogy.

Given p functions X1, . . . , Xp defined on the Grassman algebra and p positive integer numbers n1, . . . , np,

the truncated expectation is defined as

ET (X1, . . . , Xp;n1, . . . , np) =
∂n1+...+np

∂λn1
1 . . . ∂λ

np
p

log

∫
P (dψ) eλ1X1(ψ)+...+λpXp(ψ)

∣∣∣∣
λ=0

, (A1.4)

where λ = {λ1, . . . , λp}. It is easy to check that ET is a linear operation, that is, formally,

ET (c1X1 + . . .+ cpXp;n) =
∑

n1+...+np=n

n!

n1! . . . np!
cn1
1 . . . cnpp ET (X1, . . . , Xp;n1, . . . , np) , (A1.5)

so that the following relations immediately follow:

(1) ET (X ; 1) = E(X) ,

(2) ET (X ; 0) = 0 ,

(3) ET (X, . . . ,X ;n1, . . . , np) = ET (X ;n1 + . . .+ np) .

(A1.6)

Moreover one has

ET (X1, . . . , X1, . . . , Xp, . . . , Xp; 1, . . . , 1, . . . , 1, . . . , 1) = ET (X1, . . . , Xp;n1, . . . , np) , (A1.7)
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where, for any j = 1, . . . , p, in the l.h.s. the function Xj is repeated nj times and 1 is repeated n1 + . . .+np
times.

We define also

ET (X1, . . . , Xp) ≡ ET (X1, . . . , Xp; 1, . . . , 1) . (A1.8)

By (A1.7) we see that all truncated expectations can be expressed in terms of (A1.8); it is easy to see that

(A1.8) is vanishing if Xj = 0 for at least one j.

The truncated expectation appears naturally considering the integration of an exponential; in fact as a

particular case of (A1.4) one has

ET (X ;n) =
∂n

∂λn
log

∫
P (dψ) eλX(ψ)

∣∣∣∣
λ=0

, (A1.9)

so that

log

∫
P (dψ) eX(ψ) =

∞∑

n=0

1

n!

∂n

∂λn
log

∞∑

n=0

∫
P (dψ) eλX(ψ)

∣∣∣∣∣
λ=0

=

∞∑

n=0

1

n!
ET (X ;n) .

(A1.10)

The following properties, immediate consequence of (2.6) and very similar to the properties of Gaussian

integrations, follow.

(1) Wick rule. Given two sets of labels {α1, . . . , αn} and {β1 . . . , βm} in A, one has

∫
P (dψ)ψ−

α1
...ψ−

αnψ
+
β1
, . . . , ψ+

βm
= δn,m

∑

π

(−1)pπ
n∏

i=1

δαi,βπ(j)
gαi , (A1.11)

where the sum is over all the permutations π = {π(1), . . . , π(n)} of the indices {1, . . . , n} with parity pπ
with respect to the fundamental permutation.

(2) Addition principle. Given two integrations P (dψ1) and P (dψ2), with covariance g1 and g2 respectively,

then, for any function F which can be written as sum over monomials of Grassman variables, i.e. F = F (ψ),

with ψ = ψ1 + ψ2, one has

∫
P (dψ1)

∫
P (dψ2)F (ψ1 + ψ2) =

∫
P (dψ)F (ψ) , (A1.12)

where P (dψ) has covariance g ≡ g1 + g2. It is sufficient to prove it for F (ψ) = ψ−ψ+, then one uses the

anticommutation rules (2.5). One has

∫
P (dψ1)

∫
P (dψ2)

(
ψ−

1 + ψ−
2

) (
ψ+

1 + ψ+
2

)

=

∫
P (dψ1)ψ

−
1 ψ

+
1

∫
P (dψ2) +

∫
P (dψ1)

∫
P (dψ2)ψ

−
2 ψ

+
2 = g1 + g2 .

(A1.13)

where (A1.2) has been used.

(3) Invariance of exponentials. From the definition of truncated expectations, it follows that, if φ is an

“external field”, i.e. a not integrated field, then

∫
P (dψ) eX(ψ+φ) = exp

[ ∞∑

n=0

1

n!
ET (X(·+ φ);n)

]
≡ eX′(φ) , (A1.14)
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which is a main technical point: (A1.14) says that integrating an exponential one still gets an exponential,

whose argument is expressed by the sum of truncated expectations.

(4) Change of integration. If Pg(dψ) denotes the integration with covariance g, then, for any analytic function

F (ψ), one has
1

Nν

∫
Pg(dψ) e−νψ

+ψ−

F (ψ) =

∫
Pg̃(dψ)F (ψ) , g̃−1 = g−1 + ν , (A1.15)

where

Nν =
g−1 + ν

g−1
= 1 + gν =

∫
Pg(dψ) e−νψ

+ψ−

. (A1.16)

The proof is very easy from the definitions. More generally one has that, if A is a set of labels for the

Grassmann fields, if M is an invertible |A| × |A| matrix and PM (dψ) is given by

PM (dψ) =

∫ ( ∏

α∈A
dψ+

α dψ−
α

)
detM e

−
∑

i,j∈A
ψ+
i
M−1
ij
ψ−
j , (A1.17)

then
1

NN

∫
PM (dψ) e

−
∑

i,j∈A
ψ+
i
N−1
ij
ψ−
j F (ψ) =

∫
PM̃ (dψ)F (ψ) , (A1.18)

where

M̃−1 = M−1 +N−1 (A1.19)

and

NN = det
(
11 +N−1M

)
=

det
(
M−1 +N−1

)

detM−1
=

∫
PM (dψ) e

−
∑

i,j∈A
ψ+
i
N−1
ij
ψ−
j . (A1.20)

A1.2.Graphical representation for truncated expectations.

Given a Grassman algebra as in (2.5) and an integration measure like (A1.1) we define the simple expectation

as in (A1.3). Then

gα = E(ψ−
α ψ

+
α ) . (A1.21)

Given a monomial

X(ψ) ≡ ψ̃B =
∏

α∈B
ψσαα , (A1.22)

where B is a subset of A and σα ∈ {±}, the expectation E(ψ̃B) can be graphically represented in the following

way.

Represent the indices α ∈ B as points on the plane. With each ψ+
α , α ∈ B, we associate a line exiting

from α, while with each ψ−
α , α ∈ B, we associate a line entering α. Let T be the set of graphs obtained by

contracting such lines in all possible ways so that only lines with opposite σα are contracted: given α, β ∈ B,

denote by (αβ) the line joining α and β and by τ an element of T , i.e. a graph in T .

Then we can easily verify that

E(ψ̃B) =
∑

τ∈T

∏

(αβ)∈τ
(−1)πτ gαδα,β , (A1.23)

which is the Wick rule stated in §A1.1: here πτ is a sign which depends on the graph τ (see (A1.11)).

Then define the truncated expecation

ET
(
ψ̃B1 , . . . , ψ̃Bp ;n1, . . . , np

)
, (A1.24)
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with Bj ⊂ A for any j, as in (A1.4).

One easily check that, if Xj are analytic functions of the Grassman variables (each depending on an even

number of variables, for simplicity, so that no change of sign intervenes in permuting the order of the Xj),

then

(1) ET (X1, X2) = E(X1X2)− E(X1)E(X2) = E(X1X2)− ET (X1)ET (X2) ,

(2) ET (X1, X2, X3) = E(X1X2X3)− E(X1X2)E(X3)− E(X1X3)E(X2)

− E(X2X3)E(X1) + 2E(X1)E(X2)E(X3) = E(X1X2X3)−
− ET (X1X2)ET (X3)− ET (X1X3)ET (X2)− ET (X2X3)ET (X1) ,

(3) ET (X1, X2, X3, X4) = E(X1X2X3X4)− E(X1X2X3)E(X4)− E(X1X2X4)E(X3)

− E(X1X3X4)E(X2)− E(X2X3X4)E(X1)

− E(X1X2)E(X3X4)− E(X1X3)E(X2X4)− E(X1X4)E(X2X3)

+ 2E(X1X2)E(X3)E(X4) + 2E(X1X3)E(X2)E(X4) + 2E(X1X4)E(X2)E(X3)

+ 2E(X2X3)E(X1)E(X2) + 2E(X2X4)E(X1)E(X3) + 2E(X3X4)E(X1)E(X2)

− 6E(X1)E(X2)E(X3)E(X4) = E(X1X2X3X4)− ET (X1X2X3)ET (X4)−
− ET (X1X2X4)ET (X3)− ET (X1X3X4)ET (X2)− ET (X2X3X4)ET (X1)−
− ET (X1X2)ET (X3X4)− ET (X1X3)ET (X2X4)− ET (X1X4)ET (X2X3) .

(A1.25)

and so on. One can always write the truncated expectations in terms of simple expectations and viceversa:

it is easy to check that in general one has

E(X1 . . .Xs) =

s∑

p=1

∑

Y1,...,Yp

ET (Xπ1(1), . . . , Xπ|Y1|(1)) . . . ET (Xπ1(p), . . . , Xπ|Yp|(p)
) , (A1.26)

where:

(1) the sum is over all the possible sets Yi, i = 1, . . . , p, which are unions of |Yi| sets Xj , such that

∪sj=1Xj = ∪|Y1|+···+|Yp|
k=1 Yk;

(2) {π1(1), . . . , π|Y1|(1), π1(2), . . . , . . . , π|Yp|(p)} is a permutation of {1, . . . , s}.
(A1.26) can be verified by induction, see Appendix A4 in [G].

We can now describe the rules to graphically represent the truncated expectations ET (ψ̃B1 , . . . , ψ̃Bp) in

(A1.24). Draw in the plane p boxes G1, . . . , Gp, such that Gi contains all points representing the indices

belonging to Bi; from each of the points α ∈ Gi draw the line corresponding to the field ψσaα contained in

the monomial ψ̃Bi , with the direction consistent with σα (the line enters or exists α depending if σα is − or

+). We call clusters such boxes Then consider all possible graphs τ obtained by contracting as before all the

lines emerging from the points in such a way that no line is left uncontracted and with the property that if

the clusters were considered as points then τ would be connected. If we denote the lines as before we have

ET
(
ψ̃B1 , . . . , ψ̃Bp ;n1, . . . , np

)
=
∑

τ∈T0

∏

(αβ)∈τ
(−1)πτ gαδα,β , (A1.27)

where T0 denotes the set of all graphs obtained following the just given prescription; again πτ is a sign

depending on τ .

The reason why we have to sum only over the connected graphs follows from (A1.26), as it can be easily

verified by induction.
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Appendix A2. The Pfaffian expansion.

In this Appendix we prove (4.14).

Given s set of indices P1, . . . , Ps, consider the quantity ET (φ̃(P1), . . . , φ̃(Ps)), with φ̃(Pi) =
∏
f∈Pi φ

α(f)
x(f),ω(f)

and φ = χ, ψ.

Define

Dφ =
n∏

j=1

∏

f∈Pj
dφ

α(f)
x(f),ω(f) (φ,Gφ) =

∑

f,f ′∈∪iPi
φ
α(f)
x(f),ω(f)Gf,f ′φ

α(f ′)
x(f ′),ω(f ′) (A2.1)

where, if 2n =
∑s

j=1 |Pj | then G is the 2n× 2n antisymmetric matrix with entries

Gf,f ′
def
= < φ

α(f)
x(f),ω(f)φ

α(f ′)
x(f ′),ω(f ′) > . (A2.2)

Then one has

E




s∏

j=1

φ̃(Pj)


 = Pf G =

∫
Dφ exp

[
−1

2
(φ,Gφ)

]
. (A2.3)

Setting X ≡ {1, . . . , s} and

V jj′ =
1

2

∑

f∈Pj

∑

f ′∈Pj′
φ
α(f)
x(f),ω(f)Gf,f ′φ

α(f ′)
x(f ′),ω(f ′) , (A2.4)

we write

V (X) =
∑

j,j′∈X
V jj′ =

∑

j≤j′
Vjj′ , (A2.5)

so defining the quantity Vjj′ as

Vjj′ =

{
V jj′ , if j = j′ ,
V jj′ + V j′j , if j < j′ .

(A2.6)

Then (A2.3) can be written, by the definition of Grassman variables, as

E




s∏

j=1

φ̃(Pj)


 =

∫
Dφ e−V (X) . (A2.7)

We now want to express the last expression in terms of the functions WX , defined as follows:

WX (X1, . . . , Xr; t1, . . . , tr) =
∑

`

r∏

k=1

tk(`)V` , (A2.8)

where:

(1) Xk are subsets of X with |Xk| = k, inductively defined as:

{
X1 = {1} ,
Xk+1 ⊃ Xk ,

(A2.9)



84 Universality and non–universality in the Ashkin–Teller model

P1

P2

P3

X1
X2

X3

Fig. A2.1. Graphical representation of the sets Xk , k=1,2,3. In the example X1={1}, X2={1,2} and X3={1,2,3}.
The `=(1 3) intersects the boundaries of X1 and of X2.

(2) ` = (jj′) is a pair of elements j, j ′ ∈ X and the sum in (A2.8) is over all the possible pairs (jj ′),
(3) the functions tk(`) are defined as follows:

tk(`) =

{
tk , if ` ∼ ∂Xk ,
1 , otherwise ,

(A2.10)

where ` ∼ Xk means that ` = (jj′) “intersects the boundary” of Xk, i.e. connects a point in Pj , j ∈ Xk, to

a point in Pj′ , j
′ /∈ Xk. See Fig. A2.1.

From definition (A2.8) it follows:

WX (X1; t1) =

s∑

j=2

t1V1j + V11 +
∑

1<j′≤j
Vj′j = (1− t1) [V (X1) + V (X \X1)] + t1V (X) (A2.11)

so that

e−V (X) =

∫ 1

0

dt1

[
∂

∂t1
e−WX (X1;t1)

]
+ e−WX (X1;0)

= −
∑

`1∼∂X1

V`1

∫ 1

0

dt1 e
−WX (X1;t1) + e−WX(X1;0) .

(A2.12)

Again by definition we have:

WX (X1, X2; t1, t2) =

V11 + t1V12 + t1t2

s∑

j=3

V1j + V22 + t2

s∑

j=3

V2j +
∑

2<j′≤j
Vj′j =

= t1t2

s∑

j=2

V1j + t2V11 + t2
∑

1<j′≤j
Vj′j + (1− t2)


V11 + t1V12 + V22 +

∑

2<j′≤j
Vj′j


 =

= t2WX (X1; t1) + (1− t2) [WX2(X1; t1) + V (X \X2)]

(A2.13)

If we define X2 ≡ X1 ∪ `1, i.e. X2 = {1, point connected by `1 with 1}, then:

e−WX(X1;t1) =

∫ 1

0

dt2

[
∂

∂t2
e−WX(X1,X2;t1,t2)

]
+ e−WX (X1,X2;t1,0)

= −
∑

`2∼∂X2

V`2

∫ 1

0

dt2 t1(`2) e
−WX (X1,X2;t1,t2) + e−WX (X1,X2;t1,0) .

(A2.14)
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Substituting (A2.14) in (A2.12) we get:

e−V (X) =
∑

`1∼∂X1

∑

`2∼∂X2

∫ 1

0

dt1

∫ 1

0

dt2 (−1)2 V`1 V`2 t1(`2) e
−WX (X1,X2;t1,t2)

+
∑

`1∼∂X1

∫ 1

0

dt1 (−1)V`1 e
−WX(X1,X2;t1,0) + e−WX (X1;0) .

(A2.15)

A relation generalizing (A2.13) holds:

WX (X1, . . . , Xp+1; t1, . . . , tp+1) = tp+1WX (X1, . . . , Xp; t1, . . . , tp)+

(1− tp+1)
[
WXp+1(X1, . . . , Xp; t1, . . . , tp) + V (X \Xp+1)

] (A2.16)

where p < s. In fact in the sum over ` in (A2.8) we can distinguish two cases: either ` ∼ Xp+1 or ` 6∼ Xp+1.

In the former case V` is necessarily multiplied by tp+1 and, if ` = (j′j), j′ ≤ p+ 1, j > p + 1; in the latter

case V` is not multiplied by tp+1 and either j′, j ≤ p+ 1 or j′, j > p+ 1. Then, clearly:

WX (X1, . . . , Xp+1; t1, . . . , tp+1) =

= tp+1

[
WX(X1, . . . , Xp; t1, . . . , tp)−WXp+1(X1, . . . , Xp; t1, . . . , tp)−WX\Xp+1

(X1, . . . , Xp; t1, . . . , tp)
]
+

+WXp+1(X1, . . . , Xp; t1, . . . , tp) +WX\Xp+1
(X1, . . . , Xp; t1, . . . , tp)

(A2.17)

that is equivalent to (A2.16). We can iterate the procedure followed to get (A2.12) and (A2.15). In the

general case we find:

e−V (X) =

s−1∑

r=0

∑

`1∼∂X1

. . .
∑

`r∼∂Xr

∫ 1

0

dt1 . . .

∫ 1

0

dtr (−1)r V`1 . . . V`r

(
r−1∏

k=1

t1(`k+1) . . . tk(`k+1)

)
e−WX(X1,...,Xr+1;t1,...,tr,0) ,

(A2.18)

where the meaningless factors must be replaced by 1. Moreover, from (A2.16) we soon realize that

WX(X1, . . . , Xs; t1, . . . , ts−1, 0) = WX (X1, . . . , Xs−1; t1, . . . , ts−1)

WX(X1, . . . , Xr; t1, . . . , tr−1, 0) = WXr (X1, . . . , Xr−1; t1, . . . , tr−1) + V (X \Xr)
(A2.19)

The last equation holds for r > 1. If r = 1:

WX (X1; 0) = V (X1) + V (X \X1) (A2.20)

Let T be a tree graph connecting X1, . . . , Xr, such that:

(1) for all k = 1, . . . , r, T is “anchored” to some point (j, i), i.e. T contains a line incident with (j, i), where

j ∈ Xk and i ∈ {1, . . . , |P±
j |},

(2) each line ` ∈ T intersects at least one boundary ∂Xk,

(3) the lines `1, `2, . . . are ordered in such a way that `1 ∼ ∂X1, `2 ∼ ∂X2, . . .,

(4) for each ` ∈ T there exist two indexes n(`) and n′(`) defined as follows:

n(`) = max{k : ` ∼ ∂Xk} ,
n′(`) = min{k : ` ∼ ∂Xk} .

(A2.21)

We shall say that T is an anchored tree.
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Using the definitions above, we can rewrite (A2.18) as:

e−V (X) =

s∑

r=1

∑

Xr⊂X

∑

X2...Xr−1

∑

T on Xr

(−1)r−1
∏

`∈T
V`

∫ 1

0

dt1 . . .

∫ 1

0

dtr−1

(∏

`∈T

∏r−1
k=1 tk(`)

tn(`)

)
e−WXr (X1,...,Xr−1;t1,...,tr−1) e−V (X\Xr)

(A2.22)

where “T on Xr” means that T is an anchored tree for the clusters Pj with j ∈ Xr.

Let us define

K(Xr) =
∑

X2...Xr−1

∑

T on Xr

∏

`∈T
V`

∫ 1

0

dt1 . . .

∫ 1

0

dtr−1

(∏

`∈T

∏r−1
k=1 tk(`)

tn(`)

)
e−WXr (X1,...,Xr−1;t1,...,tr−1) ,

(A2.23)

so that (A2.22) can be rewritten as

e−V (X) =
∑

Y⊂X
Y 3{1}

(−1)|Y |−1K(Y ) e−V (X\Y ) , (A2.24)

and, iterating,

e−V (X) =
∑

Q1,...,Qm

(−1)|X| (−1)m
m∏

q=1

K(Qq) . (A2.25)

The sets Q1, . . . , Qm in (A2.25) are disjoint subsets of X , such that ∪mi=1Qi = X .

Substituting (A2.25) in (A2.7), we find

E




s∏

j=1

φ̃(Pj)


 =

∫
Dφ

∑

(Q1 ,...,Qm)

(−1)s+m
m∏

q=1

K(Qq) , (A2.26)

where the sum is over the partitions (Q1, . . . , Qm) of X . It is easy to realize that in the last equation K(Qq)

(already defined in (A2.23)) can be rewritten as

K(Q) =
∑

T onQ

∑

X2,...,X|Q|−1
fixedT

∏

`∈T
V`

∫ 1

0

dt1 · · ·
∫ 1

0

dt|Q|−1·

·
∏

`∈T
(tn′(`) · · · tn(`)−1)e

−
∑

`∈Q×Q
tn′(`)···tn(`)V`

(A2.27)

Moreover, we can also rewrite (A2.26) as:

E




s∏

j=1

φ̃(Pj)


 =

∑

(Q1,...,Qm)

(−1)s+m(−1)σ
m∏

q=1

∫
DφQqK(Qq) , (A2.28)

where DφQq =
∏
j∈Qq

∏
f∈Pj dφ

α(f)
x(f),ω(f) and (−1)σ is the sign of the permutation leading from the ordering

of the fields in Dφ to the ones in
∏
q DφQq .
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Let us now consider the well known relation:

E




s∏

j=1

φ̃(Pj)


 =

∑

(Q1,...,Qm)

(−1)σET
(
φ̃(Pj11 ), . . . , φ̃(Pj1|Q1 |

)
)
. . . ET

(
φ̃(Pjm1 ), . . . , φ̃(Pjm|Qm|

)
)
, (A2.29)

where the sum is over the partitions of {1, . . . s}, Qq = {jq1, . . . , jq|Qq |} and (−1)σ is the parity of the

permutation leading to the ordering on the r.h.s. from the one on the l.h.s. (note that σ is the same as in

(A2.28)). Comparing (A2.29) with (A2.28) we get:

ET (φ̃(P1), . . . , φ̃(Ps)) = (−1)s+1
∑

T onX

∫
Dφ

∏

`∈T
V`

∫
dPT (t)e−V (t) , (A2.30)

where we defined:

dPT (t) =
∑

X2...Xs−1
fixed T

∏

`∈T

(
tn′(`) . . . tn(`)−1

) s−1∏

q=1

dtq (A2.31)

and

V (t) ≡
∑

`∈X×X
tn′(`) . . . tn(`) V` . (A2.32)

If in (A2.30) we integrate the Grassman fields appearing in the product

∏

`∈T
V` =

∏

(jj′)∈T

(
V jj′ + V jj′

)
, (A2.33)

we obtain

ET
(
φ̃(P1), . . . , φ̃(Ps)

)
= (−1)s+1

∑

T onP

αT
∏

`∈T
Gf1

`
,f2
`

∫
D∗(dφ)

∫
dPT (t) e−V

∗(t) , (A2.34)

where P = ∪iPi, the sum
∑

T onP denotes the sum over the graphs whose elements are lines connecting pairs

of distinct points x(f), f ∈ P such that, if we identifie all the points in the clusters Pj , j = 1, . . . , s, then T

is a tree graph on X ; moreover αT is a suitable sign and

D∗(dφ) =
∏

f∈P
f 6∈T

dφ
α(f)
x(f),ω(f) , V ∗(t) =

∑

`6∈T
tn′(`) . . . tn(`) V` . (A2.35)

The term ∫
D∗(dφ)

∫
dPT (t) e−V

∗(t) (A2.36)

in (A2.34) is the Pfaffian of a suitable matrix GT (t), with elements

GTf,f ′(t) = tn′(`) . . . tn(`)Gf,f ′ , (A2.37)

where ` = (j(f)j(f ′)), j(f) ∈ X is s.t. f ∈ Pj(f) and Gf,f ′ was defined in (A2.2). So (4.14) is proven, with

tj,j′ = tn′(jj′) . . . tn(jj′).

In order to complete the proof of the claims following (4.14) we must prove that dPT (t) is a normalized,

positive and σ–additive measure, so it can be interpreted as a probability measure in t = (t1, . . . , ts−1); and

that, moreover, we can find a family of versors uj ∈ R
s

such that tj,j′ = uj · uj′ .
So, let us conclude this Appendix by proving the following Lemma.
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Lemma A2.1 dPT (t) is a normalized, positive and σ–additive measure on the natural σ–algebra of [0, 1]s−1.

Moreover there exists a set of unit vectors uj ∈ R
s
, j = 1, . . . , s, such that tj,j′ = uj · uj′ .

Proof - Let us denote by bk the number of lines ` ∈ T exiting from the points x(j, i), j ∈ Xk, such that

` ∼ Xk. Let us consider the integral

∑

X2...Xs−1
T fissato

∫ 1

0

dt1 . . .

∫ 1

0

dts−1

∏

`∈T

(
tn′(`) . . . tn(`)−1

)
= 1 , (A2.38)

and note that, by construction, the parameter tk inside the integral in the l.h.s. appears at the power bk−1.

In fact any line intersecting ∂Xk contributes by a factor tk, except for the line connecting Xk with the point

in Xk+1 \Xk. See Fig. A2.2.

X1

`1

X2

`2 X3

`3

X4

`4

X5

`5

X6

Fig. A2.1. The sets X1,...,X6, the anchored tree T and the lines `1,...,`5 belonging to T . In the example, the

coefficients b1,...,b5 are respectively equal to: 2,1,3,2,1.

Then
∏

`∈T

(
tn′(`) . . . tn(`)−1

)
=

s−1∏

k=1

tbk−1
k , (A2.39)

and in (A2.38) the s− 1 integrations are independent. It holds:

∫ 1

0

dt1 . . .

∫ 1

0

dts−1

∏

`∈T

(
tn′(`) . . . tn(`)−1

)
=

s−1∏

k=1

(∫ 1

0

dtk t
bk−1
k

)
=

s−1∏

k=1

1

bk
, (A2.40)

that is well defined, since bk ≥ 1, k = 1, . . . ,m− 2. Moreover we can write:
∑

X2...Xs−1
T fixed

=
∑

X2
T,X1 fixed

∑

X3
T,X1,X2 fixed

. . .
∑

Xs−1
T,X1,...,Xs−2 fixed

, (A2.41)
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where the number of possible choices in summing over Xk, once that T and the sets X1, . . . , Xk−1 are fixed,

is exactly bk−1. In fact, if from Xk−1 there are bk−1 exiting lines, then Xk is obtained by adding to Xk−1

one of the bk−1 points connected to Xk−1 through the tree lines. Then:

∑

X2...Xs−1
T fissato

1 = b1 . . . bs−2 , (A2.42)

and, recalling that bs−1 = 1,

∑

X2...Xs−1
T fissato

∫ 1

0

dt1 . . .

∫ 1

0

dts−1

∏

`∈T

(
tn′(`) . . . tn(`)−1

)
=

s−2∏

k=1

bk
bk

, (A2.43)

yelding to
∫
dPT (t) = 1. The positivity and σ–addivity of dPT (t) is obvious by definition.

We are left with proving that we can find unit vectors uj ∈ R
s such that tj,j′ = uj · uj′ .

For this aim, let us introduce a family of unit vectors in R
s defined as follows:

{u1 = v1 ,

uj = tj−1uj−1 + vj
√

1− t2j−1 , j = 2, . . . , s , (A2.44)

where {vi}si=1 is an orthonormal basis. Let us rename the sets Pi, i = 1, . . . , s in such a way that X1 = {1},
X2{1, 2}, . . ., Xs−1 = {1, . . . , s− 1}. Then, for a given line (jj ′), we have:

tj,j′ = tn′(jj′) . . . tn(jj′) = tj . . . tj′−1 (A2.45)

From (A2.44) it follows

uj · uj′ = tj . . . tj′−1 (A2.46)

as wanted.
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Appendix A3. Gram–Hadamard inequality.

In this Appendix we prove Gram–Hadamard inequality, that is the bound (4.17).

Let x1, . . . ,xm be m vectors of a Hilbert space H and let E be their span. We define the Gram determinant

as

Γ(x1, . . . ,xm) ≡ det Γ = det




(x1,x1) . . . (x1,xm)
. . . . . . . . .

(xm,x1) . . . (xm,xm)


 , (A3.1)

where (·, ·) denotes the inner product in H. The following results hold.

Lemma A3.1. Given a Hilbert space H and m vectors x1, . . . ,xm in H, the Gram determinant (A3.1)

satisfies

Γ(x1, . . . ,xm) = 0 , (A3.2)

if and only if the vectors x1, . . . ,xm are linearly independent. If the vectors x1, . . . ,xm are linearly indepen-

dent then one has

Γ(x1, . . . ,xm) > 0 . (A3.3)

Proof - If the vectors x1, . . . ,xm are linearly dipendent then there exist m coefficients c1, . . . , cm not all

vanishing such that the vector
∑m

j=1 cjxj is vanishing. By considering its inner product with the vectors

x1, . . . ,xm, we obtain the system

c1(x1,x1) + . . . + cm(x1,xm) = 0
. . . . . . . . . . . .

c1(xm,x1) + . . . + cm(xm,xm) = 0
(A3.4)

which is an homogeneous system admitting a nontrivial solution: therefore the determinant of the matrix of

the coefficients is zero, so implying (A3.2).

Vice versa if (A3.2) holds the system (A3.4) admits a nontrivial solution. If we multiply the m equations

defining the system by c1, . . . , cm, respectively, then we sum them, we obtain

‖c1x1 + . . .+ cmxm‖ = 0 , (A3.5)

where ‖·‖ is the norm induced by the inner product (·, ·). Therefore the vector
∑m

j=1 cjxj has to be identically

vanishing: as the coefficients c1, . . . , cm are not all vanishing, then the vectors x1, . . . ,xm have to be linearly

dependent.

To prove (A3.3) consider a non trivial subset S ⊂ E, where E is the span of x1, . . . ,xm, and set, for any

x ∈ E, x = xS + xN , where xS ∈ S and xN belonging to the orthogonal complement to S. We can write

xN as xN = c1x1 + · · · + cpxp, where p < m and p = n − dim(S) (now we are assuming that the vectors

x1, . . . ,xm are linearly independent). The vector

det




(x1,x1) . . . (x1,xp) x1

. . . . . . . . . . . .
(xp,x1) . . . (xp,xp) xp
(x,x1) . . . (x,xp) xN


 (A3.6)
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is identically vanishing. In particular it follows that

xN = − 1

detΓ
det




x1

Γ . . .
xp

(x,x1) . . . (x,xp) 0


 , (A3.7)

and, analogoulsy,

xS ≡ x− xN =
1

det Γ
det




x1

Γ . . .
xp

(x,x1) . . . (x,xp) x


 , (A3.8)

so that

0 ≤ h2 ≡ (xS ,x) =
1

det Γ
det




(x1,x)
Γ . . .

(xp,x)
(x,x1) . . . (x,xp) (x,x)


 =

Γ(x1, . . . ,xp,x)

Γ(x1, . . . ,xp)
. (A3.9)

By setting x ≡ xp+1 and h2 = h2
p, we can write (A3.9) as

Γ(x1, . . . ,xp,xp+1)

Γ(x1, . . . ,xp)
= h2

p ≥ 0 , (A3.10)

where x1, . . . ,xp are p linearly indepenedent vectors and xp+1 is arbitrary. The sign = in (A3.10) can holds

if and only if xp+1 is a linear combination of the vecors x1, . . . ,xp so that if x1, . . . ,xp,xp+1 are linearly

independent, then (A3.10) holds with the strict sign, i.e.

Γ(x1, . . . ,xp,xp+1)

Γ(x1, . . . ,xp)
= h2

p > 0 . (A3.11)

As Γ(x1) = (x1,x1) = ‖x1‖2 > 0 for x1 6= 0, (A3.11) implies (A3.3).

Lemma A3.2 (Hadamard inequality). The Gram determinant satisfies the inequality

Γ(x1, . . . ,xm) ≤ Γ(x1) . . .Γ(xm) , (A3.12)

where the sign = holds if and only if the vectors are orthogonal to each other.

Proof. By (A3.11) and by using that (xS ,xS) ≤ (x,x) = Γ(x), we have

Γ(x1, . . . ,xm,x) ≤ Γ(x1, . . . ,xm)Γ(x) , (A3.13)

for any vectors x1, . . . ,xm,x ∈ E. By iterating and recalling the arguments above (A3.12) follows.

Let x1, . . . ,xm be m linearly independet vectors in H and E their span. Let {εj}mj=1 an orthonormal basis
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in E: set xjk = (εj ,xk), so that xk =
∑m

j=1 xjkεj , k = 1, . . . ,m. Then

Γ(x1, . . . ,xm) = det




(x1,x1) . . . (x1,xm)
. . . . . . . . .

(xm,x1) . . . (xm,xm)




= det



∑

ij xi1xj1(εi, εj) . . .
∑

ij xi1xjm(εi, εj)
. . . . . . . . .∑

ij ximxj1(εi, εj) . . .
∑

ij ximxjm(εi, εj)




= det



∑

i xi1xi1 . . .
∑
i xi1xim

. . . . . . . . .∑
i ximxi1 . . .

∑
i ximxim




= det



x11 . . . xm1

. . . . . . . . .
x1m . . . xmm





x11 . . . x1m

. . . . . . . . .
xm1 . . . xmm




= detX
T

detX = | detX |2 ,

(A3.14)

where the matrix X is defined as

X =



x11 x12 . . . x1m

x21 x22 . . . x2m

. . . . . . . . .
xm1 xm2 . . . xmm


 . (A3.15)

This yields that the Gram determinant (A3.12) can be written as

Γ(x1, . . . ,xm) = | detX |2 , (A3.16)

so that from the lemma above the following result follows immediately.

Lemma A3.3. Given m linearly independent vectors of an Hilbert space H and an orthonormal basis {εj}mj=1

on their span, and defining the matrix X through (A3.14), one has

|detX |2 ≡ |det(εi,xj)|2 ≤
m∏

j=1

‖xj‖2 , (A3.17)

where (εi,xj) stands for the matrix with entries Xij = (εi,xj).

The lemma above is simply a reformulation of the preceeding Lemma: it implies the following inequality.

Theorem A3.1 (Gram-Hadamard inequality). Let {fj}mj=1 and {gj}mj=1 two families of m linearly

independent vectors in an Euclidean space E, and let (·, ·) an inner product in E and ‖ · ‖ the norm induced

by that inner product. Then

|det(fi,gj)| ≤
m∏

j=1

‖fj‖ ‖gj‖ , (A3.18)

where (fi,gj) stands for the m×m matrix with entries (fi,gj).

Proof - If {gj}mj=1 is an orthogonal basis in E (so that {εj}mj=1, with εj = ‖gj‖−1gj , is an orthonormal

basis) then (A3.17) gives

|det(gi,xj)| = |det(εi,xj)|
m∏

j=1

‖gj‖ ≤
m∏

j=1

‖gj‖‖xj‖ , (A3.19)
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Now consider the case in which the only conditions on the vectors {gj}mj=1 is that they are linearly indepen-

dent. Set g̃j = ‖gj‖−1gj , so that ‖g̃j‖2 = 1, and define inductively the family of vectors

ε̃1 ≡ g̃1 ,

ε̃2 ≡
g̃2 − (g̃2, g̃1)g̃1

1− (g̃2, g̃1)2
,

(A3.20)

and so on, in such a way that one has (ε̃i, ε̃j) = δi,j . The basis {ε1, . . . , εm}, with εj = ε̃j ∀j = 1, . . . ,m is

by construction an orthonormal basis.

If c2 = 1− (g̃2, g̃1)
2, with 0 ≤ c2 ≤ 1, one has

g̃2 = c2ε̃2 + c2(g̃2, g̃1)g̃1 , (A3.21)

i.e. g̃2 ∼ c2ε̃2, if by ∼ we mean that, by computing det(g̃i, fj), no difference is made by the fact that one

has the vector g̃2 instead of c2ε̃2: in fact the contributions arising from the remaining part in (A3.19) sum

up to zero.

We can reason analogously for the terms with j = 3, . . . ,m, and we find g̃j ∼ cj ε̃j , where ∼ is meant as

above and the coefficients cj are such that 0 ≤ cj ≤ 1 ∀j = 1, . . . ,m. In conclusion:

|det(gi, fj)| = |det(g̃i, fj)|
m∏

j=1

‖gj‖ = |det(εi, fj)|
m∏

j=1

cj ‖gj‖

=

m∏

j=1

cj ‖gj‖ ‖fj‖ ≤
m∏

j=1

‖gj‖ ‖fj‖ ,

(A3.22)

so that (A3.18) follows.
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Appendix A4. Proof of Lemma 5.3.

The propagators g
(h)
a,a′(x) can be written in terms of the propagators g

(j,h)
ω,ω′ (x), j = 1, 2, see (5.20) and

following lines; g
(j,h)
ω,ω′ (x) are given by

g(j,h)
ω,ω (x − y) =

=
2

M2

∑

k

e−ik(x−y)f̃h(k)
−i sink + ω sin k0 + a

−(j)
h−1 (k)

sin2 k + sin2 k0 +
(
m

(j)
h−1(k)

)2
+ δB

(j)
h−1(k)

g
(j,h)
ω,−ω(x− y) =

=
2

M2

∑

k

e−ik(x−y)f̃h(k)
−iωm(j)

h−1(k)

sin2 k + sin2 k0 +
(
m

(j)
h−1(k)

)2
+ δB

(j)
h−1(k)

,

(A4.1)

where

a
ω(j)
h−1(k)

def
= − aωh−1(k) + (−1)jbωh−1(k) , c

(j)
h−1(k)

def
= ch−1(k) + (−1)jdh−1(k)

m
(j)
h−1(k)

def
= σh−1(k) + (−1)jµh−1(k) , m

(j)
h−1(k)

def
=m

(j)
h−1(k) + c(j)(k)

δB
(j)
h−1(k)

def
=
∑

ω

[
a
ω(j)
h−1(k)(i sin k − ω sin k0) + a

ω(j)
h−1(k)a

−ω(j)
h−1 (k)/2

]
.

(A4.2)

In order to bound the propagators defined above, we need estimates on σh(k), µh(k) and on the “corrections”

aωh−1(k), bωh−1(k), ch−1(k), dh−1(k). As regarding σh(k) and µh(k), it is easy to realize that, on the support

of fh(k), for some c, c−1|σh| ≤ |σh−1(k)| ≤ c|σh| and c−1|µh| ≤ |µh−1(k)| ≤ c|µh|, see Proof of Lemma 2.6

in [BM]. Note also that, if h ≥ h̄, using the first two of (5.22), we have |σh|+|µh|
γh

≤ 2C1. As regarding the

corrections, using their iterative definition (5.14), the asymptotic estimates near k = 0 of the corrections on

scale h = 1 (see item (2) in Theorem 4.1) and the hypothesis (5.22), we easily find that, on the support of

fh(k):

aωh−1(k) = O(σhγ
(1−2c|λ|)h) +O(γ(3−c|λ|2)h) , bωh(k) = O(µhγ

(1−2c|λ|)h) +O(γ(3−c|λ|2)h) ,

ch(k) = O(γ(2−c|λ|2)h) , dh(k) = O(µhγ
(2−2c|λ|)h) .

(A4.3)

The bounds on the propagators follow from the remark that, as a consequence of the estimates discussed

above, the denominators in (A4.1) are O(γ2h) on the support of fh.
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Appendix A5. Proof of (5.42).

We have, by definition Pf G = (2kk!)−1
∑

p(−1)pGp(1)p(2) · · ·Gp(2k−1)p(2k), where p = (p(1), . . . . . . , p(|J |))
is a permutation of the indeces f ∈ J (we suppose |J | = 2k) and (−1)p its sign.

If we apply S1 = 1−P0 to Pf G and we call G0
f,f ′

def
= P0Gf,f ′ , we find that S1Pf G is equal to

1

2kk!

∑

p

(−1)p
[
Gp(1)p(2) · · ·Gp(2k−1)p(2k) −G0

p(1)p(2) · · ·G0
p(2k−1)p(2k)

]
=

1

2kk!

∑

p

(−1)p
k∑

j=1

·

·
(
G0
p(1)p(2) · · ·G0

p(2j−3)p(2j−2)

)
S1Gp(2j−1)p(2j)

(
Gp(2j+1)p(2j+2) · · ·Gp(2k−1)p(2k)

)
,

(A5.1)

where in the last sum the meaningless factors must be put equal to 1. We rewrite the two sums over p and

j in the following way:
∑

p

k∑

j=1

=

k∑

j=1

∑

f1,f2∈J
f1 6=f2

∗∑

J1,J2

∗∗∑

p

, (A5.2)

where: the ∗ on the second sum means that the sets J1 and J2 are s.t. (f1, f2, J1, J2) is a partition of J ;

the ∗∗ on the second sum means that p(1), . . . , p(2j − 2) belong to J1, (p(2j − 1), p(2j)) = (f1, f2) and

p(2j + 1), . . . , p(2k) belong to J2. Using (A5.2) we can rewrite (A5.1) as

S1Pf G =
1

2kk!

k∑

j=1

∑

f1,f2∈J
f1 6=f2

(−1)πS1Gf1,f2

∗∑

J1,J2

·

·
∑

p1,p2

(−1)p1+p2

(
G0
p1(1)p1(2)

· · ·G0
p1(2k1−1)p(2k1)

)(
Gp2(1)p2(2) · · ·Gp2(2k2−1)p(2k2)

)
,

(A5.3)

where: (−1)π is the sign of the permutation leading from the ordering J to the ordering (f1, f2, J1, J2); pi,

i = 1, 2 is a permutation of the labels in Ji (we suppose |Ji| = 2ki) and (−1)pi is its sign. It is clear that

(A5.3) is equivalent to (5.44).
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Appendix A6. Vanishing of the Beta function.

In this Appendix we want to prove the first bound in (6.6), also called the vanishing of the Luttinger model

Beta function; we reproduce the proof proposed in [BM1].

We will consider the reference model for our system, that is a model with propagator given by (6.4), a

local quartic interaction and with both ultraviolet and infrared cutoffs. The model is similar (but not the

same) to the Luttinger model, but it is not exactly solvable. However its Beta function, coinciding with the

first term in the r.h.s. of (6.5), also coincide with the infrared part of the Luttinger model Beta function.

The reference model formally satisfies chiral gauge invariance, in the sense that, neglecting the UV and IR

cutoffs, it is invariant under the transformations

ψ±
x,ω → e±iαx,ωψ±

x,ω, (∂0 + iω∂1)→ (∂0 + iω∂1) + i
[
(∂0 + iω∂1)αx,ω

]
.

Using the invariance of the Schwinger functions generating functional under these transformations, one gets

a hierarchy of Ward identities, which differ from the formal ones by terms which formally vanish when the

cutoffs are removed. However these terms could give no trivial contributions to the correlation functions,

because they must be included in the multiscale integration and the cutoffs must be removed after the

integration procedure is finished. This is in fact the case, and the result can be expressed in terms of some

correction identities, relating the corrections to the formal Ward identities to the 2 or 4 legs Schwinger

functions. The exact Ward identities differ from the formal ones, even when the UV and IR cutoffs are

removed. This is called breaking of chiral symmetry.

The Ward identities together with the so called Dyson equation, allow to express λh in terms of λ and

of Schwinger functions satisfying the “right” dimensional bounds. The conclusion will be that, keeping the

UV cutoff fixed at scale 0, λh = λ + O(λ2), uniformely in h < 0. This implies that the IR cutoff can be

removed and that the infrared part of the Beta function satisfies the first of (6.6). The bound (6.6) is an easy

consequence of the bound λh = λ + O(λ2), and the proof of this will be presented below for completeness,

see (A6.97)–(A6.101).

A6.1.The reference model

The reference model is defined by the interaction

V (ψ) = λ

∫
dx ψ+

x,+ψ
−
x,+ψ

+
x,−ψ

−
x,− (A6.1)

where
∫
dx is a shorthand for “

∑
x∈ΛM

”, and by the free “measure”

P (dψ) = N−1Dψ · exp

{
− 1

M2

∑

ω=±1

∑

k

Ch,0(k)(−ik0 + ωk)ψ̂+
k,ωψ̂

−
k,ω

}
, (A6.2)

where the summation over k is over the momenta allowed by the antiperiodic boundary conditions, N =∏
k∈D[(Lβ)−2(−k2

0−k2)Ch,0(k)2] and [Ch,0(k)]−1def=
∑0

k=h fh(k) ≡ χh,0(k). We read the presence of Ch,0(k)

by saying that an ultraviolet cutoff on scale 0 and an infrared cutoff on scale h are imposed. We introduce

the generating functional

W(φ, J) = log

∫
P (dψ)e−V (ψ)+

∑
ω

∫
dx[Jx,ωψ+

x,ωψ
−
x,ω+φ+

x,ωψ
−
x,ω+ψ+

x,ωφ
−
x,ω] . (A6.3)
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+ +

− −

ω ω

Fig. 1. Graphical representation of the interaction V (ψ) and the density ψ+
x,ωψ

−
x,ω

The interaction V and the density operators appearing at the exponent of (A6.3) can be represented as in

Fig 1.

The Schwinger functions can be obtained by functional derivatives of (A6.3); for instance

G2,1
ω (x;y, z) =

∂

∂Jx,ω

∂2

∂φ+
y,+∂φ

−
z,+

W(φ, J)|φ=J=0 , (A6.4)

G4,1
ω (x;x1,x2,x3,x4) =

∂

∂Jx,ω

∂2

∂φ+
x1,ω∂φ

−
x2,ω

∂2

∂φ+
x3,−ω∂φ

−
x4,−ω

W(φ, J)|φ=J=0 , (A6.5)

G4
ω(x1,x2,x3,x4) =

∂2

∂φ+
x1,ω∂φ

−
x2,ω

∂2

∂φ+
x3,−ω∂φ

−
x4,−ω

W(φ, J)|φ=J=0 , (A6.6)

G2
ω(y, z) =

∂2

∂φ+
y,ω∂φ

−
z,ω

W(φ, J)|φ=J=0 . (A6.7)

G2,1
ω

x

y z

ω ω

ω ω

G4,1
ω

x x4

x1 x2 x3

ω ω −ω

−ωω ω

G4
ω

x1 x2

x3 x4

ω ω

−ω
−ω

G2
ω

z

y

ω

ω

Fig. 2. Graphical representation of the Schwinger functions G2,1
ω ,G4,1

ω ,G4
ω,G

2
ω.

The generating functional and the Schwinger functions introduced above can be studied by a multiscale

analysis similar to that described in Chapter 5, with some complications, due to the presence of the density

fields J , and, from the other side, with some simplifications, due to the absence of mass terms in our action

(it can be easily seen by symmetry that mass terms analogue of Fσ or Fµ cannot even be generated by the

multiscale expansion). We will sketch the expansion below.

A6.2.The Dyson equation.

Let us consider the four legs Schwinger function G4
ω in (A6.6), computed at a momentum scale = h, which
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is proportional to λh, as it is easy to realize. Since we want to connect λh with the “bare coupling” λ, it is

natural to write a Dyson equation for Ĝ4:

−Ĝ4
+(k1,k2,k3,k4) = λĝ−(k4)

[
Ĝ2

−(k3)Ĝ
2,1
+ (k1 − k2,k1,k2)+

+
1

M2

∑

p

G4,1
+ (p;k1,k2,k3,k4 − p)

]
,

(A6.8)

relating the correlations in (A6.4),(A6.5),(A6.6),(A6.7); see Fig. 3.

Ĝ4
+

k1+ k2
+

k3

−
k4

−

=

Ĝ2,1
+

Ĝ2
−

k1
+

k2
+

k4−
k1 − k2

+ +

k3−

k3

−

+

Ĝ4,1
+

k1

+
k2

+

k3

−

k4−

k4 − p
−

p
+

Fig. 3. Graphical representation of the Dyson equation (A6.8); the dotted line represents the “bare” propagator

g(k4)

The Dyson equation can be derived as follows.

We define

G4,1
ω (z,x1,x2,x3,x4) =< ρz,ω;ψ−

x1,+;ψ+
x2,+;ψ−

x3,−;ψ+
x4,− >T , (A6.9)

G4
+(x1,x2,x3,x4) =< ψ−

x1,+ψ
+
x2,+;ψ−

x3,−ψ
+
x4,− >T , (A6.10)

where

ρx,ω = ψ+
x,ωψ

−
x,ω . (A6.11)

Moreover, we shall denote by Ĝ4,1
+ω(p;k1,k2,k3,k4) and Ĝ4

+(k1,k2,k3,k4) the corresponding Fourier trans-

forms, deprived of the momentum conservation delta. Note that, if the ψ+ momenta are interpreted as “in-

going momenta” in the usual graph pictures, then the ψ− momenta are “outgoing momenta”; our definition

of Fourier transform is such that even p, the momentum associated with the ρ field, is an ingoing momentum.

Hence, the momentum conservation implies that k1 + k3 = k2 + k4 +p, in the case of Ĝ4,1
ω (p;k1,k2,k3,k4)

and k1 + k3 = k2 + k4 in the case of Ĝ4
+(k1,k2,k3,k4).

If Z =
∫
P (dψ) exp{−V (ψ)} and < · > denotes the expectation with respect to Z−1

∫
P (dψ) exp{−V (ψ)},

by the definition of truncated expectation it follows:

G4
+(x1,x2,x3,x4) =< ψ−

x1,+ψ
+
x2,+ψ

−
x3,−ψ

+
x4,− > −G2

+(x1,x2)G
2
−(x3,x4) , (A6.12)

where we used the fact that < ψ−
x,ωψ

+
y,−ω >= 0.

Let gω(x) be the free propagator, whose Fourier transform is gω(k) = χh,0(k)/(−ik0 + ωk). Then, we can

write the last equation as

G4
+(x1,x2,x3,x4) = −λ

∫
dz g−(z− x4) < ψ−

x1,+ψ
+
x2,+ψ

−
x3,−ψ

+
z,−ψ

+
z,+ψ

−
z,+ > +

+ λ G2
+(x1,x2)

∫
dz g−(z− x4) < ψ−

x3,−ψ
+
z,−ψ

+
z,+ψ

−
z,+ >=

= −λ
∫
dzg−1(z− x4) < [ψ−

x1,+ψ
+
x2,+] ; [ψ−

x3,−ψ
+
z,−ψ

+
z,+ψ

−
z,+] >T .

(A6.13)
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Again, by definition of truncated expectations, we have:

< ψ−
x1,+;ψ+

x2,+; ρz,+ >T=< ψ−
x1,+ψ

+
x2,+ρz,+ > − < ψ−

x1,+ψ
+
x2,+ >< ρz,+ > , (A6.14)

and

< ρz,+;ψ−
x1,+;ψ+

x2,+;ψ−
x3,−;ψ+

z,− >T=< ρz,+ψ
−
x1,+ψ

+
x2,+ψ

−
x3,−ψ

+
z,− > −

− < ρz,+ψ
−
x1,+ψ

+
x2,+ >< ψ−

x3,−ψ
+
z,− > − < ρz,+ >< ψ−

x1,+ψ
+
x2,+ψ

−
x3,−ψ

+
z,− > −

− < ψ−
x1,+ψ

+
x2,+ >< ρz,+ψ

−
x3,−ψ

+
z,− > +2 < ρz,+ >< ψ−

x1,+ψ
+
x2,+ >< ψ−

x3,−ψ
+
z,− > .

(A6.15)

Using the last two equations, together with (A6.12), we can rewrite (A6.13) as:

−G4
+(x1,x2,x3,x4) = λ

∫
dzg−(z− x4) < ψ−

x1,+;ψ+
x2,+; ρz,+ >T< ψ−

x3,−ψ
+
z,− > +

+ λ

∫
dzg−(z− x4) < ρz,+;ψ−

x1,+;ψ+
x2,+;ψ−

x3,−;ψ+
z,− >T +

+ λ

∫
dzg−(z− x4) < ψ−

x1,+;ψ+
x2,+;ψ−

x3,−;ψ+
z,− >T< ρz,+ > .

(A6.16)

The last addend is vanishing, since < ρz,ω >= 0 by the propagator parity properties. In terms of Fourier

transforms, we get the Dyson equation (A6.8).

The l.h.s. of the Dyson equation computed at the cutoff scale is indeed proportional to the effective inter-

action λh (see (A6.34) below), while the r.h.s. is proportional to λ. If one does not take into account can-

cellations in (A6.8), this equation only allows us to prove that |λh| ≤ Ch|λ|, with Ch diverging as h→ −∞.

However, inspired by the analysis in the physical literature, see [DL][So][DM], we can try to express Ĝ2,1
ω

and Ĝ4,1
ω , in the r.h.s. of (A6.8), in terms of Ĝ2

ω and Ĝ4
ω by suitable Ward identities and correction identities.

A6.3.Ward identities and the first addend of (A6.8)

To begin with, we consider the first addend in the r.h.s. of the Dyson equation (A6.8). A remarkable identity

relating Ĝ2,1
+ to Ĝ2

+ can be obtained by the chiral Gauge transformation ψ±
x,+ → e±iαxψ±

x,+, ψ±
x,− → ψ±

x,− in

the generating functional (A6.3); one obtains the following identity, represented pictorially in Fig. 4, with

Dω(p) = −ip0 + ωp:

D+(p)Ĝ2,1
+ (p,k) = G2

+(q) −G2
+(k) + ∆̂2,1

+ (p,k) , (A6.17)

with ∆̂2,1
+ the Fourier transform of ∆2,1

+ (x;y, z):

∆2,1
+ (x;y, z) =

1

M4

∑

k,p

eipx−iky+i(k−p)z∆̂2,1
+ (p,k) =< ψ−

y,+;ψ+
z,+; δTx,+ >T (A6.18)

and

δTx,ω =
1

M2

∑

k+ 6=k−

ei(k+−k−)xCω(k+,k−)ψ̂+
k+,ω

ψ̂−
k−,ω

,

Cω(k+,k−) = [Ch,0(k
−)− 1]Dω(k−)− [Ch,0(k

+)− 1]Dω(k+) .

(A6.19)

The above Ward identity can be derived as follows. Consider the chiral gauge transformation

ψ±
x,+ → ei±αxψ±

x,+ , ψ±
x,− → ψ±

x,− , (A6.20)

and notice that W(φ, J), as defined by (A6.3), is invariant under this change of variables. Then we can

rewrite

W(φ, J) = log

∫
P (dψ) exp

{
−
∫
dxψ+

x,+

(
eiαxD

[h,0]
+ e−iαx −D[h,0]

+

)
ψ−

x,+

}
·

· exp
{
− V (ψ) +

∫
dx

[∑

ω

Jx,ωψ
+
x,ωψ

−
x,ω + e−iαxφ+

x,+ψ
−
x,+ + eiαxψ+

x,+φ
−
x,+ + φ+

x,−ψ
−
x,− + ψ+

x,−φ
−
x,−

]}
.

(A6.21)
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Ĝ2,1
+

D+(p)

k q

p = k− q

= Ĝ2
+

q

q

− Ĝ2
+

k

k

+ ∆̂2,1
+

k q

p

Fig. 4. Graphical representation of the Ward identity (A6.17); the small circle in ∆̂2,1
+ represents the function

C+ of (A6.19).

where D
[h,0]
ω , ω = ±, is the pseudo differential operator defined by

D[h,0]
ω ψαx,ω =

1

M2

∑

k

eiαkx(iαk0 − ωαk)ψ̂αk,ω , D[h,0]
ω ψαx,−ω = 0 . (A6.22)

As we have just remarked, the l.h.s. of (A6.21) is independent of αx. Then, by differentiating both sides

w.r.t. αx and posing αx ≡ 0, we find:

0 =< −D+(ψ+
x,+ψ

−
x,+)− δTx,+ − φ+

x,+ψ
−
x,+ + ψ+

x,+φ
−
x,+ >φ,J , (A6.23)

where

< · >φ,J def
= e−W(φ,J)

∫
P (dψ)e−V (ψ)+

∑
ω

∫
dx[Jx,ωψ+

x,ωψ
−
x,ω+φ+

x,ωψ
−
x,ω+ψ+

x,ωφ
−
x,ω]· , (A6.24)

Dω is defined as the Fourier transform of Dω(p):

Dω(ψ+
x,ωψ

+
x,ω) =

1

M4

∑

p,k

Dω(p)e−ipxψ̂+
k,ωψ̂

−
k−p,ω , (A6.25)

and the corrections δTx,+ and Cω(k+,k−) were defined by (A6.19).

Now, differentiating (A6.23) w.r.t. φ+
y,+ and φ−z,+ and setting φ = J = 0, we find:

−D+G
2,1
+ (x;y, z) = δ(x− y)G2

+(x, z) − δ(x− z)G2
+(y, xx) + ∆2,1

+ (x;y, z) , (A6.26)

whose Fourier transform gives (A6.17).

The use of Ward identities is to provide relations between Schwinger functions, but the correction terms

(due to the cutoffs) substantially affect the Ward identities and apparently spoil them of their utility. How-

ever there are other remarkable relations connecting the correction terms to the Schwinger functions; such

correction identities can be proved by performing a careful analysis of the renormalized expansion for the

correction terms, and come out of the peculiar properties of the function C+(k,k−p), see next section. The

correction identity for ∆̂2,1
+ is the following, see Fig.5.

∆̂2,1
+ (p,k) = D+(p)

[
ν+Ĝ

2,1
+ (p,k) + ν−

D−(p)

D+(p)
Ĝ2,1

− (p,k) + Ĥ2,1
+ (p,k)

]
(A6.27)
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where ν+, ν− are O(λ) and weakly dependent on h, once we prove that λj is small enough for j ≥ h, and

Ĥ2,1
+ (p,k,q) can be obtained through the analogue of (A6.4), with W(φ, J) replaced by

W∆(φ, J) = log

∫
P (dψ)e−V (ψ)+

∫
dx[Jx,+Tx+

∑
ω
(−νωJx,+T νx,ω+φ+

x,ωψ
−
x,ω+ψ+

x,ωφ
−
x,ω)] , (A6.28)

where

Tx =
1

M4

∑

k+ 6=k−

ei(k+−k−)x C+(k+,k−)

D+(k+ − k−)
ψ̂+

x,+ψ̂
−
x,+ ,

T νx,ω =
1

M4

∑

k+ 6=k−

ei(k+−k−)xDω(k+ − k−)

D+(k+ − k−)
ψ̂+

x,ωψ̂
−
x,ω ,

(A6.29)

∆̂2,1
+

=

ν+D+Ĝ
2,1
+

+

ν−D−Ĝ
2,1
−

+

Ĥ2,1
+

Fig. 5. Graphical representation of the correction identity (A6.27); the filled point in the last term represents

Jx,+(Tx−
∑

ω
νωT

ν
x,ω).

The crucial point is that if ν± are suitably chosen, Ĥ2,1
+ , when computed for momenta at the cut-off scale,

is O(γϑh) smaller, with 0 < ϑ < 1 a positive constant, with respect to the first two addends of the r.h.s. of

(A6.27). In other words the correction identity (A6.27) says that the correction term ∆̂2,1
+ , which is usually

neglected in the physical literature, can be written in terms of the Schwinger functions Ĝ2,1
+ and Ĝ2,1

− up to

the exponentially smaller term Ĥ2,1
+ .

Inserting the correction identity (A6.27) in the Ward identity (A6.17), we obtain the new identity

(1− ν+)D+(p)Ĝ2,1
+ (p,k,q) − ν−D−(p)Ĝ2,1

− (p,k,q) = Ĝ2
+(q)− Ĝ2

+(k) + Ĥ2,1
+ (p,k,q) . (A6.30)

In the same way one can show that the formal Ward identity D−(p)Ĝ2,1
− (p,k,q) = Ĝ2

−(q)−Ĝ2
−(k) becomes,

if the cutoffs are taken into account:

(1− ν′−)D−(p)Ĝ2,1
− (p,k,q) − ν′+D+(p)Ĝ2,1

+ (p,k,q) = Ĥ2,1
− (p,k,q) , (A6.31)

where, again ν′± = O(λ) and H2,1
− satisfies a bound similar to that of H2,1

+ , when computed for momenta at

the cutoff scale.

The identities (A6.30) and (A6.31) allow us to write Ĝ2,1
+ in terms of Ĝ2

± and Ĥ2,1
± ; one finds:

D+(p)Ĝ2,1(p,k) =
[
1− ν+ −

ν−ν′+
1− ν−

]−1{
Ĝ2

+(q)− Ĝ2
+(k) +

ν−
1− ν′−

Ĥ2,1
− (p,k) + Ĥ2,1

+ (p,k)
}
, (A6.32)

In order to bound Ĝ2,1, we can use the dimensional bounds for the two and four legs Schwinger functions,

easily proved by repeating for W(φ, J) an iterative construction similar to that exposed in Chapter 5 and
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performing the bounds as explained in §5.5. The expansion involves the definition of a more involved

localization operator, also acting on the kernels of the monomials involving the external fields and can be

found in many review papers [BGPS][GM][BM]; it is very similar (and even simpler) to the expansion for

W∆(φ, J), that will be described in next section.

The result we need is the following.

Theorem A6.1 There exists ε0 such that, if λ̄h
def
= maxk>h |λk| ≤ ε0 and |k̄| = γh, then

Ĝ2,1
ω (2k̄, k̄) = − γη2,1h

ZhDω(k̄)2
[1 +O(λ̄2

h)] , (A6.33)

where η2,1(λ) is an exponent O(λ) and

Ĝ2
ω(k̄) =

1

ZhDω(k̄)
[1 +O(λ̄2

h)] , Ĝ4
+(k̄,−k̄,−k̄) = Z−2

h |k̄|−4[−λh +O(λ̄2
h)] . (A6.34)

Remarks

1 - The proof of Theorem A6.1 follows by a repetition of the estimates of Chapter 5. For some references:

(A6.33) follows by the analysis in [BM2]; the first of (A6.34) can be proven as explained in [BGPS][GM];

the second (A6.34) follows as a combination of the first of (A6.34) and of the results in Chapter 5.

2 - A posteriori, it will result that η2,1(λ) = 0. For the moment we just need (A6.33) to bound |Ĥ2,1
+ | with

a constant times γϑh times the r.h.s. of (A6.33), as explained above, that is

|Ĥ2,1
+ (2k̄, k̄)| ≤ Cγϑh γη2,1h

ZhDω(k̄)2
≤ Cγ(ϑ/2)hγ−2h (A6.35)

Substituting the preceding bounds into (A6.32), we soon find that Ĝ2,1(p̄, k̄), with |p̄| = |k̄| = γh, can be

bounded as

|Ĝ2,1
ω (p̄, k̄)| ≤ C γ

−2h

Zh
, (A6.36)

where, as in Theorem A6.1, we assumed λ̄h ≤ ε0.
Substituing the last bound into the first addend of (A6.8), with the arguments set on scale h, we soon find

∣∣∣λĝ−(k4)Ĝ
2
−(k3)Ĝ

2,1
+ (k1 − k2,k1,k2)

∣∣∣ ≤ C|λ|γ−h γ
−h

Zh

γ−2h

Zh
, (A6.37)

that is the “right” dimensional bound. In fact the l.h.s. of (A6.8) can be bounded as in (A6.34) so that, if

we could neglet the second term in the r.h.s. (A6.8), we would soon find |λh| ≤ C|λ|.
Aim of the next sections will be first to prove the correction identity (A6.27); then to describe a strategy

which will allow us to find a “right” dimensional bound also for the second term in the r.h.s. (A6.8).

A6.4.The first correction identity

We start from the generating function (A6.28) and we perform iteratively the integration of the ψ variables,

to be defined iteratively in the following way. After the fields ψ(0), · · · , ψ(j) have been integrated, we can

write

eW∆(φ,J) = e−M
2Ej

∫
PZ̃j ,Ch,j (dψ

[h,j])e−V(j)(
√
Zjψ

[h,j])+K(j)(
√
Zjψ

[h,j],φ,J) , (A6.38)

with V(j)(0) = 0, Zj = maxk Z̃j(k),
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1) PZ̃j ,Ch,j (dψ
[h,j]) is the effective Grassmannian measure at scale j, equal to

PZ̃j ,Ch,j (dψ
[h,j]) =

∏

k:Ch,j(k)>0

∏

ω=±1

dψ̂
[h,j])+
k,ω dψ̂

[h,j]−
k,ω

Nj(k)
·

· exp

{
− 1

Lβ

∑

k

Ch,j(k)Z̃j(k)
∑

ω±1

ψ̂[h,j]+
ω Dω(k)ψ̂

[h,j]−
k,ω

}
,

(A6.39)

Nj(k) = (Lβ)−1Ch,j(k)Z̃j(k)[−k2
0 − k2]1/2 , (A6.40)

Ch,j(k)−1 =

j∑

r=h

fr(k) ≡ χh,j(k) , Dω(k) = −ik0 + ωk ; (A6.41)

2) the effective potential on scale j, V (j)(ψ), is a sum of monomial of Grassmannian variables multiplied by

suitable kernels, as in (5.5). The localization operator acts on the kernels of V (j)(ψ) as described in §5.2.

Note however that in the present case (i.e. for the reference model) the terms proportional to Fσ and Fσ are

automatically venishing, by symmetry: only the terms proportional to Fλ and Fζ survive.

3) the effective source term at scale j, K(j)(
√
Zjψ, φ, J), is a sum of monomials of Grassmannian variables

and φ±, J field, with at least one φ± or one J field; we shall write it in the form

K(j)(
√
Zjψ, φ, J) = B(j)

φ (
√
Zjψ) +K

(j)
J (
√
Zjψ) +W

(j)
R (
√
Zjψ, φ, J) , (A6.42)

where B(j)
φ (ψ) and K

(j)
J (ψ) denote the sums over the terms containing only one φ or J field, respectively.

Of course (A6.38) is true for j = 0, with

Z̃0(k) = 1, E0 = 0, V(0)(ψ) = V (ψ), W
(0)
R = 0,

B(0)
φ (ψ) =

∑

ω

∫
dx[φ+

x,ωψ
−
x,ω + ψ+

x,ωφ
−
x,ω], K

(0)
J (ψ) =

∫
dxJx,+

(
Tx −

∑

ω

νωT
ν
x,ω

)
.

(A6.43)

Let us now assume that (A6.38) is satisfied for a certain j ≤ 0 and let us show that it holds also with j − 1

in place of j.

In order to perform the integration corresponding to ψ(j), we write the effective potential and the effective

source as sum of two terms, according to the following rules.

We split the effective potential V (j) as LV(j) +RV(j), with L acting on V(j) as explained in §5.2.

Analogously we write K(j) = LK(j) +RK(j), R = 1 − L, according to the following definition. First of

all, we put LW (j)
R = W

(j)
R .

Let us consider now B(j)
φ (
√
Zjψ); we want to show that, by a suitable choice of the localization procedure,

if j ≤ −1, it can be written in the form

B(j)
φ (
√
Zjψ) =

∑

ω

0∑

i=j+1

∫
dxdy ·

·
[
φ+
x,ωg

Q,(i)
ω (x− y)

∂

∂ψ+
yω

V(j)(
√
Zjψ) +

∂

∂ψ−
y,ω

V(j)(
√
Zjψ)gQ,(i)ω (y − x)φ−x,ω

]
+

+
∑

ω

∫
dk

(2π)2

[
ψ̂

[h,j]+
k,ω Q̂(j+1)

ω (k)φ̂−k,ω + φ̂+
k,ωQ̂

(j+1)
ω (k)ψ̂

[h,j]−
k,ω

]
,

(A6.44)

where ĝ
Q,(i)
ω (k) = ĝ

(i)
ω (k)Q̂

(i)
ω (k), with

ĝ(j)
ω (k) =

1

Zj−1

f̃j(k)

Dω(k)
, (A6.45)
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f̃j(k) = fj(k)Zj−1[Z̃j−1(k)]−1 and Q
(j)
ω (k) defined inductively by the relations

Q̂(j)
ω (k) = Q̂(j+1)

ω (k)− zjZjDω(k)

0∑

i=j+1

ĝQ,(i)ω (k) , Q̂(0)
ω (k) = 1 . (A6.46)

Note that ĝ
(j)
ω (k) does not depend on the infrared cutoff for j > h and that (even for j = h) ĝ(j)(k) is of

size Z−1
j−1γ

−j , see discussion in §3 of [BM3], after eq. (60). Moreover the propagator ĝ
Q,(i)
ω (k) is equivalent

to ĝ
(i)
ω (k), as concerns the dimensional bounds.

The L operation for B(j)
φ is defined by decomposing V(j) in the r.h.s. of (A6.44) as LV (j) +RV(j).

Finally we have to define L forK
(j)
J (
√
Zjψ). It is easy to see that the field J is equivalent, from the point of

view of dimensional considerations, to two ψ fields. Hence, the only terms which need to be renormalized are

those of second order in ψ, which are indeed marginal; let us denote their sum with K
(j,2)
J . Let us start with

defining the L operation on K
(0)
J as the identity. Let us now analyze the structure of K

(−1,2)
J (

√
Z−1ψ

[h,−1]),

as it appears after integrating the ψ(0) field and rescaling ψ[h,−1]. We have

K
(−1,2)
J (ψ) =

1

Z−1

∫
dxJx,+

{
Tx +

∑

ω

∫
dydz

[
F

(−1)
2,+,ω(x,y, z) + F

(−1)
1,+ (x,y, z)δ+,ω

]
ψ+

y,ωψ
−
z,ω

}
(A6.47)

F
(−1)
2,+,ω denotes the sum of all Feynman diagrams containing a T νx,ω vertex or those obtained by contracting

both ψ fields of a Tx vertex (the index ω refers to the ω index of the two left–over external ψ fields). F
(−1)
1,+

represents the sum over the diagrams built by leaving external one of these fields of Tx.

Now, if S
(0)
ω is defined as in Appendix A7, it is easy to see that the Fourier transform of F

(−1)
2,+,ω can be

written as

F̂
(−1)
2,+,ω(k+,k−) =

p

D+(p)

∫
dk̃+S

(0)
+ (k̃+, k̃+ − p)G

(−1)
+,ω (k̃+,k+,k−) , (9.48)

where p = k+ − k− and G
(−1)
+,ω (k̃+,k+,k−) is of the form

G
(−1)
+,ω (k̃+,k+,k−) = G0(k̃+,k+,k−) +G1(k+)G2(k−)δ(k̃+ − k+) , (A6.49)

where G0 represents a suitable sum over connected graphs with four external lines, while G1 and G2 represent

suitable sums over connected graphs with two external lines.

Using the symmetry of the propagator Dω(k) = iωDω(k∗), where, if k = (k0, k), k∗ = (k,−k0), one easily

gets the following symmetry properties for the functions appearing in (9.48):

G
(−1)
+,ω (k̃+,k+,k−) = −ωG(−1)

+,ω (k̃∗
+,k

∗
+,k

∗
−) , p · S(0)

+ (k+,k−) = −ip∗ · S(0)
+ (k∗

+,k
∗
−) . (A6.50)

The last equation implies that

F̂
(−1)
2,+,ω(k+,k−) =

1

D+(p)
[p0Â

(−1)
+,ω,0(k+,k−) + pÂ

(−1)
+,ω,1(k+,k−)] , (A6.51)

where Â
(−1)
+,ω,i are smooth functions satisfying

Â
(−1)
+,ω,1(k+,k−) = iωÂ

(−1)
+,ω,1(k

∗
+,k

∗
−) . (A6.52)

It follows that, if we define

LF̂ (−1)
2,+,ω(k+,k−) =

1

D+(p)
[p0Â

(−1)
+,ω,0(0,0) + pÂ

(−1)
+,ω,1(0,0)] , (A6.53)
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then

LF̂ (−1)
2,+,+(k+,k−) = ν+

−1 , LF̂ (−1)
2,+,−(k+,k−) = ν−−1

D−(p)

D+(p)
, (A6.54)

where ν±−1 are real constants, as it can be verified by symmetry.

We now consider the contribution F
(−1)
1,+ in (A6.47). Its Fourier transform has two contributions, the first

of the form

F̂
(−1)
1,+ (k+,k−) =

[Ch,0(k−)− 1]D+(k−)ĝ
(0)
+ (k+)− u0(k+)

D+(p)
G

(2)
+ (k+) , (A6.55)

where u0 is defined in Appendix A7, see (A7.4), and the second possible contribution has the same form of

(A6.55), with k+ and k− interchanged. The natural way to regularize (A6.55) is to define

LF̂ (−1)
1,+ (k+,k−) =

[Ch,0(k−)− 1]D+(k−)ĝ
(0)
+ (k+)− u0(k+)

D+(p)
G

(2)
+ (0) . (A6.56)

Note however that G
(2)
ω (0) = 0, by parity, so the local part in (A6.56) is vanishing. In other words the di-

mensional gain here is obtained without the introduction of a renormalization constant. The same procedure

can be defined for the term obtained by interchanging k+ and k− in (A6.55).

We can summarize the previous discussion by defining

LK(−1,2)
J (ψ) =

1

Z−1

∫
dx
{
Jx,+

[
Tx + ν+

−1ψ
+
x,+ψ

−
x,+

]
+ ν−−1J

(−)
x,+ψ

+
x,−ψ

−
x,−

}
(A6.57)

where, if Ĵp,+ is the Fourier transform of Jx,+, J
(−)
x,+ is the Fourier transform of Ĵp,+D−(p)/D+(p).

We are now ready to describe the general step, by defining the action of L over K j,2
J , which can be written,

if j < 1, after rescaling ψ[h,j], as

K
(j,2)
J (ψ) =

1

Zj

∫
dx
{
Jx,+Tx +

∑

ω

∫
dydz

[
Jx,+F

(j)
ν+,+,ω(x,y, z) + J

(−)
x,+F

(j)
ν−,+,ω(x,y, z)+

+ Jx,+F
(j)
2,+,ω(x,y, z) + δ+,ωJx,+F

(j)
1,ω(x,y, z)

]
ψ+

y,ωψ
−
z,ω

} (A6.58)

where F
(j)
ν±,+,ω(x,y, z) represent the sum over all graphs with one vertex of type ν± and two ψ external

fields of type ω, F
(j)
2,+,ω is the sum over the same kind of graphs with one vertex Tx, whose ψ fields are both

contracted and F
(j)
1,ω is the sum over the graphs with one vertex Tx, such that one of its fields is external.

It is important to stress that, thanks to the support properties of Cω(k+,k−), given a graph contributing

to F
(j)
2,+,ω, at least one of the ψ fields belonging to Tx is contracted on scale 0. This property will give crucial

dimensional gains (through the short memory property) for the contributions to the Beta function for ν±

coming from F
(j)
2,+,ω. It is clear that, because of this property, F

(j)
2,+,ω can be rewritten as

F̂
(j)
2,+,ω(k+,k−) =

p

D+(p)

0∑

i=j

∫
dk̃+S̃

(j)
+ (k̃+, k̃+ − p)G

(j)
+,ω(k̃+,k+,k−) , (A6.59)

for suitable functions S̃
(j)
+ and G

(j)
+,ω satisfying the same symmetry properties of (A6.50). Then, the action

of L over F̂
(j)
2,+,ω(k+,k−) is defined exactly as for j = −1. Moreover we define

LF̂ (j)
ν±,+,ω(k+,k−) = F̂

(j)
ν±,+,ω(0,0) , (A6.60)
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and, finally, we note that, for the same reasons as in the j = −1 case

F̂
(j)
ν+,+,−(0,0) = F̂

(j)
ν−,+,+(0,0) = F̂

(j)
1,+(0,0) = 0 , (A6.61)

so that the corresponding kernels are automatically regularized, without need of defining any non trivial

action of L.

It follows that we can write

LK(j,2)
J (ψ) =

1

Zj

∫
dx
{
Jx,+

[
Tx + ν+

j ψ
+
x,+ψ

−
x,+

]
+ ν−j J

(−)
x,+ψ

+
x,−ψ

−
x,−

}
(A6.62)

which defines the renormalization constants ν±j . Note that ν±j is built by contribution that either contain

another constant ν±k , k > j, or contain a T vertex, which is on scale 0, in the sense explained before (A6.59).

After writing V(j) = LV(j) + RV(j) and K(j) = LK(j) + RK(j), the next step is to renormalize the free

measure PZ̃j ,Ch,j (dψ
[h,j]), by adding to it part of LV(j). We get

∫
PZ̃j ,Ch,j (dψ

[h,j]) e−V(j)(
√
Zjψ

[h,j])+K(j)(
√
Zjψ

[h,j]) =

= e−M
2tj

∫
PZ̃j−1 ,Ch,j

(dψ[h,j]) e−Ṽ(j)(
√
Zjψ

[h,j])+K̃(j)(
√
Zjψ

[h,j]) ,

(A6.63)

where
Z̃j−1(k) = Zj [1 + χh,j(k)zj ] ,

Ṽ(j)(
√
Zjψ

[h,j]) = V(j)(
√
Zjψ

[h,j])− zjZjF [h,j]
ζ ,

(A6.64)

where F
[h,j]
ζ is defined as in (5.10) and the factor exp(−M 2tj) in (A6.63) takes into account the different

normalization of the two measures. Moreover

K̃(j)(
√
Zjψ

[h,j]) = B̃(j)
φ (
√
Zjψ

[h,j]) +K
(j)
J (
√
Zjψ

[h,j]) +W
(j)
R , (A6.65)

where B̃(j)
φ is obtained from B(j)

φ by inserting (A6.64) in the second line of (A6.44) and by absorbing the

terms proportional to zj in the terms in the third line of (A6.44).

If j > h, the r.h.s of (A6.63) can be written as

e−M
2tj

∫
PZ̃j−1 ,Ch,j−1

(dψ[h,j−1])

∫
PZj−1,f̃

−1
j

(dψ(j))e−Ṽ(j)
(√

Zj [ψ
[h,j−1]+ψ(j) ]

)
+K̃(j)

(√
Zj [ψ

[h,j−1]+ψ(j) ]
)
,

(A6.66)

where PZj−1 ,f̃
−1
j

(dψ(j)) is the integration with propagator ĝ
(j)
ω (k).

We now rescale the field so that

Ṽ(j)(
√
Zjψ

[h,j]) = V̂(j)(
√
Zj−1ψ

[h,j]) , K̃(j)(
√
Zjψ

[h,j]) = K̂(j)(
√
Zj−1ψ

[h,j]) ; (A6.67)

it follows that

LV̂(j)(ψ[h,j]) = λjF
[h,j]
λ , (A6.68)

where λj = (ZjZ
−1
j−1)

2lj . If we now define

e−V(j−1)
(√

Zj−1ψ
[h,j−1]

)
+K(j−1)

(√
Zj−1ψ

[h,j−1]
)
−M2Ej =

=

∫
PZj−1 ,f̃

−1
j

(dψ(j)) e−V̂(j)
(√

Zj−1[ψ[h,j−1]+ψ(j) ]
)
+K̂(j)

(√
Zj−1[ψ[h,j−1]+ψ(j) ]

)
,

(A6.69)
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it is easy to see that V(j−1) and K(j−1) are of the same form of V(j) and K(j) and that the procedure can be

iterated. Note that the above procedure allows, in particular, to write the running coupling constant λj−1,

0 > j − 1 ≥ h, in terms of λj′ , 0 ≥ j′ ≥ j:

λj−1 = λj + βjλ(λj , . . . , λ0) , λ0 = λ, (A6.70)

and the renormalization constants ν±j−1 in terms of λk, ν
±
k , k ≥ j:

ναj−1 = ναj + βν,αj (λj , ν
±
j ; . . . ;λ0, ν

±
0 ) , να0 = να , α = ± . (A6.71)

The functions βλj (λj+1, . . . , λ0) and βν,αj (λj , ν
±
j ; . . . ;λ0, ν

±
0 ) are called the λ and the να component of the

Beta function, respectively. Both functions can be represented by a tree expansion similar to that exposed

in Chapter 5, and we do not repeat here the details.

We now want to show that, if λ̄h ≤ ε0 is small enough, it is possible to choose ν± as suitable functions

of λ, in such a way that |ν±j | ≤ Cε0γ
ϑj , for some ϑ > 0. If we manage to prove this, it will soon follow

that Ĥ2,1
+ , when computed on the IR cutoff scale, can be bounded by (A6.35), that is by the dimensional

bound for Ĝ2,1 times an exponentially small factor γϑh. In fact the renormalized expansion for Ĥ2,1
+ contain

contributes that either contain a Tx vertex on scale 0, or a ν±j , with h < j ≤ 0. If |ν±j | ≤ Cε0γϑj , using the

short memory property, it is immediate to verify that both contributes are exponentially small w.r.t. the

dimensional bound for Ĝ2,1.

So, let us prove the bound on the renormalization constants ν±j . We rewrite βν,αj by distinguishing the

contributions independent of n±
k (which necessarely contain a T vertex on scale 0) and the contribution

linear in ν±k , k ≥ j:

βν,αj (λj , ν
±
j ; . . . ;λ0, ν

±
0 ) = βν,αj,1 (λj , . . . , λ0) +

0∑

k=j

∑

ω=±
νωk β

ν,α,ω
j,k (λj , . . . , λ0) . (A6.72)

Moreover, by the short memory property, there exists 0 < ϑ < 1/4 and positive constants c1 and c2 such

that

|βν,αj,1 (λj , . . . , λ0)| ≤ c1λ̄hγ2ϑj , |βν,α,ωj,k (λj , . . . , λ0)| ≤ c2λ̄2
hγ

2ϑ(j−j′) . (A6.73)

By iterating (A6.71), we find:

ναj−1 = να0 +

0∑

k=j

βν,αk (λk, ν
±
k ; . . . ;λ0, ν

±
0 ) , (A6.74)

so that, imposing the condition ν±h ≡ 0, we get:

να0 = −
0∑

k=h+1

βν,αk (λk , ν
±
k ; . . . ;λ0, ν

±
0 ) . (A6.75)

Inserting the last equation into (A6.74) we get:

ναj = −
j∑

k=h+1

βν,αk (λk , ν
±
k ; . . . ;λ0, ν

±
0 ) . (A6.76)

In other words, the condition ν±h ≡ 0 can be satisfied iff it can be found a sequence ν = {νωj }ω=±
h≤j≤0

satisfying (A6.76). In order to prove that this is possible, we introduce the space Mϑ of the sequences
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ν such that maxω |νωj | ≤ cλ̄hγ
ϑj , for some c; we shall think Mϑ as a Banach space with norm ||ν||ϑ =

suph+1≤j≤0 maxω |νωj |γ−ϑj λ̄−1
h . We then look for a fixed point of the operator T : Mϑ →Mϑ defined as:

(Tν)αj = −
j∑

k=h+1

βν,αk (λk, ν
±
k ; . . . ;λ0, ν

±
0 ) . (A6.77)

Note that, if λ̄h is sufficiently small, then T leaves invariant the ball Bϑ of radius c0 = 2c1
∑∞

n=0 γ
−ϑn of

Mϑ, c1 being the constant in (A6.73). In fact, by (A6.72) and (A6.73), if ||ν||ϑ ≤ c0, then

|(Tν)αj | ≤
j∑

k=h+1

c1λ̄hγ
2ϑk + 2

j∑

k=h+1

0∑

i=k

c0λ̄hγ
ϑic2λ̄

2
hγ

2ϑ(k−i) ≤ c0λ̄hγϑj , (A6.78)

if 4c2λ̄
2
h(
∑∞

n=0 γ
−ϑn)3 ≤ 1.

T is a also a contraction on Bϑ, if λ̄h is sufficiently small; in fact, if ν, ν ′ ∈Mϑ,

|(Tν)αj − (Tν ′)αj | ≤
j∑

k=h+1

|βν,αk (λk , ν
±
k ; . . . ;λ0, ν

±
0 )− βν,αk (λk , ν

′±
k ; . . . ;λ0, ν

′±
0 ) ≤

≤ 2

j∑

k=h+1

0∑

i=k

||ν − ν ′||ϑλ̄hγϑic2λ̄2
hγ

2ϑ(k−i) ≤ 1

2
||ν − ν′||ϑλ̄hγϑj ,

(A6.79)

if 4c2λ̄
2
h(
∑∞

n=0 γ
−ϑn)3 ≤ 1, as above. Hence, by the contraction principle, there is a unique fixed point ν∗

of T on Bϑ. This concludes the proof of the exponential decay of ν±j and, as discussed above, of the first

correction identity.

A6.5.Ward identities and the second addend in (A6.8)

Starting from the present section, we begin to deal with the second term in the r.h.s. of (A6.8), with the

aim of showing that it admits a good dimensional bound, as discussed for the first one. The vanishing of the

λ component of the Beta function will be an easy consequence of such a good dimensional bound.

The strategy will be the following: in the present section we will first describe two more Ward identities

connecting Ĝ4,1 with Ĝ4. As the first Ward identity considered above, they will have a correction due to the

cutoff function, and these corrections will satisfy new correction identities, presented below in this section.

The proof of the new correction identities, which is the main difficulty of all the proof of the present Appendix,

will be presented in next section. The present section will be concluded with the proof of the vanishing of the

Beta function, obtained by a careful use of the new Ward identities together with the new corretion identities.

The new pair of Ward identities we need here is the following, see Fig. 6.

D+(p)Ĝ4,1
+ (p,k1,k2,k3,k4 − p) = Ĝ4

+(k1 − p,k2,k3,k4 − p)− Ĝ4
+(k1,k2 + p,k3,k4 − p) + ∆4,1

+ ,

D−(p)Ĝ4,1
− (p,k1,k2,k3,k4 − p) = Ĝ4

+(k1,k2,k3 − p,k4 − p)− Ĝ4
+(k1,k2,k3,k4) + ∆̂4,1

− ,
(A6.80)

where ∆̂4,1
± are the “correction terms”

∆̂4,1
± (p,k1,k2,k3) =

1

M2

∑

k

C±(k,k− p) < ψ̂+
k,±ψ̂

−
k−p,±; ψ̂−

k1,+
; ψ̂+

k2,+
; ψ̂−

k3,−; ψ̂+
k4−p,− >T . (A6.81)
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Ĝ4,1
+

D+(p)

k1+
k2+ k3−

k4 − p
−

p

= Ĝ4
+

k1 − p
+

k2

+

k3

−
k4 − p

−
− Ĝ4

+

k1

+
k2 + p

+

k3

−
k4 − p

−

+ ∆̂4,1
+

k1+
k2+ k3−

k4 − p
−

p

0 = k1 + k3 − k2 − k4

Fig. 6. Graphical representation of the Ward identity (A6.19)

The Ward identities (A6.80) can be derived from (A6.23) by deriving four times w.r.t. the external φ

fields. By adding and subtracting suitable counterterms 1 ν±, the first of (A6.80) can be rewritten as

(1− ν+)D+(p)Ĝ4,1
+ (p,k1,k2,k3,k4 − p)− ν−D−(p)Ĝ4,1

− (p,k1,k2,k3,k4 − p)

= Ĝ4
+(k1 − p,k2,k3,k4 − p)− Ĝ4

+(k1,k2 + p,k3,k4 − p) + Ĥ4,1
+ (p,k1,k2,k3,k4 − p) ,

(A6.82)

where by definition

Ĥ4,1
+ (p,k1,k2,k3,k4 − p) =

1

M2

∑

k

C+(k,k − p) < ψ̂+
k,+ψ̂

−
k−p,+; ψ̂−

k1,+
; ψ̂+

k2,+
; ψ̂−

k3,−; ψ̂+
k4−p,− >T −

− 1

M2

∑

k

∑

ω

νωDω(p) < ψ̂+
k,ωψ̂

−
k−p,ω; ψ̂−

k1,+
; ψ̂+

k2,+
; ψ̂−

k3,−; ψ̂+
k4−p,− >T .

(A6.83)

In the same way, in terms of new counterterms ν ′±, the second of (A6.80) can be written as

(1− ν′−)D−(p)Ĝ4,1
− (p,k1,k2,k3,k4 − p)− ν′+D+(p)Ĝ4,1

+ (p,k1,k2,k3,k4 − p) =

= Ĝ4
+(k1,k2,k3 − p,k4 − p)− Ĝ4

+(k1,k2,k3,k4) + Ĥ4,1
− (p,k1,k2,k3,k4 − p) ,

(A6.84)

where

Ĥ4,1
− (p,k1,k2,k3,k4 − p) =

1

M2

∑

k

C−(k,k− p) < ψ̂+
k,−ψ̂

−
k−p,−; ψ̂−

k1,+
; ψ̂+

k2,+
; ψ̂−

k3,−; ψ̂+
k4−p,− >T −

− 1

M2

∑

k

∑

ω

ν′ωDω(p) < ψ̂+
k,ωψ̂

−
k−p,ω; ψ̂−

k1,+
; ψ̂+

k2,+
; ψ̂−

k3,−; ψ̂+
k4−p,− >T .

(A6.85)

If we insert in the r.h.s. of (A6.82) the value of Ĝ4,1
− taken from (A6.84), we get

(1 +A)D+(p)Ĝ4,1
+ (p,k1,k2,k3,k4 − p) = Ĝ4

+(k1 − p,k2,k3,k4 − p)−
− Ĝ4

+(k1,k2 + p,k3,k4 − p) +B
[
Ĝ4

+(k1,k3 − p,k4 − p)− Ĝ4
+(k1,k2,k3,k4)

]
+ Ĥ4,1

+ +BĤ4,1
− ,

(A6.86)

1 with an abuse of notation, here we call the counterterms with the same simbols as those used for the first correction identity;

note that here the new counterterms are different from those of previous section.
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where

A = −ν+ −
ν−ν′+
1− ν′−

, B =
ν−

1− ν′−
. (A6.87)

Let us now consider the second term in the r.h.s. of (A6.8) and let us rewrite it as:

λĝ−(k4)
[ 1

M2

∑

p

χM (p)Ĝ4,1
+ (p;k1,k2,k3,k4 − p) +

1

M2

∑

p

χ̃M (p)Ĝ4,1
+ (p;k1,k2,k3,k4 − p)

]
, (A6.88)

where: χM (p) is a cutoff function vanishing for scales bigger than h + logγ 2 (i.e. the presence of χM (p)

constraints the transferred momentum to be ≤ O(γh)); χ̃M (p) is a cutoff function vanishing for scales smaller

than h+ logγ 2 and bigger than logγ 2 (i.e. the presence of χ̃M (p) constraints the transferred momentum to

be O(γh) ≤ |p| ≤ O(1)). The two functions are chosen so that they sum up to 1 in the scales range between

h and 0.

If we insert in the last term of (A6.85) the value of Ĝ4,1
+ taken from (A6.86), we get

λĝ−(k4)
1

M2

∑

p

χM (p)G4,1
+ (p;k1,k2,k3,k4 − p)+

+
λĝ−(k4)

(1 +A)

1

M2

∑

p

χ̃M (p)
Ĝ4

+(k1 − p,k2,k3,k4 − p)− Ĝ4
+(k1,k2 + p,k3,k4 − p)

D+(p)
+

+
λĝ−(k4)

(1 +A)

1

M2

∑

p

χ̃M (p)
Ĝ4

+(k1,k2,k3 − p,k4 − p)− Ĝ4
+(k1,k2,k3,k4)

D+(p)
+

+
λĝ−(k4)

(1 +A)

1

M2

∑

p

χ̃M (p)
Ĥ4,1

+ (p;k1,k2,k3,k4 − p) +BĤ4,1
− (p;k1,k2,k3,k4 − p)

D+(p)
.

(A6.89)

Note that
1

M2

∑

p

χ̃M (p)
Ĝ4

+(k1,k2,k3,k4)

D+(p)
= 0 , (A6.90)

since D+(p) is odd. Then, (A6.89) computed with the momenta equal to

ki = k̄i , k̄1 = k̄4 = −k̄2 = −k̄3 = k̄ , |k̄| = γh , (A6.91)

is equivalent to

λĝ−(k̄4)
1

M2

∑

p

χM (p)G4,1
+ (p; k̄1, k̄2, k̄3, k̄4 − p)+

+
λĝ−(k̄4)

(1 +A)

1

M2

∑

p

χ̃M (p)
Ĝ4

+(k̄1 − p, k̄2, k̄3, k̄4 − p)− Ĝ4
+(k̄1, k̄2 + p, k̄3, k̄4 − p)

D+(p)
+

+
λĝ−(k̄4)

(1 +A)

1

M2

∑

p

χ̃M (p)
Ĝ4

+(k̄1, k̄2, k̄3 − p, k̄4 − p)

D+(p)
+

+
λĝ−(k̄4)

(1 +A)

1

M2

∑

p

χ̃M (p)
Ĥ4,1

+ (p; k̄1, k̄2, k̄3, k̄4 − p) +BĤ4,1
− (p; k̄1, k̄2, k̄3, k̄4 − p)

D+(p)
.

(A6.92)

All the terms appearing in the above equation can be expressed in terms of convergent tree expansions,

via a recursive expansion similar to that described in the last section. Dimensional bounds for the terms in
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the first three lines can be easily derived, in analogy with the results of Theorem A6.1. In Appendix A1 of

[BM2] the following bound is proven:
∣∣∣∣∣λĝ−(k̄4)

1

M2

∑

p

χM (p)G4,1
+ (p; k̄1, k̄2, k̄3, k̄4 − p)

∣∣∣∣∣ ≤ Cλ̄
3
hγ

η2,1h
γ−4h

Z2
h

(A6.93)

where the exponent η2,1 is the same of (A6.33). However, from the result of previous section (i.e. from the

validity of the first correction identity) it follows that η2,1 = 0, so that the r.h.s. of (A6.93) is the right

dimensional bound we need. As regarding the terms in the second and the third line of (A6.89), following a

procedure similar to that leading to the second of (A6.34) (see again Appendix A1 of [BM2]), we find
∣∣∣∣∣

1

M2

∑

p

χ̃M (p)
Ĝ4

+(k̄1 − p, k̄2, k̄3, k̄4 − p)− Ĝ4
+(k̄1, k̄2 + p, k̄3, k̄4 − p)

D+(p)
+

+
1

M2

∑

p

χ̃M (p)
Ĝ4

+(k̄1, k̄2, k̄3 − p, k̄4 − p)

D+(p)

∣∣∣∣∣ ≤ Cλ̄h
γ−3h

Z2
h

,

(A6.94)

that, again, is the right dimensional bound.

The bound on the term in the last line of (A6.89) is more involved, and require an analysis similar (but

more complicated) to that of previous section. We will prove in next section that

there exists ε1 ≤ ε0 and four λ-functions ν+, ν−, ν′+, ν
′
− of order λ (uniformly in h), such that, if λ̄h ≤ ε1,

∣∣∣∣∣λĝ−(k̄4)
1

M2

∑

p

χ̃M (p)
Ĥ4,1

± (p; k̄1, k̄2, k̄3, k̄4 − p)

D+(p)

∣∣∣∣∣ ≤ Cλ̄
2
h

γ−4h

Z2
h

(A6.95)

Substituting the bounds (A6.95), (A6.93), (A6.94) together with (A6.37) and the second of (A6.34) in the

Dyson equation (A6.8), we finally get

|λh| ≤ c|λ|(1 +O(λ̄h)) , (A6.96)

which implies

Theorem A6.2 The model (A6.3) is well defined in the limit h → −∞. In fact there are constants ε1

and c2 such that |λ| ≤ ε1 implies λ̄j ≤ c2ε1, for any j < 0.

Finally, a standard argument shows that, as a consequence of Theorem A6.2, the first bound in (6.6) holds,

that is

|βhλ(λh, . . . , λh)| ≤ C|λ̄h|2γϑh , (A6.97)

The proof is by contradiction. Consider the Taylor expansion of βhλ(λh, . . . , lh) in λh (which is convergent

for λh small enough) and let us call b
(h)
r the coefficient of (λh)

r. Let us also call br
def
= limh→−∞ b

(h)
r . By

performing the bounds on the trees representing b
(h)
r , in the same way explained in Chapter 5, we find that

necessarely b
(h)
r = br +O(γϑh), for some ϑ > 0. Now, let us assume by contradiction that, for some r ≥ 2,

βhλ(λh, . . . , λh) = br(λh)
r +O(|λh|r+1) +O(λ2

hγ
ϑh) , (A6.98)

with br a non vanishing constant. By the discussion above and Theorem 5.1, the running coupling constants

λh are analytic functions of λ:

λh = λ+

r∑

n=2

c(h)
n λn +O(λr+1) (A6.99)
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and for any fixed h the sequence c
(h)
n is a bounded sequence.

Consider the flow equation (A6.70) and rewrite it as

λh−1 = λh + βhλ(λh, . . . , λh) +
∑

k≥h
Dh,k
λ , (A6.100)

where

Dh,k
λ = βhλ(λh, . . . , λh, λk, λk+1, . . . , λ1)− βhλ(λh, . . . , λh, λh, λk+1, . . . , λ1) . (A6.101)

and, by using the short memory property, it is easy to show that |Dh,k
λ | ≤ cλ̄hγ

ϑ(h−k)|λh − λk|, for some

ϑ > 0

Inserting (A6.98) and (A6.99) into (A6.100) and keeping at both sides the terms of order r, we find:

c(h−1)
r = c(h)

r + br +O(λ2γϑh) . (A6.102)

This would mean that c
(h)
r is a sequence diverging for h → −∞, which is in contradiction with the fact,

following from Theorem A6.2 and the discussin above, that λh is an analytic function of λ, uniformely in h.

A6.6.Proof of (A6.95)

In this final section we prove the bound (A6.95), that is we conclude the proof of the second pair of correction

identities and, with this, we conclude the proof of Theorem A6.2, that is the main result of this Appendix.

We shall prove first the bound (A6.95) for Ĥ4,1
+ ; the bound for Ĥ4,1

− is done essentially in the same way and

will be briefly discussed later. By using (A6.83), we get

ĝ−(k4)
1

M2

∑

p

χ̃M (p)D−1
+ (p)Ĥ4,1

+ (p;k1,k2,k3,k4 − p) =

= ĝ−(k4)
1

M2

∑

p

χ̃M (p)
1

M2

∑

k

C+(k,k− p)

D+(p)
< ψ̂+

k,+ψ̂
−
k−p,+; ψ̂−

k1,+
; ψ̂+

k2,+
; ψ̂−

k3,−; ψ̂+
k4−p,− >T −

− ν−ĝ−(k4)
1

M2

∑

p

χ̃M (p)
1

M2

∑

k

D−(p)

D+(p)
< ψ̂+

k,−ψ̂
−
k−p,−; ψ̂−

k1,+
; ψ̂+

k2,+
; ψ̂−

k3,+
; ψ̂+

k4−p,− >T −

− ν+ĝ−(k4)
1

M2

∑

p

χ̃M (p)
1

M2

∑

k

< ψ̂+
k,+ψ̂

−
k−p,+; ψ̂−

k1,+
; ψ̂+

k2,+
; ψ̂−

k3,−; ψ̂+
k4−p,− >T .

(A6.103)

Let us define

G̃4
+(k1,k2,k3,k4) =

∂4

∂φ+
k1,+

∂φ−k2,+
∂φ+

k3,−∂Jk4

W̃
∣∣∣∣∣
φ=0

, (A6.104)

where

W̃ = log

∫
P (dψ̂)e−T1(ψ)+ν+T+(ψ)+ν−T−(ψ)e−V (ψ̂)+

∑
ω

∫
dx[φ+

x,ωψ̂
−
x,ω+ψ̂+

x,ωφ
−
x,ω ] , (A6.105)

and

T1(ψ) =
1

M2

∑

p

χ̃M (p)
1

M2

∑

k

C+(k,k − p)

D+(p)
(ψ̂+

k,+ψ̂
−
k−p,+)ψ̂+

k4−p,−Ĵk4 ĝ−(k4) ,

T+(ψ) =
1

M2

∑

p

χ̃M (p)
1

M2

∑

k

(ψ̂+
k,+ψ̂

−
k−p,+)ψ̂+

k4−p,−Ĵk4 ĝ−(k4) ,

T−(ψ) =
1

M2

∑

p

χ̃M (p)
1

M2

∑

k

D−(p)

D+(p)
(ψ̂+

k,−ψ̂
−
k−p,−)ψ̂+

k4−p,−Ĵk4 ĝ−(k4) .

(A6.106)
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T1 T+ T−
Fig. 7. Graphical representation of T1,T+,T−; the dotted line carries momentum k̄4, the empty circle represents

C+, the filled one D−(p)/D+(p)

The vertices T1, T+ and T− can be graphically represented as in Fig. 7. The wavy lines represent the cutoff

function χ̃M (p), constraining the transferred momentum to be |p| ≥ O(γh).

It is easy to see that G̃4
+ is related to (A6.103) by an identity similar to (A6.13). In fact we can write

− G̃4
+(k1,k2,k3,k4) =

= ĝ−(k4)
1

M2

∑

p

χ̃M (p)
1

M2

∑

k

C+(k,k− p)

D+(p)
< (ψ̂+

k,+ψ̂
−
k−p,+)ψ̂+

k4−p,−; ψ̂−
k1,+

; ψ̂+
k2,+

; ψ̂−
k3,− >T −

− ν−ĝ−(k4)
1

M2

∑

p

χ̃M (p)
1

M2

∑

k

D−(p)

D+(p)
< (ψ̂+

k,+ψ̂
−
k−p,+)ψ̂+

k4−p,−; ψ̂−
k1,+

; ψ̂+
k2,+

; ψ̂−
k3,− >T −

− ν+ĝ−(k4)
1

M2

∑

p

χ̃M (p)
1

M2

∑

k

< (ψ̂+
k,+ψ̂

−
k−p,+)ψ̂+

k4−p,−; ψ̂−
k1,+

; ψ̂+
k2,+

; ψ̂−
k3,− >T .

(A6.107)

If we introduce the definitions

δρp,+ =
1

M2

∑

k

C+(p,k)

D+(p)
(ψ̂+

k,+ψ̂
−
k−p,+) , ρp,+ =

1

M2

∑

k

(ψ̂+
k,+ψ̂

−
k−p,+) , (A6.108)

we can rewrite

1

M2

∑

k

C+(k,k− p)

D+(p)
< (ψ̂+

k,+ψ̂
−
k−p,+)ψ̂+

k4−p,−; ψ̂−
k1,+

; ψ̂+
k2,+

; ψ̂−
k3,− >T=

= − < δρp,+; ψ̂−
k1,+

; ψ̂+
k2,+

; ψ̂−
k3,−; ψ̂+

k4−p,− >T − < δρp,+; ψ̂−
k1,+

; ψ̂+
k2,+

>T< ψ̂−
k3,−; ψ̂+

k4−p,− >

(A6.109)

and

1

M2

∑

k

< (ψ̂+
k,+ψ̂

−
k−p,+)ψ̂+

k4−p,−; ψ̂−
k1,+

; ψ̂+
k2,+

; ψ̂−
k3,− >T=

= − < ρp,+; ψ̂−
k1,+

; ψ̂+
k2,+

; ψ̂−
k3,−; ψ̂+

k4−p,− >T − < ρp,+; ψ̂−
k1,+

; ψ̂+
k2,+

>T< ψ̂−
k3,−; ψ̂+

k4−p,− > ,

(A6.110)

where we used the fact that p 6= 0 in the support of χ̃M (p) and < δρp,+ >=< ρp,+ >= 0 for p 6= 0.

Substituting (A6.109) and (A6.110) into (A6.107), we get

G̃4
+(k1,k2,k3,k4) = g−(k4)

1

M2

∑

p

χ̃M (p)
H4,1

+ (p;k1,k2,k3,k4 − p)

D+(p)
+

+ χ̃M (k1 − k2)g−(k4)G
2
−(k3)

[
< ψ̂−

k1,+
; ψ̂+

k2,+
; δρk1−k2,+ >T −

−ν+ < ψ̂−
k1,+

; ψ̂+
k2,+

; ρk1−k2,+ >T −ν−
D−(k1 − k2)

D+(k1 − k2)
< ψ̂−

k1,+
; ψ̂+

k2,+
; ρk1−k2,− >T

]
(A6.111)
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We now put ki = k̄i, see (A6.91). Since |k̄1 − k̄2| = 2γh, χ̃M (k̄1 − k̄2) = 0, hence we get

G̃4
+(k̄1, k̄2, k̄3, k̄4) = g−(k̄4)

1

M2

∑

p

χ̃M (p)
H4,1

+ (p; k̄1, k̄2, k̄3, k̄4 − p)

D+(p)
. (A6.112)

Remark. (A6.112) says that the last line of equation (A6.89) can be written as a functional integral very

similar to the one for G4
+ except that the interaction V (A6.2) is replaced by V+T1− ν+T+− ν−T−; we will

evaluate it via a multiscale integration procedure similar to the one for G4
+, and in the expansion additional

running coupling constants will appear; the expansion is convergent again if such new running couplings will

remain small uniformly in the infrared cutoff.

A6.7. The calculation of G̃4
+(k̄1, k̄2, k̄3, k̄4) is done via a multiscale expansion; we shall concentrate on

the differences with respect to that described in §A6.4, due to the presence in the potential of the terms

T1(ψ) and T±(ψ).

At each step we will write the effective potential W̃ as:

eW̃(φ,J) = e−M
2Ej

∫
PZ̃j ,Ch,j (dψ

[h,j])e−V(j)(
√
Zjψ

[h,j])+B(j)

φ
(
√
Zjψ

[h,j])+K(j)(ψ[h,j],φ,J) , (A6.113)

where V(j) and B(j)
φ are defined as in §A6.4, while

K(j)(ψ, φ, J) = V̄(j)
J (ψ) +W

(j)
R (ψ, φ, J) , (A6.114)

with V̄(j)
J (ψ[h,−1]) the sum over the terms containing exactly one J field and no φ fields and W

(j)
R the rest

(not involved in the construction of G̃4(k̄1, k̄2, k̄3, k̄4)).

The iterative construction of (A6.113) is defined through the analogue of (A6.69):

e−V(j−1)
(√

Zj−1ψ
[h,j−1]

)
+Bφ

(√
Zj−1ψ

[h,j−1]
)
+K(j−1)

(
ψ[h,j−1],φ,J

)
−LβEj =

=

∫
PZj−1 ,f̃

−1
j

(dψ(j)) e−V̂(j)
(√

Zj−1[ψ[h,j−1]+ψ(j) ]
)
+B̂φ

(√
Zj−1 [ψ[h,j−1]+ψ(j) ]

)
+K(j)

(
[ψ[h,j−1]+ψ(j) ]

)
,

(A6.115)

Note that in (A6.113) we chose not to rescale the fields in K (j)(ψ, φ, J).

In order to define the action of L over V̄(j)
J (ψ[h,−1]), let us first consider in detail the first step of the

iterative integration procedure, the integration of the field ψ(0). We write

V̄(−1)
J (ψ[h,−1]) = V̄(−1)

J,a,1(ψ
[h,−1]) + V̄(−1)

J,a,2(ψ
[h,−1]) + V̄(−1)

J,b,1 (ψ[h,−1]) + V̄(−1)
J,b,2 (ψ[h,−1]) , (A6.116)

where V̄(−1)
J,a,1 + V̄(−1)

J,a,2 is the sum of the terms in which the field ψ̂+
k̄4−p,− appearing in the definition of T1(ψ)

or T±(ψ) is contracted, V̄(−1)
J,a,1 and V̄(−1)

J,a,2 denoting the sum over the terms of this type containing a T1 or a

T± vertex, respectively; V̄(−1)
J,b,1 + V̄(−1)

J,b,2 is the sum of the other terms, that is those where the field ψ̂+
k̄4−p,−

is an external field, the index i = 1, 2 having the same meaning as before.

Note that the condition (A6.91) on the external momenta ki forbids the presence of vertices of type φ, if

h < 0, as we shall suppose. Hence, all graphs contributing to V̄(−1)
J have, besides the external field of type

J , an odd number of external fields of type ψ.

Let us consider first V̄(−1)
J,a,1; we shall still distinguish different group of terms, those where both fields ψ̂+

k,+

and ψ̂−
k−p,+ are contracted, those where only one among them is contracted and those where no one is

contracted.
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If no one of the fields ψ̂+
k,+ and ψ̂−

k−p,+ is contracted, we can only have terms with at least four external

lines; for the properties of ∆(i,j), see Appendix A7, at least one of the fields ψ̂+
k,+ and ψ̂−

k+p,+ must be

contracted at scale h. If one of these terms has four external lines, hence it is marginal, it has the following

form

∫
dpχ̃M (p)ψ̂+

k̄4−p,−G
(0)
2 (k̄4 − p)ĝ

(0)
− (k̄4 − p)ĝ−(k̄4)Ĵk̄4

∫
dk
C(k,k − p)

D+(p)
ψ̂+

k,+ψ̂
−
k−p,+ , (A6.117)

where G
(0)
2 (k) is a suitable function which can be expressed as a sum of graphs with an odd number of

propagators, hence it vanishes at k = 0. This implies that G
(0)
2 (0) = 0, so that we can regularize it without

introducing any running coupling.

G
(0)
2

Fig. 8. Graphical representation of (A6.117)

If both ψ̂+
k,+ and ψ̂−

k−p,+ in T1(ψ) are contracted, we get terms of the form

W̃
(−1)
n+1 (k̄4,k1, . . . ,kn)ĝ−(k̄4)Ĵk̄4

n∏

i=1

ψ̂εiki , (A6.118)

where n is an odd integer. We want to define an R operation for such terms. There is apparently a problem,

as the R operation involves derivatives and in W̃ (−1) appears the function ∆(0,0) of the form (A7.5) and

the cutoff function χ̃M (p), with support on momenta of size γh. Hence one can worry about the derivatives

of the factor χ̃M (p)pD+(p)−1. However, as the line of momentum k̄4 − p is necessarily at scale 0 (we are

considering terms in which it is contracted), then |p| ≥ γ−1 − γh ≥ γ−1/2 (for |h| large enough), so that no

bad factors can be produced by the derivatives acting on χ̃M (p)pD+(p)−1. We can define the L operation

in the usual way:

LW̃ (−1)
4 (k̄4,k1,k2,k3) = W̃

(−1)
4 (0, . . . ,0) ,

LW̃ (−1)
2 (k̄4) = W̃

(−1)
2 (0) + k̄4∂kW̃

(−1)
2 (0) .

(A6.119)

Note that by parity the first term in the second equation of (A6.119) is vanishing; this means that there are

only marginal terms. Note also that the local term proportional to Ĵk̄4
ψ̂+

k̄4,− is such that the field ψ̂+
k̄4,− can

be contracted only at the last scale h; hence it does not have any influence on the integrations of all the

scales > h.

If only one among the fields ψ̂+
k,+ and ψ̂−

k−p,+ in T1(ψ) is contracted, we note first that we cannot have

terms with two external lines (including Ĵk4); in fact in such a case there is an external line with momentum

k̄4 with ω = − and the other has ω = +; this is however forbidden by global gauge invariance. Moreover, for

the same reasons as before, we do not have to worry about the derivatives of the factor χ̃M (p)pD+(p)−1,
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W̃
(−1)
4 W̃

(−1)
2

Fig. 9. Graphical representation of W̃ (−1)
4 and W̃

(−1)
2 .

related with the regularization procedure of the terms with four external lines, which have the form

∫
dk+ψ̂+

k1,+
ψ̂−

k−,+ψ̂
+
k−+k̄4−k1,−ĝ−(k̄4)Ĵk̄4

χ̃M (k+ − k−)ĝ
(0)
− (k̄4 − k+ + k−) ·

· G(0)
4 (k+,k1, k̄4 − k+ + k−)

{
[Ch,0(k

−)− 1]D+(k−)ĝ
(0)
+ (k+)

D+(k+ − k−)
− u0(k

+)

D+(k+ − k−)

}
,

(A6.120)

or the similar one with the roles of k+ and k− exchanged.

G
(0)
4

Fig. 10. Graphical representation of a single addend in (A6.120).

The two terms in (A6.120) must be treated differently, as concerns the regularization procedure. The first

term is such that one of the external lines is associated with the operator [Ch,0(k
−) − 1]D+(k−)D+(p)−1.

We define R = 1 for such terms; in fact, when the ψ−
k−,+ external line is contracted (and this can happen

only at scale h), the factor D+(k−)D+(p)−1 produces an extra factor γh in the bound, with respect to the

dimensional one. This claim simply follows by the observation that |D+(p)| ≥ 1− γ−1 as p = k+ − k− and

k+ is at scale 0, while k−, as we said, is at scale h. This factor has the effect that all the marginal terms

in the tree path connecting v0 with the end-point to which is associated the T1 vertex acquires negative

dimension.

The second term in (A6.120) can be regularized as above, by subtracting the value of the kernel computed

at zero external momenta, i.e. for k− = k̄4 = k1 = 0. Note that such local part is given by

∫
dk+χ̃M (k+)ĝ

(0)
− (k+)G

(0)
4 (k+,0,−k+)

u0(k
+)

D+(k+)
, (A6.121)

and there is no singularity associated with the factor D+(k+)−1, thanks to the support on scale 0 of the

propagator ĝ
(0)
− (k+).
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A similar (but simpler) analysis holds for the terms contributing to V̄(−1)
J,a,2, which contain a vertex of type T+

or T− and are of order λν±. Now, the only thing to analyze carefully is the possible singularities associated

with the factors χ̃M (p) and pD+(p)−1. However, since in these terms the field ψ̂+
k̄4−p,− is contracted,

|p| ≥ γ−1/2, for |h| large enough, a property already used before; hence the regularization procedure can

not produce bad dimensional bounds.

We will define z̃−1 and λ̃−1, so that

L[V̄(−1)
J,a,1 + V̄(−1)

J,a,2](ψ
[h,−1]) =

[
λ̃−1Z

2
−2F̄

[h,−1]
λ (ψ[h,−1]) + z̃−1ψ̂

[h,−1]+

k̄4,− D−(k̄4)
]
ĝ−(k̄4)Ĵk̄4

, (A6.122)

where we used the definition

F̄
[h,j]
λ (ψ[h,j]) =

1

(M2)4

∑

k1,k2,k3:C
−1
h,j

(ki)>0

ψ̂
[h,j]+
k1,+

ψ̂
[h,j]−
k2,+

ψ̂
[h,j]+
k3,− δ(k1 − k2 + k3 − k̄4) . (A6.123)

Note that the fields in the monomial F̄
[h,j]
λ (ψ[h,−1])g−(k̄4)Ĵk̄4

associated to the coupling λ̃−1 have no con-

straint on the transferred momentum, in particular transferred momenta |p| ≤ O(γh) are allowed: this

deeply distinguish the term associated to λ̃−1 from a term like T+(ψ) in (A6.106): the transferred momen-

tum associated to the fields in T+(ψ) has instead a lower cutoff ∼ γh.

Let us consider now the terms contributing to V̄(−1)
J,b,1 , that is those where ψ̂+

k̄4−p
is not contracted and there

is a vertex of type T1.

Besides the term of order 0 in λ and ν±, equal to T1(ψ
[h,−1]), there are the terms containing at least one

vertex λ; among these terms, the only marginal ones (those requiring a regularization) have four external

lines (including Ĵk4), since the oddness of the propagator does not allow tadpoles. These terms are of the

form

∑

ω̃

∫
dpχ̃M (p)ψ̂+

k+,ω̃

∫
dk+ψ̂−

k+−p,ω̃ψ̂
+
k̄4−p,−ĝ−(k̄4)Ĵk̄4

[
F̂

(−1)
2,+,ω̃(k+,k+ − p) + F̂

(−1)
1,+ (k+,k+ − p)δ+,ω̃

]
,

(A6.124)

where F̂
(−1)
2,+,ω̃ and F̂

(−1)
1,+ are defined as in (A6.47); they represent the terms in which both or only one of the

fields in δρp,+, respectively, are contracted. Both contributions to the r.h.s. of (A6.124) are dimensionally

marginal; however, the regularization of F
(−1)
1,+ is trivial, as the latter is of the form (A6.55) or the similar

one, obtained exchanging k+ with k−.

+

F̂
(−1)
2,+,ω̃ F̂

(−1)
1,+

Fig. 11. Graphical representation of (A6.124)

As already discussed above, by the oddness of the propagator in the momentum, G
(2)
+ (0) = 0, hence we can

regularize such term without introducing any local term; the action of R on it is defined to be the identity.
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Moreover, F̂
(−1)
2,+,ω̃ satisfies the symmetry properties (A6.51)–(A6.52), so that, defining the action of L on

F̂
(−1)
2,+,ω̃ as in (A6.53), we get

LF−1
2,+,+ = Z3,+

−1 , LF−1
2,+,− =

D−(p)

D+(p)
Z3,−
−1 , (A6.125)

where Z3,+
−1 and Z3,−

−1 are suitable real constants. Hence the local part of the marginal term (A6.124) is, by

definition, equal to

Z3,+
−1 T+(ψ[h,−1]) + Z3,−

−1 T−(ψ[h,−1]) . (A6.126)

Let us finally consider the terms contributing to V̄(−1)
J,b,2 , that is those where ψ̂+

k̄4−p
is not contracted and

there is a vertex of type T+ or T−. If even this vertex is not contracted, we get a contribution similar to

(A6.126), with ν± in place of Z3,±
−1 . Among the terms with at least one vertex λ, there is, as before, no term

with two external lines; hence the only marginal terms have four external lines and can be written in the

form

∫
dpχ̃M (p)Ĵk4 ĝ−(k4)

∫
dk+

∑

ω̃

ψ̂+
k+,ω̃ψ̂

−
k+−p,ω̃

[
ν+G

(0)
+,ω̃(k+,k+ − p) + ν−

D−(p)

D+(p)
G

(0)
−,ω̃(k+,k+ − p)

]
.

(A6.127)

By using the symmetry property Dω(k) = iωDω(k∗) discussed in the lines above (A6.50), it is easy to show

that G
(0)
ω,−ω(0,0) = 0. Hence, if we regularize (A6.127) by subtracting G

(0)
ω,ω̃(0,0) to G

(0)
ω,ω̃(k+,k+ − p), we

still get a local term of the form (A6.126).

By collecting all the local term, we can write

L[V̄(−1)
J,b,1 + V̄(−1)

J,b,2 ](ψ[h,−1]) = ν−1,+T+(ψ[h,−1]) + ν−1,−T−(ψ[h,−1]) , (A6.128)

where ν−1,ω = νω + Z3,ω
−1 +G

(0)
ω,ω(0,0). Hence

V̄(−1)
J (ψ[h,−1]) = T1(ψ

[h,−1]) + ν−1,+T+(ψ[h,−1]) + ν−1,−T−(ψ[h,−1])+

+
[
λ̃−1Z

2
−2F̄

[h,−1]
λ (ψ[h,−1]) + z̃−1ψ̂

[h,−1]+

k̄4,− D−(k̄4)
]
ĝ−(k̄4)Ĵk̄4

+ V̄(−1)
J,R (ψ[h,−1]) ,

(A6.129)

where V̄(−1)
J,R (ψ[h,−1]) is the sum of all irrelevant terms linear in the external field J .

Remark. Note that, as already commented after (A6.123), the structure of the field monomials associ-

ated to λ̃−1 and to ν−1,+ respectively are deeply different, because of the presence of the cutoff function

χ̃M in the definition of T+(ψ[h,−1]). This implies that the coupling constant λ̃−1 cannot be included in the

definition of ν−1,+ and is really a different marginal coupling.

A6.8. We now consider the integration of the higher scales. The integration of the field ψ(−1) is done

in a similar way; we shall call V̄(−2)
J (ψ[h,−2]) the sum over all terms linear in J . As before, the condition

(A6.91) on the external momenta ki forbids the presence of vertices of type φ, if h < −1, as we shall suppose.

The main difference is that there is no contribution obtained by contracting both field variables belonging

to δρ in T1(ψ) at scale −1, because of (A7.2). It is instead possible to get marginal terms with four external

lines (two is impossible), such that one of these fields is contracted at scale −1. However, in this case, the

second field variable will be necessarily contracted at scale h, so that we can put R = 1 for such terms. In

fact, after the integration of the last scale field, an extra factor γ−(−1−h) comes out from a bound similar to

that described after (A6.120). Such factor has the effect of automatically regularize these terms, and even

the terms containing them as subgraphs.
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The terms with a T1 vertex, such that the field variables belonging to δρ are not contracted, can be treated

as in §A6.7, hence do not need a regularization.

It follows that, if the irrelevant part V̄(−1)
J,R were absent in the r.h.s. of (A6.129), then the regularization

procedure would not produce any local term proportional to F̄
[h,−1]
λ (ψ[h,−2]), starting from a graph containing

a T1 vertex.

It is easy to see that all other terms containing a vertex of type T1 or T± can be treated as in §A6.7.

Moreover, the support properties of ĝ−(k̄4) immediately implies that it is not possible to produce a graph

contributing to V̄(−2)
J , containing the z̃−1 vertex. Hence, in order to complete the analysis of V̄(−2)

J , we still

have to consider the marginal terms containing the λ̃−1 vertex, for which we simply apply the localization

procedure defined in (A6.119). We shall define two new constants λ̃−2 and z̃−2, so that λ̃−2(Z−3)
2 is the

coefficient of the local term proportional to F̄
[h,−1]
λ (ψ[h,−2]), while z̃−2Z−2ψ̂

[h,−2]+

k̄4,− D−(k̄4)ĝ−(k̄4)Ĵk̄4
denotes

the sum of all local terms with two external lines produced in the second integration step.

The above procedure can be iterated up to scale h+1, without any important difference. In particular, for

all marginal terms (necessarily with four external lines) such that one of the field variables belonging to δρ

in T1(ψ) is contracted at scale i ≥ j, we put R = 1. We can do that, because, in this case, the second field

variable belonging to δρ has to be contracted at scale h, so that an extra factor γ−(i−h) (coming out from

a discussion similar to that following (A6.120)) has the effect of automatically regularize their contribution

to the tree expansion of G̃4
+(k̄1, k̄2, k̄3, k̄4) (that it similar to that descibed in Chapter 5, with the obvious

modifications induced by the presence of new kind of vertices and of a different definition of the L operator).

Note that, as in the case j = −1, there is no problem connected with the presence of the factors χ̃(p) and

D−(p)D+(p)−1. In fact, if the field ψ̂+
k̄4−p,− appearing in the definition of T1(ψ) or T±(ψ) is contracted

on scale j, each momentum derivative related with the regularization procedure produces the right γ−j

dimensional factor, since p is of order γj and the derivatives of χ̃(p) are different from 0 only for momenta

of order γh. If, on the contrary, the field ψ̂+
k̄4−p,− is not contracted, then the renormalization procedure is

tuned so that χ̃(p) and D−(p)D+(p)−1 are not affected by the regularization procedure.

At step −j, we get an expression of the form

V̄(j)
J (ψ[h,j]) = T1(ψ

[h,j]) + νj,+T+(ψ[h,j]) + νj,−T−(ψ[h,j])+

+


λ̃jZ2

j−1F̄
[h,j]
λ (ψ[h,j]) +

−1∑

i=j

z̃iZiψ̂
[h,j]+

k̄4,− D−(k̄4)


 ĝ−(k̄4)Ĵk̄4

+ V̄jJ,R(ψ[h,−1]) ,
(A6.130)

where V̄jJ,R(ψ[h,−1]) is thought as a convergent tree expansion (under the hypothesis that λ̄h is small enough).

Since Z−1 = 1, this expression is in agreement with (A6.129).

The expansion of G̃4
+(k̄1, k̄2, k̄3, k̄4) is obtained by building all possible graphs with four external lines,

which contain one term taken from the expansion of V̄(h)
J (ψ(h)), two terms from B(h)

φ and an arbitrary num-

ber of terms taken from the effective potential V (h)(ψ(h)). One of the external lines is associated with the

free propagator g−(k̄4), the other three are associated with propagators of scale h and momenta k̄i, i = 1, 2, 3.

Remark. With respect to the expansion for G4
+, there are three additional quartic running coupling con-

stants, νj,+, νj,− and λ̃j . Note that they are all O(λ), despite of the fact that the interaction T1 has a

coupling O(1); this is a crucial property, which follows from the discussion above, implying that either T1 is

contracted at scale 0, or it gives no contribution to the running coupling constants. At a first sight, it seems

that now we have a problem more difficult than the initial one; we started from the expansion for G4
+, which

is convergent if the running coupling λj is small, and we have reduced the problem to that of controlling the

flow of four running coupling constants, ν+,j , νj,−, λj , λ̃j . However, we will see that, under the hypothesis

λ̄h ≤ ε1, also the flow of νj,+, νj,−, λ̃j is bounded. In fact one can use the counterterms ν+, ν− (this is the

reason why we introduced them) to impose that ν+,j , νj,− are decreasing and vanishing at j = h; moreover it
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can be verified that the beta functions for λ̃j and λj are identical up to exponentially decaying O(γτj) terms.

A6.9. Now we will describe the flow of the new effective constants νj,ω, λ̃j and z̃j .

First, let us consider νj,±. Note that the definitions of the previous sections imply that there is no

contribution to νj,±, coming from trees with a special endpoint of type λ̃ or z̃. Then the contributions to

νj,± either contain a constant νk,±, k > j, or an endpoint of type T1, that mustbe on scale 0. Then, by

inductively suppose that the size of νk,±, k > j is exponentially small, and using the short memory property,

one can show that νj,± is exponentially small, that is |νj,±| ≤ cλ̄hγ
ϑj , for some constants c, ϑ > 0. The

formal proof can be done using a fixed point argument, following step by step the analogous analysis used

to prove that (A6.70) admits as a solution an exponentially decreasing sequence.

Let us now focus on λ̃j . We start noting that the beta function equation for λj can be written as

λj−1 =

(
Zj−1

Zj−2

)2

λj + βj + β
(0)
j , (A6.131)

where βj is the sum over the local parts of the trees with at least two endpoints and no endpoint of scale

index 0, while β
(0)
j is the similar sum over the trees with at least one endpoint of scale index 0.

On the other hand we can write

λ̃j−1 =

(
Zj−1

Zj−2

)2

λ̃j + β̃j + β̃
(0)
j + β̃

(T )
j + β̃

(ν)
j , (A6.132)

where:

1) β̃j is the sum over the local parts of the trees with at least two endpoints, no endpoint of scale index 0

and one special endpoint of type λ̃.

2) β̃
(0)
j + β̃

(T )
j is the sum over the trees with at least one endpoint of scale index 0; β̃

(0)
j and β̃

(T )
j are,

respectively, the sum over the trees with the special endpoint of type λ̃ or T1.

3) β̃
(ν)
j is the sum over the trees with at least two endpoints, whose special endpoint is of type T±.

A crucial role in the proof has the following Lemma.

Lemma A6.1 Let α = λ̃h/λh; then if λ̄h is small enough, there exists a constant c, independent of λ,

such that |α| ≤ c and

|λ̃j − αλj | ≤ cλ̄hγϑj , h+ 1 ≤ j ≤ −1 . (A6.133)

Proof - The main point is the remark that there is a one to one correspondence between the trees

contributing to βj and the trees contributing to β̃j . In fact the trees contributing to β̃j have only endpoints

of type λ, besides the special endpoint v∗ of type λ̃, and the external field with ω = − and σ = − has to

belong to Pv∗ . It follows that we can associate uniquely with any tree contributing to β̃j a tree contributing

to βj , by simply substituting the special endpoint with a normal endpoint, without changing any label. This

correspondence is surjective, since we have imposed the condition that the trees contributing to β̃j and βj
do not have endpoints of scale index 0. Hence, we can write

[(
Zj−1

Zj−2

)2

− 1

]
(λ̃j − αλj) + β̃j − αβj =

−1∑

i=j

βj,i(λ̃i − αλi) , (A6.134)

where, thanks to the “short memory property” and the fact that Zj−1/Zj−2 = 1 +O(λ̄2
j ), the constants βj,i

satisfy the bound |βj,i| ≤ Cλ̄jγ2ϑ(j−i), with ϑ > 0.
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Among the four last terms in the r.h.s. of (A6.132), the only one depending on the λ̃j is β̃
(0)
j , which can

be written in the form

β̃
(0)
j =

−1∑

i=j

β′
j,iλ̃i , (A6.135)

the β′
j,i being constants which satisfy the bound |β′

j,i| ≤ Cλ̄jγ
2ϑj , since they are related to trees with an

endpoint of scale index 0. For the same reasons, we have the bounds |β̃(T )
j | ≤ Cλ̄jγ

2ϑj , |β(0)
j | ≤ Cλ̄2

jγ
2ϑj .

Finally, by using the exponential decay of the νj,ω, we see that |β̃(ν)
j | ≤ Cλ̄j λ̄hγ2ϑj .

We now choose α so that

λ̃h − αλh = 0 , (A6.136)

and we put

xj = λ̃j − αλj , h+ 1 ≤ j ≤ −1 . (A6.137)

We can write

xj−1 = x−1 +

−1∑

j′=j




−1∑

i=j′

βj′,ixi +

−1∑

i=j′

β′
j′,i(xi + αλi) + β̃

(T )
j′ + β̃

(ν)
j′ − αβ

(0)
j


 . (A6.138)

On the other hand, the condition (A6.136) implies that

x−1 = −
−1∑

j′=h+1




−1∑

i=j′

βj′,ixi +

−1∑

i=j′

β′
j′,i(xi + αλi) + β̃

(T )
j′ + β̃

(ν)
j′ − αβ

(0)
j


 , (A6.139)

so that, if h+ 1 ≤ j ≤ −1, the xj satisfy the equation

xj = −
j∑

j′=h+1




−1∑

i=j′

βj′,ixi +

−1∑

i=j′

β′
j′ ,i(xi + αλi) + β̃

(T )
j′ + β̃

(ν)
j′ − αβ

(0)
j


 . (A6.140)

We want to show that equation (A6.140) has a unique solution satisfying the bound

|xj | ≤ c0(1 + |α|λ̄h)λ̄hγϑj , (A6.141)

for a suitable constant c0, independent of h, if λ̄h is small enough. Hence we introduce the Banach space

Mϑ of sequences x = {xj , h+1 ≤ j ≤ −1} with norm ||x||ϑdef= supj |xj |γ−ϑjλ̄−1
h and look for a fixed point of

the operator T : Mϑ →Mϑ defined by the r.h.s. of (A6.140). By using the bounds on the various constants

appearing in the definition of T, we can easily prove that there are two constants c1 and c2, such that

|(Tx)j | ≤ c1λ̄h(1 + |α|λ̄h)γϑj + c2λ̄h

j∑

j′=h+1

−1∑

i=j′

γ2ϑ(j′−i)|xi| . (A6.142)

Hence, if we take c0 = Mc1, M ≥ 2, and λ̄h small enough, the ball BM of radius c0(1 + |α|λ̄h) in Mϑ is

invariant under the action of T. On the other hand, under the same condition, T is a contraction in all Mϑ;

in fact, if x, x′ ∈Mϑ, then, if λ̄h is small enough,

|(Tx)j − (Tx′)j | ≤ c2λ̄2
h||x− x′||

j∑

j′=h+1

−1∑

i=j′

γ2ϑ(j′−i)γϑi ≤ 1

2
||x− x′||λ̄hγϑj , (A6.143)
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It follows, by the contraction principle, that there is a unique fixed point in the ball BM , for any M ≥ 2,

hence a unique fixed point in Mϑ, satisfying the condition (A6.141) with c0 = 2c1.

To complete the proof, we have to show that α can be bounded uniformly in h. In order to do that, we

insert in the l.h.s. of (A6.139) the definition of x−1 and we bound the r.h.s. by using (A6.141) and (A6.142);

we get

|λ̃−1 − αλ−1| ≤ c3λ̄h + c4|α|λ̄2
h , (A6.144)

for some constants c3 and c4. Since |λ−1| ≥ c5|λ|, λ̃−1 ≤ c6|λ| and λ̄h ≤ 2|λ| by the inductive hypothesis,

we have

|αλ−1| ≤ |λ̃−1|+ c3λ̄h + c4|α|λ̄2
h ⇒ |α| ≤ (c6 + 2c3 + 2c4|α|λ̄h)/c5 , (A6.145)

so that, |α| ≤ 2(c6 + 2c3)/c5, if 4c4λ̄h ≤ c5.

We want now to discuss the properties of the constants z̃j , h ≤ j ≤ −1, by comparing them with the

constants zj , which are involved in the renormalization of the free measure, see (A6.64). There is a tree

expansion for the zj , which can be written as

zj = βj + β
(0)
j , (A6.146)

where βj is the sum over the trees without endpoints of scale index 0, while β
(0)
j is the sum of the others,

satisfying the bound |β(0)
j | ≤ Cλ̄2

hγ
ϑj . The tree expansion of the z̃j can be written as

z̃j = β̃j + β̃
(ν)
j + β̃

(0)
j , (A6.147)

where β̃j is the sum over the trees without endpoints of scale index +1, such that the special endpoint is

of type λ̃, β̃
(ν)
j is the sum over the trees whose special endpoint is of type T±, and β̃

(0)
j is the sum over the

trees with at least an endpoint of scale index 0.

Since there is no tree contributing to β̃
(0)
j without at least one λ or λ̃ endpoint and since all trees con-

tributing to it satisfy the “short memory property”, by using Lemma A6.1 (which implies that |λ̃j | ≤ Cλ̄h),
we get the bound |β̃(0)

j | ≤ Cλ̄hγ
ϑj . In a similar manner, by using the exponential decay of the constants

νj,ω, we see that |β̃(ν)
j | ≤ Cλ̄2

hγ
ϑj .

Let us now consider βj and β̃j . By an argument similar to that used in the proof of Lemma A6.1, we can

write

β̃j − αβj =

−1∑

i=j+1

βj,i(λ̃i − αλi) , (A6.148)

where α is defined as in Lemma A6.1 and |βj,i| ≤ Cλ̄hγ2ϑj . Hence, Lemma A6.1 implies that

|z̃j − αzj | ≤ Cλ̄hγϑj . (A6.149)

A6.10. In this section we conclude the bound for G̃4
+(k̄1, k̄2, k̄3, k̄4). If we consider the tree expansion for

G̃4
+, we realize that there are various classes of trees contributing to it, depending on the type of the special

endpoint. Let us consider first the family Tλ̃ of the trees with an endpoint of type λ̃. These trees have the

same structure of those appearing in the expansion of G4
+(k̄1, k̄2, k̄3, k̄4), except for the fact that the external

(renormalized) propagator of scale h and momentum k̄4 is substituted with the free propagator ĝ−(k̄4). It

follows, by using the bound |λ̃j | ≤ Cλ̄h, that a tree with n endpoint is bounded by (Cλ̄h)
nZ−1

h γ−4h, larger

for a factor Zh with respect to what we need.
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Let us now consider the family Tz̃ of the trees with a special endpoint of type z̃. Given a tree τ ∈ Tλ̃, we

can associate with it the class Tz̃,τ of all τ ′ ∈ Tλ̃, obtained by τ in the following way:

1) we substitute the endpoint v∗ of type λ̃ of τ with an endpoint of type λ;

2) we link the endpoint v∗ to an endpoint of type z̃ trough a renormalized propagator of scale h.

Note that Tz̃ = ∪τ∈Tλ̃Tz̃,τ and that, if τ has n endpoints, any τ ′ ∈ Tz̃,τ has n + 1 endpoints. Moreover,

since the value of k̄4 has be chosen so that fh(k̄4) = 1, ĝ
(h)
− (k̄4) = Z−1

h−1ĝ−(k̄4); hence it is easy to show that

the sum of the values of a tree τ ∈ Tλ̃, such the special endpoint has scale index j∗ + 1, and of all τ ′ ∈ Tz̃,τ
is obtained from the value of τ , by substituting λ̃j∗ with

Λj∗ = λ̃j∗ − λj∗
∑−1
j=h z̃jZj

Zh−1
, (A6.150)

see Fig. 12.

−
λ̃j∗ λj∗

ĝ(h)

Fig. 12. The resummation of (A6.150).

On the other hand, (A6.149) and the bound Zj ≤ γ−Cλ̄
2
hj , see (5.22), imply that, if λ̄h is small enough

−1∑

j=h

|z̃jZj − αzjZj | ≤
−1∑

j=h

Cλ̄hγ
ϑjZj ≤ Cλ̄h . (A6.151)

It follows, by using also the bound (A6.133), that

Λj∗ = αλj∗

[
1−

∑−1
j=h zjZj

Zh−1

]
+
O(λ̄h)

Zh
. (A6.152)

Moreover, since Zj−1 = Zj(1 + zj), for j ∈ [−1, h], and Z−1 = 1, it is easy to check that

Zh−1 −
−1∑

j=h

zjZj = 1 . (A6.153)

This identity, Lemma A6.1 and (A6.152) imply the bound

|Λj∗ | ≤ C
λ̄h
Zh

, (A6.154)

which gives us the “missing” Z−1
h factor for the sum over the trees whose special endpoint is of type λ̃ or z̃.

Let us now consider the family Tν of the trees with a special endpoint of type T±. It is easy to see, by using

the exponential decay of the νj,ω and the “short memory property”, that the sum over the trees of this class
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with n ≥ 0 normal endpoints is bounded, for λ̄h small enough, by (Cλ̄h)
n+1Z−1

h γ−4h
∑−1

j=h Z
−2
j γ2ϑ(h−j)

γϑj ≤ (Cλ̄h)
n+1Z−3

h γ−(4−ϑ)h, which is even better of our needs.

We still have to consider the family T1 of the trees with a special endpoint of type T1. There is first of all

the trivial tree, obtained by contracting all the ψ lines of T1 on scale h, but its value is 0, because of the

support properties of the function χ̃(p). Let us now consider a tree τ ∈ T1 with n ≥ 1 endpoints of type λ.

If we call hv1 = j1 + 1 the scale of the vertex T1, then the dimensional bound of this tree differs from that

of a tree with n+ 1 normal endpoints contributing to G4
+(k̄1, k̄2, k̄3, k̄4) for the following reasons:

1) there is a factor Z−1
h missing, because the external (renormalized) propagator of scale h and momentum

k̄4 is substituted with the free propagator ĝ−(k̄4);

2) there is a factor |λj1 |Z2
j1

missing, because there is no external field renormalization in the T1(ψ
[h,j])

contribution to V̄(j)
J (ψ[h,j]), see (A6.130);

3) there is a factor Z−1
h missing, because the factor Z̃h−1(k

−) in the r.h.s. of (A7.16) can only be bounded

by a constant, because Z̃h−1(k
−) is in general different from Zh−1 on the support of f (h).

It follows that the sum of the values of all trees τ ∈ T1 with n ≥ 1 normal endpoints, if λ̄h is small enough,

is bounded by (Cλ̄h)
nγ−4h

∑0
j1=h Z

−2
j1
γ2ϑ(h−j1) ≤ (Cλ̄h)

nγ−4hZ−2
h .

By collecting all the previous bounds, we prove that the bound (A6.95) is satisfied in the case of H 4,1
+ .

Remark. In T1 and in the Grassmannian monomials multiplying νj,+, νj,−, an external line is always associ-

ated to a free propagator ĝ−(k̄4); this is due to the fact that, in deriving the Dyson equation, one extracts a

free propagator. Then in the bounds there is a Zh missing (such propagator is not “dressed” in the multiscale

integration procedure), and at the end the crucial identity (A6.153) has to be used to “dress” the extracted

propagator carrying momentum k̄4.

A6.11. We finally describe the modifications to the discussion above needed to bound H4,1
− .

If we substitute, in the l.h.s. of (A6.103) H4,1
+ with H4,1

− , we can proceed in a similar way. By using

(A6.85), we get

ĝ−(k4)
1

Lβ

∑

p

χ̃M (p)D−1
+ (p)Ĥ4,1

− (p;k1,k2,k3,k4 − p) =

= ĝ−(k4)
1

Lβ

∑

p

χ̃M (p)
1

Lβ

∑

k

C−(k,k− p)

D+(p)
< ψ̂+

k,−ψ̂
−
k−p,−; ψ̂−

k1,+
; ψ̂+

k2,+
; ψ̂−

k3,−; ψ̂+
k4−p,− >T +

−ν′−ĝ−(k4)
1

Lβ

∑

p

χ̃M (p)
1

Lβ

∑

k

D−(p)

D+(p)
< ψ̂+

k,−ψ̂
−
k−p,−; ψ̂−

k1,+
; ψ̂+

k2,+
; ψ̂−

k3,+
; ψ̂+

k4−p,− >T −

−ν′+ĝ−(k4)
1

Lβ

∑

p

χ̃M (p)
1

Lβ

∑

k

< ψ̂+
k,+ψ̂

−
k−p,+; ψ̂−

k1,+
; ψ̂+

k2,+
; ψ̂−

k3,−; ψ̂+
k4−p,− >T . (A6.155)

We define G̃4
−(k1,k2,k3,k4) as in (A6.104) with W̃ replaced by W̃− given by

W̃− = log

∫
P (dψ̂)e−T2(ψ)+ν′

+T+(ψ)+ν′
−T−(ψ)e−V (ψ̂)+

∑
ω

∫
dx[φ+

x,ωψ̂
−
x,ω+ψ̂+

x,ωφ
−
x,ω] ,

T2(ψ) =
1

M2

∑

p

χ̃M (p)
1

M2

∑

k

C−(k,k− p)

D+(p)
(ψ̂+

k,−ψ̂
−
k−p,−)ψ̂+

k4−p,−Ĵk4 ĝ(k4) ,
(A6.156)

T+, T− being defined as in (A6.106). By the analogues of (A6.111), (A6.112) we obtain

G̃4
−(k̄1, k̄2, k̄3, k̄4) = ĝ−(k̄4)

1

M2

∑

p

χ̃M (p)
Ĥ4,1

− (p; k̄1, k̄2, k̄3, k̄4 − p)

D+(p)
. (A6.157)
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The calculation of G̃4
−(k̄1, k̄2, k̄3, k̄4) is done via a multiscale expansion essentially identical to the one of

G̃4
+(k̄1, k̄2, k̄3, k̄4), by taking into account that δρp,+ has to be substituted with

δρp,− =
1

M2

∑

k

C−(p,k)

D+(p)
(ψ̂+

k,−ψ̂
−
k−p,−) . (A6.158)

Let us consider the first step of the iterative integration procedure and let us call again V̄(−1)
J (ψ[h,−1]) the

contribution to the effective potential of the terms linear in J . Let us now decompose V̄(−1)
J (ψ[h,−1]) as in

(A6.116) and let us consider the terms contributing to V̄(−1)
J,a,1(ψ

[h,−1]). The analysis goes exactly as before

when no one or both the fields ψ̂+
k,− and ψ̂−

k−p,− of δρp,− are contracted. This is not true if only one

among the fields ψ̂+
k,− and ψ̂−

k−p,− in T2(ψ) is contracted, since in this case there are marginal terms with

two external lines, which before were absent. The terms with four external lines can be treated as before;

one has just to substitute D+(k−)ĝ
(0)
+ (k+) with D−(k−)g

(0)
− (k+) in the r.h.s. of (A6.120), but this has no

relevant consequence. The terms with two external lines have the form

∫
dk−ψ̂+

k̄4,−ĝ−(k̄4)Ĵk̄4
χ̃M (k̄4 − k−)G

(0)
1 (k−)

{
[Cεh,0(k̄4)− 1]D−(k̄4)ĝ

(0)
− (k−)

D+(k̄4 − k−)
− u0(k

−)

D+(k̄4 − k−)

}
,

(A6.159)

where G
(0)
1 (k−) is a smooth function of order 0 in λ. However, the first term in the braces is equal to 0,

since |k̄4| = γh implies that Cεh,0(k̄4)− 1 = 0. Hence the r.h.s. of (A6.159) is indeed of the form

∫
dk−ψ̂+

k̄4,−ĝ−(k̄4)Ĵk̄4
χ̃M (k̄4 − k−)G

(0)
1 (k−)

u0(k
−)

D+(k̄4 − k−)
, (A6.160)

so that it can be regularized in the usual way.

The analysis of V̄(−1)
J,a,2(ψ

[h,−1]) can be done exactly as before. Hence, we can define again λ̃−1 and z̃−1 as

in (A6.122), with λ̃−1 = O(λ) and z̃−1 = O(1).

Let us consider now the terms contributing to V̄(−1)
J,b,1 , that is those where ψ̂+

k̄4−p
is not contracted and there

is a vertex of type T2. Again the only marginal terms have four external lines and have the form

∑

ω̃

∫
dpχ̃M (p)ψ̂+

k+,ω̃

∫
dk+ψ̂+

k+−p,ω̃ψ̂
+
k̄4−p,−ĝ−(k̄4)Ĵk̄4

·

D−(p)

D+(p)

[
F

(−1)
2,−,ω̃(k+,k+ − p) + F

(−1)
1,− (k+,k+ − p)δ−,ω̃

]
,

(A6.161)

where we are using again a definition analogue to (A6.47). The analysis of the terms F
(−1)
1,− (k+,k+ − p) is

identical to the one in §A6.7, while, the symmetry property of the propagator under the replacement k→ k∗

implies now that, if we define

F−1
2,−,ω̃(k+,k−) =

1

D−(p)

[
p0A0,−,ω̃(k+,k−) + p1A1,−,ω̃(k+,k−)

]
, (A6.162)

and

LF−1
2,−,ω̃ =

1

D−(p)
[p0A0,−,ω̃(0, 0) + p1A1,−,ω̃(0, 0)] , (A6.163)

then

LF−1
2,−,+ = Z3,−

−1

D−(p)

D+(p)
, LF−1

2,−,− = Z3,+
−1 , (A6.164)
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where Z3,+
−1 and Z3,−

−1 are the same real constants appearing in (A6.125). Hence, the local part of the marginal

term (A6.161) is, by definition, equal to

Z3,+
−1 T+(ψ[h,−1]) + Z3,−

−1 T−(ψ[h,−1]) . (A6.165)

The analysis of V̄(−1)
J,b,2 can be done exactly as before, so that we can write for V̄(−1)

J an expression similar to

(A6.129), with T2(ψ
[h,−1]) in place of T1(ψ

[h,−1]) and ν′−1,± in place of ν−1,±.

The integration of higher scales proceed as in §A6.8. In fact, the only real difference we found in the

integration of the first scale was in the calculation of the O(1) terms contributing to z̃−1, but these terms are

absent in the case of z̃j , j ≤ −2, because the second term in the expression analogous to (A6.159), obtained

by contracting on scale j < 0 only one of the fields of δρp,−, is exactly zero. Also in this case, the constants

ν′ω can be chosen again so that the an exponentially decaying bound is satisfied even by the constants ν ′j,ω.

In the analysis of the constants λ̃j and z̃j there is only one difference, concerning the bound (A6.149),

which has to be substituted with z̃−1 − αz−1 ≤ C, in the case j = −1, but it is easy to see that this has

no effect on the bound (A6.154). It follows that the final considerations of §A6.10 stay unchanged and we

get for G̃4
−(k1,k2,k3,k4) a bound similar to that proved for G̃4

+(k1,k2,k3,k4), so ending the proof of the

bound (A6.95).
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Appendix A7. The properties of Dω(p)−1Cω(k,k− p).

In this Appendix we describe and collect a number of properties of the operator Dω(p)−1Cω(k,k − p),

useful in the analysis of the correction identities. We follow the analogue discussion in section §4.2 of [BM3].

Let us consider the quantity

∆(i,j)
ω (k+,k−) =

Cω(k+,k−)

Dω(p)
ĝ(i)
ω (k+)ĝ(j)

ω (k−) =

=
1

Zi−1Zj−1

1

Dω(p)

{
f̃i(k

+)

Dω(k+)

[ f̃j(k
−)

χh,0(k−)
− f̃j(k−)

]
− f̃j(k

−)

Dω(k−)

[ f̃i(k
+)

χh,0(k+)
− f̃i(k+)

]}
,

(A7.1)

where p = k+ − k−. The above quantity appears in the expansion for Ĥ2,1 when both the fields of Tx,ω are

contracted. Note first that

∆(i,j)
ω (k+,k−) = 0 , if 0 > i, j > h , (A7.2)

since χh,0(k
±) = 1, if h < i, j < 0. We will see that this property plays a crucial role; it says that, contrary

to what happens for G2,1, at least one of the two fermionic lines connected to J must have scale 0 or h.

In the the cases in which ∆
(i,j)
ω (k+,k−) is not identically equal to 0, since ∆

(i,j)
ω (k+,k−) = ∆

(j,i)
ω (k−,k+),

we can restrict the analysis to the case i ≥ j.

1) If i = j = 0, (A7.1) can be rewritten as

∆(0,0)
ω (k+,k−) =

1

Dω(p)

[
f0(k

+)

Dω(k+)
u0(k

−)− f0(k
−)

Dω(k−)
u0(k

+)

]
, (A7.3)

where u0(k) is a C∞ function such that

u0(k) =

{
0 if |k| ≤ 1
1− f0(k) if 1 ≤ |k| . (A7.4)

We want to show that

∆(0,0)
ω (k+,k−) =

p

Dω(p)
S(0)
ω (k+,k−) =

p0S
(0)
ω,0(k

+,k−) + pS
(0)
ω,1(k

+,k−)

Dω(p)
, (A7.5)

where S
(0)
ω,i(k

+,k−) are smooth functions such that

|∂m+

k+ ∂
m−

k− S
(0)
ω,i(k

+,k−)| ≤ Cm++m− , (A7.6)

if ∂mk denotes a generic derivative of order m with respect to the variables k and Cm is a suitable constant,

depending on m.

The proof of (A7.5) is trivial if p is bounded away from 0, for example |p| ≥ 1/2. It is sufficient to

remark that ∆
(0,0)
ω (k+,k−), by the compact support properties of f0(k), is a smooth function and put

S
(0)
ω,0 = −i∆(0,0)

ω , S
(0)
ω,1 = ω∆

(0,0)
ω . If |p| ≤ 1/2, we can use the identity

∆(0,0)
ω (k+,k−) = − f0(k

+)u0(k
+)

Dω(k+)Dω(k−)
+

+
p

Dω(p)

∫ 1

0

dt
k+ − tp
|k+ − tp|

[
f ′
0(k

+ − tp)
u0(k

+)

Dω(k−)
− u′0(k+ − tp)

f0(k
+)

Dω(k+)

]
,

(A7.7)
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from which (A7.6) follows.

2) If i = 0 and h ≤ j < 0, we get

∆(0,j)
ω (k+,k−) = − 1

Zj−1

f̃j(k
−)u0(k

+)

Dω(p)Dω(k−)
+ δj,h

1

Z̃h−1(k−)

f0(k
+)uh(k

−)

Dω(p)Dω(k+)
, (A7.8)

where

uh(k) =

{
0 if |k| ≥ γh
1− fh(k) if |k| ≤ γh . (A7.9)

If j < −1, the first term in the r.h.s. of (A7.8) vanishes for |p| ≤ 1 − γ−1, since u0(k
+) 6= 0 implies that

|k+| ≥ 1, so that |k−| = |k+ − p| ≥ 1 − (1− γ−1) = γ−1 and, as a consequence, f̃j(k
−) = 0. Analogously,

the second term in the r.h.s. of (A7.8) vanishes for |p| ≤ 1 − γ−1 − γh, since f0(k
+) 6= 0 implies that

|k+| ≥ 1−γ−1, so that |k−| ≥ γh and, as a consequence, uh(k
−) = 0. On the other hand, if j = −1, because

f̃−1(k)u0(k) = 0, we can write

u0(k
+)f̃−1(k

−) = −u0(k
+) p

∫ 1

0

dt
k+ − tp
|k+ − tp| f̃

′
−1(k

+ − tp) . (A7.10)

It follows that

∆(0,j)
ω (k+,k−) =

p

Dω(p)
S(j)
ω (k+,k−) , (A7.11)

where S
(j)
ω,i(k

+,k−) are smooth functions such that

|∂m0

k+ ∂
mj
k−S

(j)
ω,i(k

+,k−)| ≤ Cm0+mj

γ−j(1+mj)

Z̃j−1(k−)
, h ≤ j < 0 . (A7.12)

3) If i = j = h we get

∆(h,h)
ω (k+,k−) =

1

Dω(p)

1

Z̃h−1(k+)Z̃h−1(k−)
·

·
[
fh(k

+)uh(k
−)

Dω(k+)
− uh(k

+)fh(k
−)

Dω(k−)

]
.

(A7.13)

Since this expression can appear only at the last integration step, it is not involved in any regularization

procedure. Hence we only need its size for values of p of order γh or larger. It is easy to see that

|∆(h,h)
ω (k+,k−)| ≤ C

M

γ−2h

Z̃h−1(k+)Z̃h−1(k−)
, if |p| ≥Mγh . (A7.14)

4) If j = h < i < −1, we get

∆(i,h)
ω (k+,k−) =

1

Z̃h−1(k−)Zi−1

f̃i(k
+)uh(k

−)

Dω(p)Dω(k+)
, (A7.15)

which satisfies the bound

|∆(i,h)
ω (k+,k−)| ≤ C

M

γ−h−i

Z̃h−1(k−)Zi−1

, if |p| ≥Mγh . (A7.16)



appendix a8: Proof of Lemma 7.3. 129

Appendix A8. Proof of Lemma 7.3

Proceeding as in Chapter 6, we first solve the equations for Zh and m̂
(2)
h parametrically in π = {πh}h≤h∗

1
.

If |πh| ≤ c|λ|γ(ϑ/2)(h−h∗
1), the first two assumptions of (7.14) easily follow. Now we will construct a sequence

π such that |πh| ≤ c|λ|γ(ϑ/2)(h−h∗
1) and satisfying the flow equation πh−1 = γhπh + βhπ(πh, . . . , πh∗

1
).

A8.1. Tree expansion for βhπ . βhπ can be expressed as sum over tree diagrams, similar to those used in

§5.5. The main difference is that they have vertices on scales k between h and +2. The vertices on scales

hv ≥ h∗1 + 1 are associated to the truncated expectations (3.30); the vertices on scale hv = h∗1 are associated

to truncated expectations w.r.t. the propagators g
(1,h∗

1)
ω1,ω2 ; the vertices on scale hv < h∗1 are associated to

truncated expectations w.r.t. the propagators g
(2,hv+1)
ω1,ω2 . Moreover the end–points on scale ≥ h∗1 + 1 are

associated to the couplings λh or νh, as in §5.5; the end–points on scales h ≤ h∗1 are necessarily associated

to the couplings πh.

A8.2. Bounds on βhπ . The non vanishing trees contributing to βhπ must have at least one vertex on scale

≥ h∗1: in fact the diagrams depending only on the vertices of type π are vanishing (they are chains, so they

are vanishing, because of the compact support property of the propagator). This means that, by the short

memory property: |βhπ | ≤ c|λ|γϑ(h−h∗
1).

A8.3. Fixing the counterterm. We now proceed as in Chapter 6 but the analysis here is easier, because

no λ end–points can appear and the bound |βhπ | ≤ c|λ|γϑ(h−h∗
1) holds. As in Chapter 6, we can formally

consider the flow equation up to h = −∞, even if h∗2 is a finite integer. This is because the beta function is

independent of m̂
(2)
k , k ≤ h∗1 and admits bounds uniform in h. If we want to fix the counterterm πh∗

1
in such

a way that π−∞ = 0, we must have, for any h ≤ h∗1:

πh = −
∑

k≤h
γk−h−1βkπ(πk , . . . , πh∗

1
) . (A8.1)

Let M̃ be the space of sequences π = {π−∞, . . . , πh∗
1
} such that |πh| ≤ c|λ|γ−(ϑ/2)(h−h∗

1). We look for a fixed

point of the operator T̃ : M̃→ M̃ defined as:

(T̃π)h = −
∑

k≤h
γk−h−1βkπ(πk; . . . ;πh∗

1
) . (A8.2)

Using that βkπ is independent from m̂
(2)
k and the bound on the beta function, choosing λ small enough and

proceeding as in the proof of Theorem 6.1, we find that T̃ is a contraction on M̃, so that we find a unique

fixed point, and the first of (7.16) follows.

A8.4. The flows of Zh and m̂
(2)
h . Once that πh∗

1
is fixed via the iterative procedure of §A8.3, we can study

in more detail the flows of Zh and m̂
(2)
h given by (7.10). Note that zh and sh can be again expressed as a

sum over tree diagrams and, as discussed for βhπ , see §A8.2, any non vanishing diagram must have at least

one vertex on scale ≥ h∗1. Then, by the short memory property, see §5.11, we have zh = O(λ2γϑ(h−h∗
1)) and

sh = O(λm̂
(2)
h γϑ(h−h∗

1)) and, repeating the proof of Lemma 6.1, we find the second and third of (7.16).

A8.5.The Lipshitz property (7.17). Clearly, π∗
h∗
1
(λ, σ1, µ1) − π∗

h∗
1
(λ, σ′

1, µ
′
1) can be expressed via a tree ex-

pansion similar to the one discussed above; in the trees with non vanishing value, there is either a difference
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of propagators at scale h ≥ h∗1 with couplings σh, µh and σ′
h, µ

′
h, giving in the dimensional bounds an extra

factor O(|σh − σ′
h|γ−h) or O(|µh − µ′

h|γ−h); or a difference of propagators at scale h ≤ h∗1 (computed by

definition at m̂
(2)
h = 0) with the “corrections” aωh , ch associated to σ1, µ1 or σ′

1, µ
′
1, giving in the dimensional

bounds an extra factor O(|σ1 − σ′
1|) or O(|µ1 − µ′

1|). Then,

∣∣∣πh∗
1
(λ, σ1, µ1)− πh∗

1
(λ, σ′

1, µ
′
1)
∣∣∣ ≤ c|λ|

∑

k≤h∗
1

γk−h
∗
1−1·

·
[ ∑

h≥h∗
1

( |σh − σ′
h|

γh
+
|µh − µ′

h|
γh

)
+

∑

k≤h≤h∗
1

(
|σ1 − σ′

1|+ |µ1 − µ′
1|
)]
,

(A8.3)

from which, using (6.21) and (6.22), we easily get (7.17).
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Appendix A9. Independence from boundary conditions.

In this Appendix we prove that the limit limM→∞
1
M2 log Ξγ1,γ2AT considered in §7.5 is independent of the

boundary conditions γ1, γ2, in particular we prove that there exist a constants C, c > 0 such that
∣∣∣ log

Ξγ1,γ2AT

Ξ−
AT

∣∣∣ ≤ Ce−cMγ
h∗
2 , (A9.1)

where we recall that Ξ−
AT is the partition function with antiperiodic boundary conditions in all directions

and h∗2 is the scale introduced in §7.4. Note that, if γh
∗
2 > 0, as we are assuming, the propagator g(≤1) of

the ψ field has a mass O(γh
∗
2 ). The analysis of this Appendix is based on the analogue analysis in Appendix

G of [M].

By using the construction and the definitions in §3.2–§3.3, we can write

log Ξγ1,γ2AT =

∫
P (1)
γ1 (dψ(1), dχ(1))P (2)

γ2 (dψ(2), dχ(2))eλ̃V (ψ,χ) , (A9.2)

where P
(j)
γj are defined as in (4.28) with Pσ(dψ) in the l.h.s. of (4.28) replaced by P (dψ) and the γj–boundary

conditions replacing the antiperiodic ones.

Proceeding as in Chapter 4 and 5, we see that log Ξγ1,γ2AT can be written as sum of terms of the form∑
x1,...,xn

Wγ1,γ2(x1, . . . ,xn), with xi varying in [−M2 , M2 ]× [−M2 , M2 ] and the W are truncated expectations

for which a Pfaffian expansion like (4.14) holds. Note that W (x1, . . . ,xn) is periodic with period M in any of

its coordinates, for any γ1, γ2; this follows from the fact that there is an even number of ψ, χ fields associated

to any xi. Moreover W (x1, . . . ,xn) is translation invariant, so that we can fix one variable to the origin 0,

for instance x1: ∑

x1,...,xn

Wγ1,γ2(x1, . . . ,xn) =
∑

x1,...,xn

Wγ1,γ2(0,x2, . . . ,xn) . (A9.3)

We can write
∑

x1,...,xn
W as

∑∗
x1,...,xn

W+
∑∗∗

x1,...,xn
W , where

∑∗
x1,...,xn

is over the coordinates xi varying in

[−M4 , M4 ]× [−M4 , M4 ] and
∑∗∗

x1,...,xn
W is the rest. Then

∑∗∗
x1,...,xn

W is O(e−cγ
h∗
2M ), as in W there is surely a

chain of propagators exponentially decaying connecting the point 0 with a point outside [−M
4 ,

M
4 ]×[−M4 , M4 ].

On the other hand in
∑∗

x1,...,xn
W we can use the Poisson summation formula, stating that

1

M

M−1∑

n=0

f(
n2π

M
+
απ

M
) =

∑

n∈Z

f̂(nM)(−1)αn , (A9.4)

where f is any smooth 2π-periodic function and α = 0, 1. From (A9.4) we find, if gΛM ,γj (x) is the propagator

corresponding to Pγj (dψ
(j), dχ(j)):

gΛM ,γj (x)(x − y) =
∑

n∈Z2

(ε′j)
n(εj)

n0g(x− y + nM)
def
=

def
= g(x− y) + δgγj (x− y) ,

(A9.5)

where g(x) = limM→∞ gΛM ,γj (x), independen of boundary conditions. Note that the only dependence on

boundary conditions in the r.h.s. of (A9.5) is in δgγj (x − y) and it holds, if |x− y| ≤ M
2 , |x0 − y0| ≤ M

2 :

|δg(x− y)| ≤ Ce−c2γh
∗
2M , (A9.6)

with a proper constant c2. Hence all the terms in
∑∗

x1,...,xn
W with at least a δg(x − y) are exponentially

bounded, while the part with only g(x− y) is independent from boundary conditions (and it cancels in the

expansion for log(Ξγ1,γ2AT /Ξ−
AT ). This proves (A9.1).
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