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Abstract
In this paper we state some existence results for the semilinear elliptic
equation —Au(z) —Au(z) = W(z)f(u) where W (zx) is a function possibly
changing sign , f has superlinear growth and A is a positive real param-
eter. We discuss both the cases of subcritical and critical growth for f,
and prove the existence of Linking type solutions.

1 Introduction.
Let us consider a semilinear Dirichlet problem of the kind

—Au(z) — Mu(z) = p(z,u(z)) in Qc RY,
(1.1)
u(z) =0 on 0.

where A is a real parameter, p is a sufficiently regular function on Q x R and Q
is a bounded domain of RY, (N > 2) with a smooth boundary 9.
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It is well known that, under a suitable assumption of superlinear subcritical
growth at infinity for p in the u variable, and in case that P(z,&) = fog p(x, s)ds
is positive, (1.1) has positive solutions if A < A1, the first eigenvalue of the Lapla-
cian in H} (). These solutions are found through the Mountain-Pass Theorem
by Ambrosetti-Rabinowitz [4], while, for A > A1, Rabinowitz proved (see [19])
the existence of Linking type solutions, which in general can change sign. Al-
ways in the case that P is positive, an extensive literature has been developed
if the growth B of P is critical, that is the exponent of its superquadratic
behaviour at zero and at infinity is given by the Sobolev critical exponent
g=2"=32 (N=>3).

In this setting we only recall the pioneering paper by Brezis and Nirenberg
(see [12]) where it was proved that there exists A* > 0 such that if \* < X < Ay
there exists a positive solution to (1.1). In this paper \* = 0 if N > 4. Some
existence results, for A > A, were estabilished in [13],[14], where P(x, &) = |¢|*".

On the other hand, in the framework of the subcritical growth (i.e. 8 < 2*),
when the assumption on the sign of P falls, some important results were obtained
in [7],[8], in case that P(z,&) = W(x)F(£), where W changes sign, F (&) = |€]°
as well as for more general elliptic operators including the Laplacian, and for
more general choices than the power function |¢|°.

In the same period Alama and Tarantello stated in [2] some more general
results (always for the pure Laplacian case) in order to find positive solutions
of (1.1) in case that \; < A < A*, with A* suitably near to A;. In the following
many other interesting papers were devoted to the existence or nonexistence
of (possibly infinitely many) solutions of problem (1.1), either in the case that
A € [A1, A*], or also for every A, in case the nonlinear term satisfies some
oddness assumption (see [3],[1], [6],[2],[5])-

A recent result concerning all the possible choices of A different from any
eigenvalue of the Laplacian, under some rather general assumptions, has been
stated in [20].

The aim of this paper is twofold. From one side we extend the results by
Rabinowitz for Linking type solutions of (1.1) in case that P(z,&) = W (z)F(§)
with W changing sign and F having superquadratic growth 8 < 2*. On the
other hand we also consider, for the same choice of W changing sign, the case
of critical growth. In this case, the only results at our knowledge are due to
Alama and Tarantello in the case P(x,u) = W(x)lu|>" with W changing sign
(see Theorem 4.1 of [2]).

Suitably reinforcing the assumptions given for the subcritical growth we
obtain some existence results for any A > A;. In this case we are able to prove,
as well as in the subcritical case, the boundedness of the Palais—Smale sequences
{un}, but it is well known that the lack of compactness of the embedding of H}
into L2 does not allow to prove the compactness of {u,} in the critical case.

However, using some known techniques, it is possible to estimate the level ¢
of the associated functional I where the Palais—Smale condition fails. Indeed we
will prove that, below a suitable level, the PS condition is restored (see section
5). At this stage, using the same Linking structure of the subcritical case, we are
able to deduce the existence of at least one solution if we show that its energy
level is less than some suitable constant c¢*. In order to prove this estimate we




were inspired by the arguments carried out in [13]. We point out that the same
geometrical conditions which provide a ”Linking structure” for the associated
functional I play a crucial role to show that I is actually controlled from above
by the level c*.

2 Statement of the Main Results.
We consider the following problem

—Au(z) — Mu(z) = W(x)f(u) in Qc R,
(2.1)
u(l‘)|ag =0.

where W € C(Q) is a changing sign function. Let 0 < A\; < Az < ... <\ <
Ak+1 < ... be the sequence of eigenvalues of the operator —A with respect to
the zero boundary conditions on €. As it is well-known, each eigenvalue Ay
has a finite multiplicity, which we choose to be coinciding with the number
of its different indexes. So let us call X}, the (k-dimensional) subspace of the
Sobolev space HE(§2) spanned by the eigenfunctions related to {A; ... A\x} with
A < Agt1. We only consider here the case A > A; (for the case A < A; see
[2],[18]). Finally f € C°(IR) and put

Ft) = /O f(e)de VteR.

and, for N > 3, 2* = % We will prove the following theorems

Theorem 2.1 Let us assume that the following conditions hold:

ft)t > BF(t) VteR. (2.2)

IFO < Clt)°~ VteR, for some 3 € (2, 2%). (2.3)
Moreover if k is the positive integer number such that X € [Ag, Aky1), let W

verify the following assumptions:

W (f(t)t — BF(t)) <~|t|> Vt> R >0 sufficiently large (2.4)
for some v € (0, (g - 1) (Mgt1 — A))

where W~ = max{W~(z) : x € Q}.
Furthermore let us assume

meas{r € : W(zx) =0} =0, (2.5)



W*(z) # 0, (2.6)

/W(x)F(v(a:))dw >0 Vv € X, (2.7)
Q

35 e X\ {0} : /QW(x)F(v(:r))dx > Ch /Q |v(x)|’6 dz,Yv € X, @ span{v},

(2.8)
with ||v|| > R.

Then problem (2.1) admits a nontrivial solution u.

Remark 1 A condition similar to (2.4) was introduced in [15] in the context
of periodic solutions of Hamiltonian Systems and plays a crucial role in the proof
of Palais Smale condition. Indeed in case that W~ and (F'(u)u — SF(u)) are
both strictly positive (otherwise (2.4) is trivially verified) the inequality gives a
relation between the negative part of W and the difference in homogeneity at
infinity of the function F. For example one can choose F(u) = a1 |u|® + az|u|?,
where here a1 > 0 can be choosen as an arbitrary positive number, while as > 0
still can be taken as an arbitrary positive number if § < 2 or as v in (2.4) in
case 0 = 2.

Theorem 2.2 Let all the assumptions of Theorem 2.1 be satisfied with 3 = 2%,
and let N > 5. Let F be convex and let us require that

W e C3(Q), (2.9)

lim awf (552;N> = |s|* 25,  uniformly w.r. to s € R, (2.10)

o, 021 /LQZN u- N2
. N—2 @ — _
lim 47 N [f <(1 N_2 ) - (1 N+21 pN 1dp = 0.

n—0 0 (1 + p2)7 + p2) 5 + p2) 3
(2.11)
Then problem (2.1) admits a nontrivial solution u.
Remark 2 Note that (2.2) implies , for § € (2, 2*]
F(t) > CJt|® for |t| > R sufficiently large. (2.12)

Remark 3 Let us point out that, in general, one cannot exclude that the
solution u in Theorems 2.1, 2.2 can change its sign, differently from the case of
Mountain Pass solutions.

Remark 4 Let us note that if one chooses f(t) = t[t|* ~2 then the ”tech-
nical” conditions (2.10), (2.11) as well as, obviously, all the other conditions
(2.2)-(2.4) (even in case that 2* is replaced by 5 € (2, 2*)), are indeed satis-
fied.

Remark 5 A condition of the same kind as (2.11) appeared in [12], section
2 (2.44).



3 The Boundedness of Palais-Smale sequences.

We are going to find the solution to problem (2.1) by looking for (nontrivial)
critical points of the functional

I(u) = %/ﬂ |Vu|*dx — %/Quzdx — /Q W (z)F (u)dx u€ H}(Q). (3.1)

In order to prove Theorem 2.1, we will first state that I satisfies the Palais—
Smale condition. On the other hand, in the case § = 2%, it can be shown that
there exist some levels of I where the Palais—Smale condition does not hold.
Nevertheless, for all 8 € (2,2*] the boundedness of Palais—Smale sequences is
guaranteed. We recall the following

Definition 3.1 We call {u,}, C H}(Q) a Palais—Smale sequence for the func-
tional I if
{I(un)} is bounded and{I'(u,)} — 0 in H~(Q). (3.2)

Now one can state the following

Proposition 3.2 Under assumptions (2.2),(2.4),(2.5), any Palais—Smale se-
quence for the functional I is bounded.

Proof
Actually the properties of a Palais-Smale sequence {u,} can be esplicitely writ-
ten as

1
Ch < 3 (||Vun||§ — )\||un||§) f/ W (z)F(up)dx < Cs for some C1,Cqy >0
Q
(3.3)
and
sup {/ Vu,V¢ dx — )\/ Up¢ dx — / W (x) f(un)o dx} — 0,
{peHL, [o|Ve|2da=1} L/Q Q Q
(3.4)
as n — oo.

Then, by (2.2),(2.4),(3.3),(3.4), one gets, for some {g,} — 07 and some Cg
(depending on the number R in (2.4) and (2.12)),

/ |Vun|2dx:)\/ uidw—i—/ W () f (un)undz + e, (/ |Vun|2dx> > (3.5)
Q Q Q Q

zx\/uid:v—&—ﬂ(l/|Vun2dar—>\/uidx—02>—
Q 2 Ja 2 Ja

2
_»y/uidx—i—CR-i-En (/ |Vun|2dx> .
Q Q

Let us split now u,, into the sum

Uy = vy +w, With v, € Xp, w, € Xj-. (3.6)



Thus, if {e;,...,ex} is an (orthogonal) basis for X}, one has

k
Up = Zt;ei for some t{, € R, i = 1,..., k. (3.7)
i=1

Then (3.5),(3.6),(3.7),and the variational characterization of A\y41, that is

Vol|?d
Moyl = min 1;2'712"96 (3.8)
vexi\{oy [ vide

yield, using the Poincare’ inequality,

[%4—(5/2—1) (1 A ) 2l }/Q|an|2da:§ (3.9)

Akt1 Akt1

k n
<(3/2- 03O - NG [ ddrta Y (6) [ daw e
i=1 £ i=1 Q2

At this point, taking into account the choice of v in (2.4), one easily deduces
from (3.9) the relation

k k
/ Vw,[Pde < K1 Y ()2 (A= X)) + K2 > _(t,)% + Ks, (3.10)
Q

=1 i=1

for some positive constant numbers K1, Ko, K3.
Let us prove now that {t,},, is a bounded sequence for i = 1,..., k. By contra-
diction, let us suppose that, putting

T, = max Vn € N,

N

EEREE)

the sequence T;, is unbounded, so , at least for a subsequence, {T},} — +oo as
n — oo.

Therefore the sequence {w,/T,} is bounded in H}(Q), so a subsequence, also
named {w,, /T, }, weakly converges in H{(£2). Let us put

h(z) = lim (T},) tw, weakly in HJ(9). (3.11)

n—oo

On the other side there exists an index [ € {1,...,k} such that |¢},| = T}, for
infinite indexes n € N. So, up to a subsequence,

k

k
Z(%)(Tn)*lei — ZTiei in Hy(Q)

i=1 i=1
with |77] = 1. We claim that

8
# 0 on a subset of Q with positive measure.  (3.12)

k
h(z)+ > miei(z)
=1




Indeed, if (3.12) did not hold, taking into account that
/anVeidxzo VneN, Vi=1,...,k (3.13)
Q

one would get from (3.11),(3.13), the relation

k
Z(Ty/ |Ve;|2dz = 7/ |Vh|2dz = 0,
i=1 Q Q

which would imply 7, = 0 for ¢ = 1, ..., k, which is a contradiction with the fact
that |7;| = 1. Thus (3.12) is proved.

Let us choose now a sequence {1, } in H}(Q) defined as

k
)Y (thei + wn)d (3.14)
i=1

where 9 is a suitable non-zero regular function with a compact support in Q
which will be better specified in the following. Since {¢,,} is bounded in H}(Q),
from {I’(u,)} — 0 and (3.13), one gets in H~1(Q),

_1/QanV1pnda:—)\(Tn)_l/gwnwnd:c = (3.15)

:—/W (Ztez+wn)wndx+nn with 7, - 0in R.

Let us note that (2.5) implies that at least one of the relations

B

x) + Z riei(x)| W (x) > 0 on a subset of supp W with positive measure
(3.16)

B

x) + Z Tiei(x)] W™ (z) > 0 on a subset of supp W~ with positive measure

(3.17)
must hold.

If, for example, (3.16) holds, one chooses ¥ # 0 in (3.14) as a regular non
negative function, with supp ¥ C supp W™ such that one has

k B
[ W@ | + 3 ne)
supp w+ i=1

dz > 0. (3.18)
Then (2.12) and the very definition of 1, yield, for some positive constant
numbers K3, Ky,

/ W(x <Zt e+ wn> Ypdr = (3.19)



= (T)? /supp - Wt(z)f (Z the; + wn) (Z the; + wn) () do >

B
> Kg(Tn)*2/ W (z)y(x) zk:t;ei +wy| dr— Ky =
supp w+ Py
2 th Wn ’
= K [ W) ; Tt 22 de— Ky
where, by (3.18)
B

kg
ZT—" —n dx — K5 >0asn— +oo

by = /
supp W+

On the other hand, all the terms of the first member of (3.15) are bounded as
n — 00, which is a contradiction with (3.20) since 8 > 2 in (3.19).

In case that (3.17) holds, the argument is quite similar: only one has to replace
W+ with W~ and « as in (3.18) with a non-zero regular non positive function
¥ with supp 1/) C supp W~ and such that

(3.20)

B
k
/ W= (2)d(x) |h(x) + Y miei(r)| dz <0,
supp w- Py
Therefore {t! },, is a bounded sequence for i = 1,..., k, hence {w,} is bounded
in H}(Q) by (3.10), then {u,} given by (3.6),(3.7) is a bounded sequence in
HLQ). O

4 Proof of Theorem 2.1.

The proof of Theorem 2.1 relies on the following Linking Theorem by Rabinowitz
(see [19])

Proposition 4.1 Let E be a real Banach space with E = E1 ® FEo, where Fs is
finite dimensional. Suppose J € CY(E;R) satisfies the Palais Smale condition
and the further assumptions

(J1) 3p,a0 > 0 such that J(v) > a Vv € Ey:||v|| = p,

(J2) J(v) <0 Yv € Ey,

(J3) 3o € Ey and R > p such that J(v) < 0V v € Ea®span{t} with ||v| > R.
Then J possesses a critical point w #Z 0 such that

c=J@) = }ILIEI{—“ 1;116% J(h(v)) (4.1)



where o
Q=(BgNEx)a®{ro:0<r <R}

and

I'={heC(Q,E):h=idon dQ}.

Remark 6 Actually the precise characterization of ¢ given by (4.1) is not rele-
vant when dealing with the subcritical case (except for the fact that it guarantees
the nontriviality of the solution).

On the contrary, in the critical case (see Proposition 6.6), this characterization
plays a crucial role. Indeed one can prove that Proposition 4.1 still holds if the
PS condition is verified only in a neighborhood of the critical level c. This fact
will allow us to apply Proposition 4.1 after estimating level c.

At this point one can state the

Proof of Theorem 2.1

First of all one has to prove that the functional I verifies the Palais-Smale con-
dition on H}(Q). As 8 < 2%, this is a consequence of Proposition 3.2 and the
strong convergence of a subsequence of a Palais-Smale sequence. At this point
one applies Proposition 4.1. Precisely let us take J = I, E = H}(Q), B; =
(X)t, By = Xj.. As for (J1), it is easy to conclude that (2.2),(2.3),(3.8) imply

1 A
) > 5 (1_ >02 ~ 0’ Ve Bl =,
2 Akt1

then, as § > 2 one gets
I(v) > a >0 Yv € Ey, ||v] = p > 0 sufficiently small.

As for the proof of (J2), it is an obvious consequence of (2.7). Finally, let us
verify (J3). Let us choose ¥ as the function v as in (2.8). From the equivalence
of all the norms in the finite-dimensional space Es @ {0}, one obtains, for some
C >0,

I(v) < C([ol* = [lol?) Vv € B @ {3}, ol 2 R

which yields (J3) for R > R and 8 > 2. O

5 The behaviour of Palais—smale sequences in
the critical case.

In this section we consider the case 3 = 2* = % and N > 5.

It is well known that, since the embedding of H}(2) in L?" () is not compact,
the Palais—Smale condition for the functional I does not hold in general. In the
next remark we state this more precisely.



Remark 7 Let us consider the sequence

N-—2

[N(N_Q)] 4N—2 T N2 N_2 (51)
(# +lz—120]2)" 2 nz W(xg) 7

up () = ¢(z)

with zg € supp(W™), ¢ € C°(Q) and ¢ = 1 in B(zo,r) where 0 < 7 <

dist (xg, 00). It is easy to verify that I(u,) — +S% —Lx— (here S denotes
W(zo) 2

the best Sobolev constant), I'(u,) — 0 in H~! and u, does not admit any
strongly converging subsequence in H{(2). This shows that the Palais-Smale

condition does not hold for the functional I at the level ¢ = 5 > — 1 for

W(zo) 2

any ro € supp(WT).

In the next proposition, which is an easy generalization of some known results in
literature (see e.g, [9], [16],[17],[21]), we prove that below the levels ¢ considered
in Remark 7, the Palais—Smale condition holds for I.

Proposition 5.1 Let us assume the same assumptions of Proposition 3.2. Sup-
pose that F' is conver and (2.10) holds. If

1 1
c<yS =
W |oc®

vz

+ I(u) = c* + I(u), (5.2)

for any solution u of (2.1), then the Palais—Smale condition holds at level ¢, i.e.
any PS sequence {un} s.t. I(u,) — ¢ admits a strongly converging subsequence
in H(Q).

Proof

We will prove that, if {u, } is a Palais—-Smale sequence with I(u,) — ¢, which
does not admit any subsequence strongly converging in H}(2), then

; (5.3)

for some ug solution of (2.1). We follow the same argument of [9], section 1. By
Proposition 3.2 we have that

[unllz@) < € and < C, VYn € N. (5.4)

/Q W () F(uy)da

So there exists ug € HE(Q) such that, up to subsequences,

up — ug  weakly in H(Q)
un, — ug  strongly in L(Q), for any ¢ € [2,2*[ (5.5)

U, — ug almost everywhere in €.
Therefore ug is a solution of (2.1). Let v, = w, — ug. Since, by contradiction,

10



{un} does not admit any subsequence which converges strongly to ug, we have
that [, |Vu,|2de > « > 0. At this point, proceeding as in [9], we can find two
sequences a, € ) and €, \, 0 such that

dist(an, 08)

lim ———=—— = 400 (5.6)
and
/ |V, [2de > a >0 (5.7)
an+en2

N-2
Set U, (x) = en? vn(epz) and Q, = Q;% From (5.6) we obtain that, for any
compact set K C RY, there exists ng € N such that for any n > ng we have
Q- n
K c e
By standard computations we get, for any compact K ¢ RY,

N+42

—Av, = V[/(Enaj + an)€n2 f ( 11\]7?2 > + gn, with g, — 0 in H_1<K) (5'8)

En’
Since [ [VO,[2de = [o|Voa|dz < [ [Vuu’dz + [, [Vuo|*dz < O, we
deduce that

o, — U weakly in DV2(RY) = {u e L7 (RY): / |Vu|?dx < +oo} . (5.9)
RN

Finally, from (2.10) we can pass to the limit in (5.8) and so U solves the problem
—AU = W(ap)|U]* 20 in RY, U e DY3(R")

with ag = limy,— e @n, ag € Q.

Arguing as in [9] it is possible to deduce that @, — U strongly in H},.(R"Y).
From this and (5.7) we get that U # 0.

Now we claim that W(ag) > 0. Actually, since u € D»?(R") we have that
W(ag) > 0. If W(ao) = 0, U is a harmonic function in RY thus it does not
admit any maximum or minimum in RY . But this yields a contradiction with
U e DY2(RY). Let us set

N—2

U=W(ag) 7 U (5.10)

which verifies .
—Au = |u|¥2y in RY

(5.11)
u € DM2(RY)
Since 7, — % weakly in D2 (]RN), we have
W(ao) 4
1 __
liminf/ |V, |*de > 7N_/ VU |?dx, (5.12)
n—oo Jqo. W(ao) 5 RN

11



then

lim inf {/ (IVun > = Au2) dx] > liminf/|V11n|2dx+/|Vu0‘2da;—/\/u%dx >

(5.13)

a()) 2

Moreover, by Brezis-Lieb Lemma (see [11]), by the convexity of F, one has

/ W (z)F (up)dx = / W(x)F(vn)d:ch/ W(z)F(up)dz +o0(1).  (5.14)
Q Q Q
Finally, using again (2.4) and by (3.4)

N =2 N =2
/QW(:U)F(vn)dx =S /Q W () (o) ndat o(1) = == /Q Vo 2dz + o(1).

(5.15)
Hence, by (5.12)-(5.15) we get

c= 1/ |V, |?de — é/uidx - /W(x)F(un)d:c > (5.16)
2 Ja 2 Ja Q

1 N -2
> - 2 _ 2 >
> I(ug) + 2/Q|an| dx 5 /Q|an\ dx +o(1) >

" 1 1
(W] *7* N gy

1

_ 1
> 2 > -~ 2
> I(uo) VU|[*dz > I(uo)Jr”WJr”N;Q N/]RN VU |dx

where Up is the unique positive solution of (5.11). The last inequality follows

by the known fact that

infuee (3 [pn [Vul?de — & [ [uf* dz)

where C = {u is a solution of (5.11)}, is achieved at u = U.

N
2

Since [n [VUo[?dz = Sz, then (5.3) follows. 0

6 Proof of Theorem 2.2

In this section, we start by estimating the critical level of the functional

I(u) = %/Q(|Vu|2—)\u2)dx - /QW(:U)F(u)dx (6.1)

obtained via the Linking theorem.
Let us assume that ||[W|l. = W(0) and B(0,2) C supp W* N Q. Let us denote
by

IN(N = 2)p "%
1 N—-2 /’L > 07
W(0)77 | + |22

Up(z) =

12



and ¥, (z) = ¢(z)U,(z) where ¢ € C§°(B(0,2)), ¢ =1 in B(0,1).
In this section we assume N > 5. Let X be the k-dimensional vector space
considered in Theorem 2.1 and Pj the projector on X ,i- and set

U, =P, (6.2)
One can get the following

Lemma 6.1 The following estimates hold

Sz

JL I = s 0 (63
/W U da /W ) de+0(u =), (6.4)

Q
| = 00, (6.5)
s = 0655, (6.6)

N-—2
/quidx = kip+0(u2). (6.7)
Proof

See [13], Remark 2.4. |

Lemma 6.2 Let us assume (2.10), (2.11) and let W € C3(Q). Then the fol-
lowing relation holds

o N
W(x p)dr = —————587 + ¢(N)AW(0) i + o(p). 6.8
[ St AW O o). (68)
Proof
Let us look at the identity
th . . th
/ W(z )dx = 7/ W(x)\pfjda:+/ W (z) (F(t\IJM) - \If{j) dz.
B Ja Q B
(6.9)

N
2

Set Cny = (N(N — 2))z. Then, by Taylor’s formula (recalling that 0 is the
maximum point for W), one has

N N W(z)
0 z/qufﬁd:c = u2C / — Y _dr = 6.10
) Q (2) " pooN B(0,1) (1 + |z]2)N ( )

N XTi;Ts5
WO)u> Cy S —(J / L B
(©) o) TR v Z axlax] o L)Y

13



N
n2

Z / PW (¢ iy,
! PRI CRY 8%8@81} (p+ 2PN

for a suitable & belonging to the segment joining 0 and . We have the following
asymptotic estimates

N 1 1 N
“7/ de = O [ e +0Y), G
B (= [z N ry (w4 22N (1), ( )
. 2
T N / 22
= SAW(O)wn |t pdato(p),
Z: 033] / Bo,1) (1 + |zH)N 2 (O)wn v (1 + 22N (1)

N
2

(6.12)
where wy is the (N — 1)-dimensional measure of SV~=1, and
T TiTT
H2 L lk 3
de = O(u?). 6.13
| zk:l/on@x@mﬁxk(uﬂxl) Wh. (61
i.J,
So (6.10) becomes
- Cn 1 AW (0)
Wx\I'ﬁdxz/ ~——dx + C(N i+ o(p) =
Ly = [ G W N Es oW
(6.14)
1 N AW (0
= ——5=557 +C(N) (JV)M+O(M)-
w(0) =z wW(0)=

Now, by (2.3)

/QW(x) (F(\ifﬁ ) — i\pf) o = /B(O’U W(x) (F(\TIH) _ gwllj) d. (6.15)

Let us prove now that

lim fB(0,1) W(z) (F(‘il#) - F\I’g) dx

n—0 2

= 0. (6.16)

t?

By (2.10) we have that [, , W (x) (F(\TIH) -z \1/5) dz — 0as p — 0. Hence,
by De I'Hopital rule

=~ B
 Jren W) (F( “)—%\pg) dz
lim =
pn—0 u
On \' T N2 C
I w2 N I
= lim Wiz) | f t( N) ~ 3 t( )
2 J o ”[ < 7o) Grepss) o
N -2 N_6 lz|? — 1 B t’8<CN )QJN N2 lz|? — 1 dr —
z )y AW/ 2" G )



2

Cn >N4 . N—2 /x/lﬁ p?—1
L lim =2 w AV ———x
<W [t ; (VHp, /1 )(1+p2)7

N—2 o N+42 9
W (0) (14p2)°= W (0) (14 p2)"2"
Setting by = t (%) ", by (2.11) we obtain (6.16).
Then, by (6.9)—(6.14) and (6.16), we deduce

)

z
S

- o N
/QW(;Z:)F(\IIM)dx = =S

In order to get (6.8) we have to evaluate

1
</Q</0 f(\Il#—TPk\IJ#))Pk\II#dT> do <

Y1 P, | da

+ C(N)AW(0)p + o(p).  (6.17)

/Q (F(\I!M) - F(\TJH)) dz

1
< c/ dT/(\\Ilu
0 Q

gc/ 0,12 Y Pe¥ ] odr + /\Pk\IIH|2*dx.
Q Q

2% —1 2% —1
+ 7 ‘P]@\I/#

Recalling that
N-—2
[Pe¥plleo < Cp7

(see [13] formulae (2.14), and (6.5) of the present paper) one gets

N-—-2

< eptT o (6.18)

F(0,) - F(\i/u)dx
Q

From (6.17) and (6.18) we deduce (6.8). O

Lemma 6.3 If pu is sufficiently small, then, for t < const and N > 5, one has

() = %/ﬁ)avuwwﬁqumu%m - /QW(x)F(\IIM)dx — (6.19)

1 1

Proof We recall that W(0) = [|[WT| . From (6.3),(6.7) and (6.8) we get for
N >4

I(tv,) = i S% — f S% + (C(NYAW (0) — Mk1)p + o)
T2 wo) T Bw) R ' '
Since & — &2 < L and AW(0) < 0, we get (6.19). O
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Lemma 6.4 Letu € X3 ®tV, and p < const. If u = up +tW,, up, € Xy,
then
lim I(ug +t¥,) = —oo uniformly w.r. to . (6.20)

t—o0

Proof Let u = Zle aje; +t¥, with a; € IR. Arguing as in the proof of
Theorem 2.1, by (2.8) we get

I(u) = ;/ (|v O aiei + )7 = A aie; + 10,7 )dx— (6.21)

_/ W (@) F(Y ase; +10,)dz <
Q
< cx (Za? +t2> - c/ |Zaiei —|—t\I/H|2*dx <
Q
< C,\(Zag—FtQ)—C(Za?—&-tQ) — —oo ast — 00.

o
m‘*

a

Lemma 6.5 Let u = uy +t¥, € X ®tV,. Then, for p small and for any
t e R

N(N—2)

W(x)F(u)dr > [ W(x)F(tV,)dz + % W (x)F (ug)dx — cltﬁu VT
Q Q Q
(6.22)

Proof We closely follow the argument of the proof of Lemma 2.2 in [13]. For
some 6 € [0,1]

(6.23)

u)dx—/W(x) (tv,) daz—/W (ug)dzx| <
Q

1
< ||W\|<,o/O dT/Q|Tuk+9t\1/u|2*—2t\1:muk|dx <

< ol [ 10?4l [ fevplar) <
Q
<c ( ukdx) /|t\11u\2*71dx+ (/ up dz) /|t\IJ,u|dz < (by (6.5) and (6.6))
Q
2% -1
2*—1 T N2
ukdﬂc t u e ui “dx tp 2 <
Q
G
2

1
C . .
(x) < (/ ukda:> 2y e ZO up dx + Cot? ,u% <
Q Q

16



Co N(N-2)
2w de + et p el

Q
Here Cj is the same constant appearing in (2.8). Then we have

/ W(z)F(u)dx > / W(x)F(tV,)dz + / W (z)F (uy)dz— (6.24)
Q Q
o N(N-2)
—— [ “dx — it pENFT
2 Q
and (6.22) follows by (2.7). O

Now we can prove the above mentioned estimate for I

Proposition 6.6 For i small enough we have, for N > 4
1 1
sup I(U) < W*S%

(6.25)
VEXE® [V, [WH|oZ N

Proof As in Lemma 2.5 of [13] let us first consider the case A # Ag. Let us
split w = uy +tV, with ux € X, and let A = max{\ such that A\, < A}. By
Lemma 6.4 we can suppose that ¢ is bounded. Using (2.21) of [13] we have

A— 1
I(u) < u/uidgwfﬂ/ (V> = A02) do — (6.26)
2 Ja 2 Ja !

2

W (x)F(up +tV,)dx + co </ uidm) u¥.
Q

Q

_ PR
Let us set A(ug, p, c2) = ()‘;A) Jou 2dx + o (fQ uidx) 2 1 and point out

that

C% N-—2

A P} Pl S - = 2 .
(vt 1 e2) < 5=

If % Jo W (@) F(uy)dz > at? p SN , by Lemma 6.5 we get
/ W(x)F(u, +t9,)dz > / W(z)F(tV,)dx
Q

and then, by (6.19), (6.26) becomes

2

1 2 2 2 (651 N2—2 .
I(u) < 5! /Q (IVE,[* = \V2) do — i W (2)F(t,)dx + ﬂ _
(6.27)
=L LY AW o) < gy ¥
[WH[lo” W+ ]|o2

E)n tl)ne other hand if € [, W (z)F (uy)dz < cth*pN2(N+4> we have, by (*) of
6.23

/W(x)F(t\I/M)de/W(x) u)dr— /W (ug)dz+Cy (/ uidm) t2*_1uN4‘2+
Q Q Q

(6.28)
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C . .
=0 ui dx + Cot* p
4 Jo

1
2
S/W(x) d:c—f/W F(ug)dz+Cy (/ u%dx) 21,5 1 2 Y <
Q Q
1 2
/W u)dz+Cy (/ ukdx> I =5 —|—c,u2 < (/ Wz F(u)dx+cMIV2N+24N+Ng) =

/W u)dxr + o(p).

N
2

<

Hence (6.26) becomes

1
I(u) < §t2/ (IVY,|> - )\\I/idx) —/ W(x)F(ug +t0,)dr + A(ug, p, c2) <
Q Q

(6.29)
1
<I(tY,) +o(pn) < 7NS 2
W lo?
If A = A the claim follows in an analogous way (see [13]). O

Now we are in the position to give the

Proof of Thorem 2.2 We will apply Proposition 4.1 with the choices E; =
X @ [V,] and By = Ei-. Actually one has two possibilities.

The first one is that € given by (4.1) is a critical value of the functional I, i.e.
there exists @ such that I(z) = ¢ and @ is a nontrivial solution of (2.1), thus
Theorem 2.2 is proved.

Otherwise, if ¢ is not a critical value one would have the following statement

Jug # 0, with I(ug) # ¢ s.t. ug solves (2.1), (6.30)

thus still Theorem 2.2 would be proved.
Actually, if (6.30) was false, then by Proposition 5.1 (where u in (5.2) would be
given by the only trivial solution v = 0, so I(u) = 0) one would get € given by
(4.1) as a level where any PS sequence admits strongly converging subsequences,
since, by definition,

¢ <sup{l(v) : ve X, ®[¥,]}

and (6.25) holds. Therefore, as a consequence of Proposition 5.1 (see Remark
6), @ would be a solution of (2.1) which contradicts the hypothesis we started
with. O
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