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Abstract. In this paper we study the typical profiles of a random field Kac model. We
give upper and lower bounds of the space scale where the profiles are constant. The results
hold almost surely with respect to the realizations of the random field. The analysis is based
on a bloc–spin construction, deviation techniques for the local empirical order parameters
and concentration inequalities for the realizations of the random magnetic field. For the
upper bound, we exhibit a scale related to the Law of the iterated logarithm, where the
random field makes an almost sure fluctuation that obliges the system to break its rigidity.
For the lower bound, we prove that on a smaller scale the fluctuations are not strong
enough to allow this transition.

1 Introduction
In this paper we consider a one dimensional spin system with a ferromagnetic two

body Kac potential and a stochastic external magnetic field. Problems where a stochastic
contribution is added to the energy of the system naturally arise in condensed matter
physics where the presence of impurities causes the microscopic structure to vary from
point to point. A lot of work was dedicated to the subject of spin system with random
magnetic field, let us mention [2], [3], [4], [5], [6],[8], [10], [12], [14], [15], [16],[17], [20],[24],
[29].

The Kac potentials are functions Jγ(r) which depend on the scaling parameter γ as
Jγ(r) = γJ(γr). The equilibrium statistical mechanics of these systems in absence of
stochastic external field is well known. In the limit γ ↓ 0, it is possible to explicitly derive
the thermodynamic potentials, prove the existence of a critical temperature and give a very
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natural and transparent explanation of the phenomenon of spontaneous magnetization in
ferromagnetic systems [18], [21]. It is also possible to analyze the limit Gibbs states, but
since the direct interaction between any two given spins vanishes when γ ↓ 0, in order
to get non trivial limit distributions, it is useful to introduce the so called block-spins,
that are space average of spins over regions whose size diverges as γ ↓ 0 and describe the
configurations of the system in term of these magnetization profiles. In the one dimensional
case, this analysis [11] for Ising spin and [7] for more general spin, allows to get a satisfactory
description of the typical profiles. The results can be summarized in the following way.
The empirical spin average in blocks of size δ/γ, for any positive δ, converges as γ ↓ 0, to
one of the two thermodynamic magnetizations, uniformly in intervals of size 1/γp, for any
given p ≥ 1. Furthermore the intervals where the magnetization is approximately constant
have lengths of the order e(∆f)/γ where ∆f is the activation energy of the corresponding
Curie-Weiss model.

In this paper we add a stochastic magnetic field and study how the previous picture is
modified. This is a particular case of the general problem of stochastic perturbation of
random systems. Random walk in random environment is another famous example, [30].
The general theory of such systems is far from being complete, therefore it is important to
have examples that can be rigorously treated where the behavior of the perturbed system is
radically different from the unperturbed one. The first step in the analysis of such systems
is to find the right scale where new phenomena occur. The rigorous analysis is in general
delicate even if the heuristic arguments are simple.

In our case, if we consider the system in a volume of order 1/γ and let γ ↓ 0, the model
is equivalent to the random field Curie-Weiss model [2], [4], [5], [6], [8], [20],[24], [29]. It is
possible to define a critical temperature and if the variance of the magnetic fields is small
enough, only two distinct magnetization profiles occur, the relative weight of each one
being a random variable. When we take first the infinite volume limit and then the limit
γ ↓ 0, new phenomena occur that depend on the scale we are considering. If we consider
what happens in a large interval, say centered at the origin and of length γ−2[log 1/γ)p]
for some p > 1, we start seeing new effects of the random magnetic field. The profiles
that were approximatively constant on a scale e[(1−ε)∆f ]/γ and made a transition between
the two equilibria on a scale e[(1+ε)∆f ]/γ when the random magnetic field was switched
off, now make a transition on a scale at most γ−2[(log 1/γ)(log log 1/γ)2] and are constant
on a scale at least `(γ) = γ−2[log log 1/γ]−1. To be a little more precise, for almost all
the realizations of the random magnetic fields, for all but a finite number of indices n, if
γ = 2−n, up to a translation of at most `(γ), we meet a constant profile which is constant
on an interval which is at least `(γ). Note that for a given interval of scale `(γ), say centered
at the origin, the system can be approximatively constant around one of the two equilibria
or make just one transition between the two equilibria. That is there is at most one
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transition in such a fixed interval. Let us note that in a recent paper [9], the Kac-Hopfield
model was considered and it was proved that the system made at most one transition in
an interval of scale γ−2[log 1/γ]−1 which is smaller that `(γ). Here it is possible to get
results on a scale `(γ) mainly because the system we consider is simpler and this allows
us to make more accurate estimates. Moreover to get the scale γ−2[(log 1/γ)(log log 1/γ)2]
a very special representation of the system is used. It is possible to get similar results
for the Kac-Hopfield model in the regime where the number of patterns is bounded by
(log 1/γ)/ log 2. This is just a tedious modification of what is done in this work and no
new ideas are needed.

The plan of the paper is the following. In section 2 we introduce notations and state
the main results. In section 3 we perform the block–spin representation, giving an explicit
representation of the random part. A large deviation principle in the strong form that is
with estimates of the subexponential terms, for Hypergeometric random variable is given
there. In section 4 we prove the upper bound and in section 5 we prove the lower bound
for the typical length of profiles.
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2 The model and the main results
Let (Ω,F , IP ) be a probability space. Let h ≡ {hi}i∈ZZ be a family of independent,

identically distributed Bernoulli random variables defined on this space, that is IP [hi =
+1] = IP [hi = −1] = 1/2. We denote by σ a function ZZ → {−1,+1} and call σi, i ∈ ZZ

the spin at site i. S is the space of such functions, equipped with the product topology.
Given Λ ⊂ ZZ, we denote by σΛ a function Λ → {−1,+1} and the space of such functions
is denoted by SΛ. We choose a Kac potential of the form Jγ(i− j) ≡ γJ(γ|i− j|), γ > 0,
where J(x) = 1I|x|≤1/2. Note that more general ferromagnetic potentials could be used
without changing the behavior of the model. The relevant conditions are (1) J(x) ≥ 0
(i.e. ferromagnetism) (2) J(x) = J(−x) (symmetry) (3) fast decay at infinity, that could
be short range or exponential J(x) = e−2|x| as in the original Kac model. We assume that∫

J(x)dx = 1.
The Hamiltonian in a finite volume Λ ⊂ ZZ with free boundary conditions is the random
variable

Hγ(σΛ)[ω] = −1
2

∑
(i,j)∈Λ×Λ

Jγ(i− j)σiσj − θ
∑
i∈Λ

hi[ω]σi (2.1)

where θ is a strictly positive parameter. The interaction between the spins in Λ and those
outside Λ will be denoted by

Wγ(σΛ, σΛc) = −
∑
i∈Λ

∑
j∈Λc

Jγ(i− j)σiσj (2.2)

We will usually drop the ω dependence for all quantities we consider.
The Gibbs measure at inverse temperature β > 0 in the finite region Λ with free bound-

ary conditions is the probability measure valued random variable µβ,θ,γ,Λ on {−1,+1}Λ

defined by

µβ,θ,γ,Λ(σΛ) =
1

Zβ,θ,γ,Λ
exp{−βHγ(σΛ)} (2.3)

Here Zβ,θ,γ,Λ is the partition function, i.e., the normalization factor to make µβ,θ,γ,Λ(σΛ)
into a probability measure on SΛ.

If σ̃ is a spin configuration in S, the Gibbs measure with boundary condition σ̃ is the
probability measure valued random variable µσ̃Λc

β,θ,γ,Λ on {−1,+1}Λ defined by

µ
σ̃ΛC

β,θ,γ,Λ(σΛ) =
1

Z σ̃Λc

β,θ,γ,Λ

exp {−β(Hγ(σΛ) + Wγ(σΛ, σ̃Λc))} (2.4)

Here Z σ̃Λc

β,θ,γ,Λ, the partition function in the volume Λ with the boundary condition σ̃, is

the normalization factor to make µ
σ̃ΛC

β,θ,γ,Λ into a probability measure on SΛ.
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Given a realization of h, ∀γ > 0, the infinite volume Gibbs measure µβ,θ,γ is obtained
as the unique weak-limit of µβ,θ,γ,Λ along a family of volumes ΛL = [−L,+L], L ∈ IN .
It is also the unique weak-limit of µ

σ̃ΛC

β,θ,γ,Λ for any σ̃ that could depend on h. Note that
different realizations of h give different infinite volume Gibbs measures.

The free energy in the volume Λ, with free boundary conditions, is defined by

FΛ(β, θ, γ) = − 1
β|Λ|

log Zβ,θ,γ,Λ (2.5)

The infinite volume limit F (β, θ, γ) of the free energy with free boundary conditions,
for fixed γ, exists IP -almost surely by standard sub-additive argument, see [33, 19]. Being
measurable with respect to the tail σ-algebra of F , F (β, θ, γ) is a non random quantity
and it is equal to the limit of the average of FΛ(β, θ, γ) with respect to IP .

Given a volume ∆ ⊂ ZZ, we define the sample magnetization in ∆ by

m̃∆(σ) =
1
|∆|

∑
i∈∆

σi (2.6)

A relevant order parameter of this system is the limit, when ∆ ↑ ZZ, of the infinite volume
Gibbs average of m̃∆. Note that m̃∆ can be written as m̃∆(σ) = m̂∆(+, σ) + m̂∆(−, σ)
where

m̂∆(±, σ) =
1
|∆|

∑
i∈∆

σi

(
1± hi

2

)
(2.7)

is the local sample magnetization on the random subset of ∆ where the magnetic field is
positive (resp. negative).

Given ε > 0 and (m1,m2) ∈ [−1,+1]2, we define the constrained partition function

Ẑβ,θ,γ,Λ(m1,m2, ε) =
1

2|Λ|
∑

σΛ∈SΛ

e−βHγ(σΛ)1I{|m̂Λ(+,σ)−m1|≤ε}1I{|m̂Λ(−,σ)−m2|≤ε} (2.8)

and the constrained finite volume free energy

F̂Λ(β, θ, γ,m1,m2, ε) = − 1
β|Λ|

log Ẑβ,θ,γ,Λ(m1,m2, ε) (2.9)

Using as before standard sub–additive arguments, [33,19], IP -almost surely,
limε↓0 limΛ↑ZZ F̂Λ(β, θ, γ,m1,m2, ε) = F̂ (β, θ, γ,m1,m2) exists and it is non random .
Moreover, it follows from general arguments, see [32], that it is a convex function of
(m1,m2) and F (β, θ, γ) = infm1,m2 F̂ (β, θ, γ,m1,m2).
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We want to give a precise description of the typical configurations in term of profiles
of local magnetizations in a given scale. This leads naturally to the notion of block spin
transformations that will be defined later. Similar analysis was done in the one dimensional
ferromagnetic Kac model without external magnetic field in [11], [7].

We will not use m̂∆(±, σ) to transform our system into a block– spin system. We will
use an equivalent set of two local averages. The main reason is that the cardinality of
the subset of ∆ where h is positive is a random number with mean ∆/2. The random
fluctuations of this cardinality govern the stochastic fluctuations of the system. We use
another representation of the system in term of a priori less physical quantities. They are
the empirical magnetizations over random sets with fixed length equal to ∆/2. However
the local magnetization in a block is just one half the sum of these two empirical magne-
tizations. This allows us to extract from the random terms a volume term ∆/2 which is
deterministic. Moreover with this choice some important quantities, as the logarithm of
(4.8), are symmetric random variables.

The effect of the block spin transformation is to transform our microscopic system on
ZZ into a macroscopic system on IR. Since the interaction length is γ−1, we consider the
system in a macroscopic scale where the interaction length becomes one. The volumes we
consider will always be expressed in this macroscopic scale, that is a macroscopic volume
V ⊂ IR corresponds to a microscopic volume Λ = Λ(V ) = γ−1V ∩ ZZ. Now, given
0 < δ∗ < 1, we partition IR into blocks of length δ∗. This will induce a partition of ZZ into
blocks of length δ∗γ−1. We assume for convenience that γ = 2−n for some integer n and
δ∗ is a function of n such that δ∗γ−1 is an integer.

We denote by A(x) a block of length δ∗ centered at x. This corresponds in a microscopic
scale to a block of length δ∗γ−1, A(x) ≡ {i ∈ ZZ, γ−1δ∗(x − 1/2) ≤ i < γ−1δ∗(x + 1/2)}.
We denote by a−(x) = inf{i : i ∈ A(x)} and a+(x) = sup{i : i ∈ A(x)}.

Given a realization of h : h[ω] ≡ (hi[ω])i∈ZZ , let us call A+(x) = {i ∈ A(x), hi[ω] = +1}
and A−(x) = {i ∈ A(x), hi[ω] = −1}. We denote by λ(x) ≡ sgn(|A+(x)| − (2γ)−1δ∗),
where sgn is the sign function, with the convention that sgn(0) = 0. Note that if δ∗γ−1 is
odd, λ(x) is a Bernoulli symmetric random variable. However for convenience we assume
δ∗γ−1 even. In this case the distribution of λ(x) have the following mass at zero:

IP [λ(x) = 0] = 2−δ∗γ−1
(

δ∗γ−1

δ∗γ−1/2

)
(2.10)

We define, for a given realization of h such that λ(x) = ±1,

lλ(x) ≡ lλ(x)(x) = inf{l ≥ a−(x) :
l∑

j=a−(x)

1I{Aλ(x)(x)}(j) ≥ δ∗γ−1/2} (2.11)
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We denote the corresponding subset Bλ(x) =
{
i ∈ Aλ(x)(x), i ≤ lλ(x)

}
and B−λ(x) =

A(x) \ Bλ(x). If λ(x) = 0 we take B+(x) = A+(x) and B−(x) = A−(x). Let us call
Aλ(x) \ Bλ(x) ≡ Dλ(x). Note that with this construction, since we have assumed δ∗γ−1

even, we have always |B+(x)| = |B−(x)| = δ∗γ−1/2.
We define, for λ = ±1

mδ∗(λ, x, σ) =
2γ

δ∗

∑
i∈Bλ(x)

σi (2.12)

Notice that we have still γ
δ∗

∑
i∈A(x) σi = 1

2 (mδ∗(+, x, σ) + mδ∗(−, x, σ)) but now

γ

δ∗

∑
i∈A(x)

hiσi =
1
2
(mδ∗(+, x, σ)−mδ∗(−, x, σ)) + λ(x)

2γ

δ∗

∑
i∈Dλ(x)

σi (2.13)

Given a microscopic volume Λ, we denote by

Mδ∗(Λ) ≡
∏

x∈Cδ∗ (Λ)

[
−1,−1 +

4γ

δ∗
,−1 +

8γ

δ∗
, . . . , 1− 4γ

δ∗
, 1
]2

(2.14)

where Cδ∗(Λ) is the set of the centers of the blocks of length δ∗γ−1 that we get making a
partition of Λ into such blocks. Namely, Mδ∗(Λ) is the set of possible configurations of
the pair mδ∗(x, σ) = (mδ∗(+, x, σ),mδ∗(−, x, σ)) for x ∈ Cδ∗(Λ) . We denote by

mδ∗(Λ) ≡ (mδ∗(x))x∈Cδ∗ (Λ) ≡ (mδ∗

1 (x),mδ∗

2 (x))x∈Cδ∗ (Λ) (2.15)

an element of Mδ∗(Λ).
We call a block spin transformation the random map:

{−1,+1}Λ →Mδ∗(Λ)

σΛ →
(
(mδ∗(+, x, σ),mδ∗(−, x, σ))

)
x∈Cδ∗ (Λ)

(2.16)

By abuse of notations, we denote by µβ,θ,γ,Λ the probability measure induced by the Gibbs
measure through this map. The infinite volume limit limΛ↑ZZ µβ,θ,γ,Λ will be denoted µβ,θ,γ .

If limγ↓0 δ∗(γ) = 0, the induced Gibbs measure µβ,θ,γ will have a support in the subset
T of L∞(IR, dx)×L∞(IR, dx) of all measurable functions (m1(x),m2(x)), x ∈ IR such that
max(|m1(x)|, |m2(x)|) ≤ 1. T is a compact convex set with respect to the weak L2-loc
topology.

We want to study the block spin profiles which are typical with respect to the Gibbs
measure µβ,θ,γ when γ ↓ 0. However since the Gibbs measure is a random variable defined
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on Ω, we have also to specify in what IP -probabilistic sense this is true. In this paper we
consider results that are true IP -almost surely.

These typical configurations will have a spatial structure that will critically depend on
the values of the parameters β, θ and on the length scale we are considering. As in all
Kac models, the local behavior is related to the one of the corresponding Curie-Weiss
model. In our case it is the Random Field Curie-Weiss model (RFCW). This model is
well studied [2], [5], [20], [24], [29] for various distributions of the random field h[ω]. The
Bernoulli and the Gaussian distributions are the most commonly used. Note that even
if parameters similar to the m̂(±, x) were already introduced in [29], in all the previous
mentioned references, the results were given for the measure induced by the Gibbs measure
through the magnetization.

Since our approach is slightly different, let us state some results for the RFCW model
in term of the parameters m(±, x).
The Random Field Curie-Weiss Model.

This is the case where we assume Λ = 1
γ ≡ N ; so that the thermodynamic limit and

the limit γ ↓ 0 are not independent. The Hamiltonian of the Random Field Curie-Weiss
model is given by

H(σN )[ω′] = − 1
2N

N∑
i,j=1

σiσj − θ
N∑

i=1

hi[ω′]σi (2.17)

where θ is a strictly positive parameter.
The partition function is ZN (β, θ) =

∑
σ∈SN

e−βH(σN ) and the finite volume free en-
ergy is fN (β, θ) = − 1

βN log ZN (β, θ). We make the partition of {1, . . . , N} into two ran-
dom blocks of equal length N/2 exactly as we did between formula (2.11) and (2.12).
Considering the empirical pair of magnetization over the previous blocks, we denote by
ZN (β, θ,m1,m2, ε) the constrained partition function defined is a similar way as in (2.8)
and by fN (β, θ,m1,m2, ε) = − 1

βN log ZN (β, θ,m1,m2, ε) the associated free energy.
It is easy to check that IP -almost surely, uniformly with respect to (m1,m2) ∈ [−1,+1]2,

we have

lim
ε↓0

lim
N↑∞

fN (β, θ,m1,m2, ε) =
−(m1 + m2)2

8
− θ

2
(m1 −m2)−

1
2β

(I(m1) + I(m2))

≡ fβ,θ(m1,m2)
(2.18)

here I(m) = − (1+m)
2 log(1+m

2 )− (1−m)
2 log(1−m

2 ). The function fβ,θ(m1,m2) is called the
canonical free energy. Moreover, it can be checked that, IP almost surely,

lim
N↑∞

fN (β, θ) = f(β, θ) = inf
(m1,m2)∈[−1,+1]2

fβ,θ(m1,m2) (2.19)
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Our first result relates the free energy of the random field Kac model to the one of the
random field Curie-Weiss model.
Theorem 2.1 For all positive β, for all positive θ, IP -almost surely we have

lim
γ↓0

lim
Λ↑ZZ

FΛ(β, θ, γ) = f(β, θ) (2.20)

The proof of this result being straightforward however lengthy, will not be given here. It
is a consequence of the block spin representation made in section 3 and modification of
classical arguments that can be found for example in [32].

To state our next results, we need some results on the RFCW model. The critical
points of fβ,θ(m1,m2) are the 2-dimensional vectors m = (m1,m2) solutions of the system
of equations

m1 =tanh
(

β
(m1 + m2)

2
+ βθ

)
m2 =tanh

(
β

(m1 + m2)
2

− βθ

) (2.21)

We assume throughout this paper that β > 1 and βθ satisfies

tanh βθ ≤ min(1/
√

3, (1− β−1)1/2) (2.22)

This implies that the system (2.21) has only three solutions, two of them being abso-
lute minima and one the local maximum of fβ,θ(m1,m2). This can be proved easily by
considering the equation

m =
1
2

tanh β(m + θ) +
1
2

tanh β(m− θ) (2.23)

The previous condition implies that the derivative at the origin of the function on the right
hand side of (2.23) is bigger than one, and the function is concave on the positive real,
convex on the negative real number. Moreover if m̃β is the largest positive solution of
(2.23), then the two absolute minima of fβ,θ(m1,m2) are of the form mβ = (mβ,1,mβ,2)
and Tmβ = (−mβ,2,−mβ,1) where mβ,1 = tanhβ(m̃β + θ) and mβ,2 = tanhβ(m̃β − θ)

It is easy to see that the function fβ,θ(m1,m2) is quadratic around its minima. Moreover,
there exists a constant c(β, θ) such that for all m = (m1,m2)

fβ,θ(m)− fβ,θ(mβ) ≥ c(β, θ) min(‖m−mβ‖22, ‖m− Tmβ‖22) (2.24)

here ‖.‖2 is the Euclidean norm in IR2.
Our second result is the analogue of the Lebowitz- Penrose theorem [21], [25]. It relates

the canonical free energy of the Random Field Kac model to the convex envelope of the
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canonical free energy of the Random Field Curie-Weiss model. Recall that the convex
envelope of a function f is the largest convex function that is smaller than f . It will be
denoted by Conv(f).
Theorem 2.2 For all positive β, for all positive θ, IP -almost surely, uniformly with respect
to (m1,m2) ∈ [−1,+1] we have

lim
ε↓0

lim
γ↓0

lim
Λ↑ZZ

F̂Λ(β, θ, γ,m1,m2, ε) = Conv(fβ,θ)(m1,m2) (2.25)

The proof of this theorem will not be given here. It is a consequence of the block spin
representation of the chapter 3 and can be done following step by step the usual proof of
the Lebowitz & Penrose theorem, see [21].

To describe the asymptotic properties of the support of the measure µβ,θ,γ , we need to
introduce another scale. To avoid possible confusion, we emphasize that we do not make a
block spin transformation on this scale. Given δ > δ∗ and assuming that δ = kδ∗ for some
positive integer k ≥ 2, for l ∈ ZZ, we denote by Cδ(l) the set of centers of those blocks of
length δ that are in the macroscopic interval [l − 1

2 , l + 1
2 [ and given r ∈ Cδ(l) we denote

by Cδ∗/δ(r) the set of centers of those blocks of length δ∗ that are in the interval of length
δ indexed by r. We define the notion of being near an equilibrium with tolerance ζ. We
impose that 0 < ζ ≤ mβ,2 to separate the two equilibria and define for l ∈ ZZ, the random
variable

ηδ,ζ(l) =


1 if ∀u∈Cδ(l)

δ∗

δ

∑
x∈Cδ∗/δ(u) ‖mδ∗(x)−mβ‖1 ≤ ζ;

−1 if ∀u∈Cδ(l)
δ∗

δ

∑
x∈Cδ∗/δ(u) ‖mδ∗(x)− Tmβ‖1 ≤ ζ;

0 otherwise.

(2.26)

where ‖ · ‖1 is the `1 norm in IR2. In analogy with [11], we expect that when γ ↓ 0, the
typical profiles will be described by runs of ηδ,ζ = 1 followed by runs of ηδ,ζ = −1. It was
proved in [11] that, for the ferromagnetic Kac model, the profiles make runs of ηδ,ζ = 1 on
a scale which is of order exp(∆f/γ) where ∆f is the activation energy of the Curie-Weiss
model that is the difference between the value of the canonical free energy at its saddle
point and at its minima. Roughly speaking this means that on a scale e((1+ε)∆f/γ) the
profiles are non constant if ε > 0 and are constant if ε < 0.

As we will see, the presence of the random magnetic field makes the profiles non constant
on a much smaller scale. To be more precise, given τ ∈ {−1,+1}, `1 ∈ ZZ, `2 ∈ ZZ with
`1 < `2 we define

Rδ,ζ(`1, `2, τ) =
{

mδ∗ : ηδ,ζ(`) = τ,∀`; `1 ≤ ` ≤ `2

}
(2.27)

and
Rδ,ζ(`1, `2) = Rδ,ζ(`1, `2,+) ∪Rδ,ζ(`1, `2,−) (2.28)
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that is the set of profiles that between `1 and `2, are near the equilibrium mβ , Tmβ ,
respectively for τ = ±1, with tolerance ζ.

Given positive constants ĉ, c̃, p > 1, L1, we denote by Nγ = [ c̃
ĉ (log 1

γ )p(log log 1
γ )], where

[x] is the integer part of x, by `ĉ(γ) = ĉ
γ log log 1

γ

and by

Rδ,ζ(L1, ĉ,
c̃(log 1

γ )p

γ
) ≡

Nγ⋃
k=−Nγ

Rδ,ζ(k`ĉ(γ), L1 + k`ĉ(γ)) (2.29)

That is the set of profiles that in an interval of length 2
c̃(log 1

γ )p

γ , centered at the origin,
have at least one interval of length L1 that it is rigid. We have the following result.

Theorem 2.3 Given c̃ > 0, β > 1, p > 1, ρ > 0, c0 > 0, βθ small enough, for all
x > 0, δ > δ∗ = c0γ log log 1

γ there exist an absolute constant c > 0 and a positive constant
ĉ = ĉ(β, θ, x) such that if γ = 2−n, IP -almost surely, for all but a finite number of indices
n, if

L1 ≥
(log 1

γ )(log log 1
γ )2+ρ

γ

[
c(x, ρ, γ)

(βθ)2(mβ,1 + mβ,2)2

]
(2.30)

where c(x, ρ, γ) = 2(4+x)2

1+(2+ 3ρ
4 )

log log log 1
γ

log log 1
γ

then

µβ,θ,γ

[
Rδ,ζ(L1, ĉ,

c̃(log 1
γ )p

γ
)

]
≤ e−βxγ−1

(2.31)

provided that for some function g2(1/ζ), with limζ↓0 g2(1/ζ) = ∞, slowly varying at infin-
ity, limζ↓0

√
ζg2(1/ζ) = 0 and ζg2(1/ζ) < βθ(mβ,1 + mβ,2)2 c

p+2 .

To make the previous theorem meaningful, we need a result in the opposite direction.
That is to prove that the system is rigid with the same tolerance ζ on a scale smaller than
L1. As we will see later, this will give a constraint from below on ζ. We introduce two
different tolerance parameters that we call ζ4 and ζ1 and the corresponding δ4 and δ1. The
parameter ζ4 plays the rôle of ζ in the previous theorem.

Given `1 ∈ ZZ, `2 ∈ ZZ with `1 < `2, δ4 > 0, ζ4 > 0, δ1 > 0, ζ1 > 0, R1 ∈ IR,
x ∈ [`1 + 2R1 + 1, `2 − 3R1 − 1] and τ ∈ {−1,+1}, we define a front starting at the
equilibrium τ at the point x by

Vδ1,ζ1,δ4,ζ4 (`1, `2, τ, x) =
{
mδ∗ : ∀` ∈ [`1 + R1, x], ηδ4,ζ4(`) = τ = ηδ1,ζ1(x),

∀` ∈ [x + R1 + 1, `2 −R1[, ηδ4,ζ4(`) = −τ = ηδ1,ζ1(x + R1)
} (2.32)
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and the set of fronts in all possible starting point

Vδ1,ζ1,δ4,ζ4 (`1, `2, τ) =
⋃

`1+2R1+1≤x≤`2−3R1−1

Vδ1,ζ1,δ4,ζ4 (`1, `2, τ, x)

Let us note that we do not specify the configurations in a block of length R1 at the
beginning and at the end of the interval [`1, `2]. Moreover we specify the front by a
starting point x and by a final point x + R1 where the other equilibrium is reached with a
tolerance ζ1. We do not specify what happens in the interval of length R1 in between. This
length R1 = R1(ζ1, δ1) is the longest interval where the system can stay out of equilibrium
with a tolerance ζ1. A fact that will be proved in Corollary 5.2.

We denote the set of fronts that occur within [`1, `2] by

Vδ1,ζ1,δ4,ζ4 (`1, `2) = ∪τ∈{+1,−1}Vδ1,ζ1,δ4,ζ4 (`1, `2, τ) (2.33)

Moreover, to short notation we set, see (2.28),

Rδ4,ζ4 (`1, `2, R1) ≡ Rδ4,ζ4 (`1 + 2R1, `2 − 2R1) (2.34)

Let us note that on this set, since we have not specified what happens in the first two
blocks of length R1, we could have a configuration that looks like a front with a transition
that occurs in these two first blocks and stay rigid after. These events are not in the set
defined in (2.32).

We have the following result.

Theorem 2.4 Given β > 1, ρ > 0 and ĉ there exists an ε0 such that if βθ ≤ ε0, we can
find γ0 > 0, c0 > 0 and constants ci = ci(β, θ) for i = 1, 2, 3, such that for all γ ≤ γ0, for
all ζ4 > ζ1 > 0, δ4 > δ1 > δ∗ = c0γ log log 1

γ that satisfy

δ4ζ
3
4 ≥ c1

(√
1

log log 1
γ

∨ ζ1

)
(2.35)

for R1 = c2(δ1ζ
3
1 )−1, for any interval I = [`1, `2] such that 4R1 ≤ |`1 − `2| ≤ ĉ

γ log log 1
γ

,

there exists Ω1 = Ω1(β, θ, `1, `2, γ) such that IP [Ω1] ≥ 1− e−(log log 1
γ )(1+2ρ) and on Ω1

µβ,θ,γ

(
Rδ4,ζ4 (`1, `2, R1)

⋃
Vδ1,ζ1,δ4,ζ4 (`1, `2)

)
≥ 1− e−

c3δ4ζ3
4

γ (2.36)

in particular, if γ = 2−n, IP -almost surely, (2.36) occurs for all but a finite number of
indices n.
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Roughly speaking, inside an interval of length ĉ(γ log log 1
γ )−1 centered, say at the origin,

the typical profiles are rigid with a tolerance ζ4 around one of the two equilibria or make
only one transition between the two equilibria. Note also that we have allowed a fuzzy
region of length 2R1 around the extremes of the intervals considered and also a region R1

around the front. However, using Corollary 5.4, it can be proved that in a fuzzy zone there
is at most one transition from one equilibrium to the other. Note that R1 = c2(δ1ζ

3
1 )−1,

the length of the fuzzy zones, is very small with respect to ĉ(γ log log 1
γ )−1 . As it will

be proved in the section 5, this R1 corresponds to the longest runs of ηδ1,ζ1 = 0 which
is typical with respect to the Gibbs measure. Note that it is possible to take ζ4 in the
Theorem 2.4 and ζ in the Theorem 2.3 equal.

The Theorem 2.4 suggests that the good notion of rigidity is not to fix the whole
intervals where the profiles are at equilibrium with a given tolerance but to allow those
intervals of rigidity to have a fuzzy zone of length 2R1 at the extremes. To describe the
typical profiles, we combine the results of the two previous Theorems. We can expect
to give an upper and lower bound on the distance between two fronts for the typical
profiles in an interval of length, say γ−1(log 1/γ)p for some p > 1. Namely this is the
scale where we know from Theorem 2.3 that such fronts exist. This corresponds to give
an upper and lower bound on the number of transitions from one equilibrium to the
other in such an interval. To be more precise, we need some more definitions. Given
an interval J = [−j1, j1], centered at the origin, and positives integers k and L, we
define, for `1, `2 ∈ ZZ, τ ∈ {−1,+1}, Rδ4,ζ4 (`1, `2, R1, τ) ≡ Rδ4,ζ4 (`1 + 2R1, `2 − 2R1, τ),
T δ4,ζ4(L, 1, τ,J ) ≡ Rδ4,ζ4 (−j1, j1, R1, τ) and

T δ4,ζ4(L, k, τ,J ) =

j1⋃
`1=−j1

j1⋃
`2>`1

`2−`1>L

. . .

j1⋃
`k>`k−1

`k−`k−1>L

k⋂
k1=1

Rδ4,ζ4
(
`k1 , `k1+1, R1, (−1)k1+1τ

) (2.37)

that is the profiles in T δ4,ζ4(L, k, τ,J ) change exactly k − 1 times equilibrium, starting
from τ somewhere within [−j1,−j1 + 2R1] and remaining in a given equilibrium for a
length at least L. We define also

T δ4,ζ4(L, ≤ k, τ,J ) =
k⋃

k2=1

T δ4,ζ4(L, k2, τ,J ) (2.38)

and T δ4,ζ4(L, ≤ k,J ) = T δ4,ζ4(L, ≤ k, +,J ) ∪ T δ4,ζ4(L, ≤ k,−,J ). The profiles in
T δ4,ζ4(L, ≤ k,J ) change equilibrium at most k − 1 times, starting from one equilibrium
somewhere within [−j1,−j1 + 2R1] and remaining in a given equilibrium for a length at
least L.
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Theorem 2.5 Given β > 1 and ρ > 0 there exists ε0 > 0 such that for all βθ ≤ ε0, we can
find p = p(βθ) > 1, ζ̄4(βθ) > 0, γ0 > 0, c0 > 0, ĉ > 0 and constants ci = ci(β, θ) for i =
1, 2, 3, such that for all γ ≤ γ0, for all ζ̄4(βθ) ≥ ζ4 > ζ1 > 0, δ4 > δ1 > δ∗ = c0γ log log 1/γ

that satisfy (2.35), L1 that satisfies (2.30) and for R1 = c2(δ1ζ
3
1 )−1, for all given interval

J of length c̃(log 1
γ )pγ−1, for some positive constant c̃, if γ = 2−n, IP -almost surely, for

all but a finite number of indices n,

µβ,θ,γ

(
T δ4,ζ4(`ĉ(γ), ≤ c̃

ĉ
(log

1
γ

)p log log
1
γ

,J ) \ T δ4,ζ4(L1, ≤
c̃(log 1

γ )p−1

ĉ(log log 1
γ )2+ρ

,J )

)

≥ 1− e−
c3δ4ζ3

4
γ

(2.39)

Our estimates give the scaling relation p(βθ) = ε20/(βθ)2. Following a typical profile
starting from the left end of the interval J , we meet at least one transition, within a scale
L1 ≈ 1

γ [(log 1/γ)(log log 1/γ)2+ρ], then after this transition, we are near an equilibrium on
a scale which is at least 1

γ [log log 1/γ]−1 and at most L1, then we meet another transition
within a scale L1 and so on. This implies that the number of oscillations between the
equilibria in the interval J is bounded from above by (log 1/γ)p log log 1/γ and from below
by (log 1/γ)p−1(log log 1/γ)−(2+ρ).
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3 The analysis of the block spin representation

In this section we perform the block spin transformation on the scale δ∗ mentioned in
the previous chapter and we make a rather precise analysis of the stochastic contribution
in order to prove our theorems.

Given a macroscopic interval I ≡ [i−, i+[⊂ IR with i± ∈ ZZ, we denote by Cδ∗(I)
the set of centers of blocks of length δ∗ that we get making a partition of I into such
blocks. Note that we are making a little abuse of notation since a similar quantity was
defined for a microscopic interval see after (2.14) and there the partition was done into
blocks of length δ∗(γ)−1. However we consider the two sets equivalent. In particular we
identify Mδ∗(I) with Mδ∗(γ−1I). Let us denote by Σδ∗

I the σ-algebra of S generated
by the variables

(
mδ∗(x, σ)

)
x∈Cδ∗ (I)

where mδ∗(x, σ) = (mδ∗(+, x, σ),mδ∗(−, x, σ)) and
that . For such an interval I we denote by ∂+I ≡ {x ∈ IR, i+ ≤ x < i+ + 1} and
∂−I ≡ {x ∈ IR, i− − 1 ≤ x < i−} the two macroscopic intervals of length 1, that are on
the right and on the left of I. We call ∂I = ∂+I ∪ ∂−I.

If F δ∗ is a Σδ∗

I -measurable bounded function, we define the conditional expectation
of F δ∗ , given the σ-algebra Σδ∗

∂I , as the real Σδ∗

∂I -measurable function that associates to
mδ∗(∂I) ≡

{
mδ∗(x), x ∈ Cδ∗(∂I)

}
the value

µβ,θ,γ

(
F δ∗

∣∣ Σδ∗

∂I

)
(mδ∗(∂I)) =

1
Zβ,γ,θ,I(mδ∗(∂I))

∑
σγ−1I∈Sγ−1I

F δ∗(σγ−1I)e
−β
[
H(σγ−1I)+W (σγ−1I |m

δ∗ (∂I))
] (3.1)

where

W (σI |mδ∗(∂I)) ≡ δ∗

γ

∑
i∈γ−1I

∑
x∈Cδ∗ (∂I)

Jγ(i− δ∗γ−1x)σi m̃δ∗(x) (3.2)

with m̃δ∗(x) = (mδ∗

1 (x) + mδ∗

2 (x))/2 and Zβ,γ,θ,I(mδ∗(∂I)) is the normalization factor that
gives µβ,θ,γ

(
1|Σδ∗

∂I

)
= 1.

Given (mδ∗

I ,mδ∗

∂±I) in Mδ∗(I ∪ ∂+I ∪ ∂−I) let us denote by

E(mδ∗

I ) ≡ −δ∗

2

∑
(x,y)∈C2

δ∗ (I)

Jδ∗(x− y)m̃δ∗(x)m̃δ∗(y) (3.3)

and

E(mδ∗

I ,mδ∗

∂±I) ≡ −δ∗
∑

x∈Cδ∗ (I)

∑
y∈Cδ∗ (∂±I)

Jδ∗(x− y)m̃δ∗(x)m̃δ∗(y) (3.4)
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On the set M δ∗(mδ∗(I)) ≡ {σ ∈ γ−1I : mδ∗(x, σ) = mδ∗(x)∀x ∈ Cδ∗(I)}, we have

sup
σγ−1I∈Mδ∗ (mδ∗ (I))

∣∣∣H(σγ−1I) + θ
∑

i∈γ−1I

hiσi −
1
γ

E(mδ∗

I )
∣∣∣ ≤ δ∗γ−1|I| (3.5)

here |I| is the length of the macroscopic interval I. Moreover we have also

sup
σγ−1I∈Mδ∗ (mδ∗ (I))

∣∣∣∣W (σI |mδ∗(∂±I))− 1
γ

E(mδ∗

I ,mδ∗

∂±I)
∣∣∣∣ ≤ δ∗γ−1 (3.6)

The two estimates (3.5) and (3.6) follow from the fact that |1I{γ|i−j|≤1/2}−1I{δ∗|x−y|≤1/2}| ≤
31I{−δ∗+1/2≤δ∗|x−y|≤δ∗+1/2} and an easy computation. Therefore, using (2.13), we can write

µβ,θ,γ

(
F δ∗

∣∣ Σ∂I

)
(mδ∗(∂I)) =

e(±δ∗γ−1|I|)

Zβ,θ,γ,I(mδ∗(∂I))

∑
mδ∗ (I)∈Mδ∗ (I)

F δ∗(mδ∗)e
− β

γ

(
E(mδ∗

I )+E(mδ∗
I ,mδ∗

∂ I)− θδ∗
2

∑
x∈Cδ∗ (I)

(mδ∗
1 (x)−mδ∗

2 (x))

)
∑

σγ−1I

1I{mδ∗ (x,σ)=mδ∗ (x),∀x∈Cδ∗ (I)}
∏

x∈Cδ∗ (I)

e
2βθλ(x)

∑
i∈Dλ(x)

σi

(3.7)

where, this equality has to be interpreted as an upper bound for ± = 1 and a lower bound
for ± = −1 and the first sum is over mδ∗(x)x∈Cδ∗ (I) ∈Mδ∗(I).

Note that the random terms appear only in the last product
∏

x∈Cδ∗ (I) and that the last
sum in (3.7) factors into a product over the intervals of length δ∗γ−1 indexed by Cδ∗(I).

For all x ∈ Cδ∗(I), we introduce on {−1,+1}δ∗γ−1
= Sδ∗γ−1 the measure denoted the

canonical measure in physics literature

IEδ∗

x,mδ∗ (x)(ϕ) =

∑
σ∈Sδ∗γ−1

ϕ(σ)1I{mδ∗ (x,σ)=mδ∗ (x)}∑
σ∈Sδ∗γ−1

1I{mδ∗ (x,σ)=mδ∗ (x)}
(3.8)

The denominator in (3.8) is( |B+|
1+mδ∗

1 (x)

2 |B+|

)( |B−|
1+mδ∗

2 (x)

2 |B−|

)
(3.9)

where |B±| = |B| = δ∗(2γ)−1. We set

F̂(mδ∗

I ,mδ∗

∂I) =E(mδ∗

I ) + E(mδ∗

I ,mδ∗

∂I)

− θδ∗

2

∑
x∈Cδ∗ (I)

(mδ∗

1 (x)−mδ∗

2 (x))

− δ∗
∑

x∈Cδ∗ (I)

γ

βδ∗
log
( |B+|

1+mδ∗
1 (x)

2 |B+|

)( |B−|
1+mδ∗

2 (x)

2 |B−|

) (3.10)
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We introduce the moment generating function

Lδ∗

x,mδ∗ (x)(λ(x)βθ,Dλ(x)) ≡ IEδ∗

x,mδ∗ (x)(e
2βθλ(x)

∑
i∈Dλ(x)

σi) (3.11)

and the cumulant generating function

Gx,mδ∗ (x) (λ(x)) ≡ − log Lδ∗

x,mδ∗ (x)(λ(x)βθ,Dλ(x)) (3.12)

then (3.7) becomes

µβ,θ,γ

(
F δ∗

∣∣ Σ∂I

)
(mδ∗(∂I))

=
e(±δ∗γ−1|I|)

Zβ,θ,γ,I(mδ∗(∂I))

∑
mδ∗ (I)∈Mδ∗ (I)

F δ∗(mδ∗)e−
1
γ

{
βF̂(mδ∗

I ,mδ∗
∂ I)+γG(mδ∗

I )
} (3.13)

where
G(mδ∗

I ) ≡
∑

x∈Cδ∗ (I)

Gx,mδ∗ (x)(λ(x)) (3.14)

i.e up to the error terms e(±cδ∗γ−1|I|), we have been able to describe our system in
term of the block spin variables giving a rather explicit form to the deterministic and the
stochastic part.

Note that the stochastic dependence is given only by the fluctuations of the magnetic
fields on each block, λ(x) = sgn (

∑
i∈A(x) hi) and by |Dλ(x)| = λ(x)

2

∑
i∈A(x) hi.

Coming back to (3.11), if λ(x) = +1, then Dλ(x) is a subset of B− and therefore the
sum over the sites in B+ factors out and it is cancelled by the first combinatorial factor
in (3.9), (if λ(x) = −1 it is the second term in (3.9)). In particular this means that if
λ(x) = +1, we have

Lδ∗

x,mδ∗ (x)(βθ,D+(x)) = IEδ∗

x,mδ∗
2 (x)(e

2βθ
∑

i∈D+(x)
σi) (3.15)

which depends only on the second coordinate of mδ∗(x); while if λ(x) = −1,

Lδ∗

x,mδ∗ (x)(βθ,D−(x)) = IEδ∗

x,mδ∗
1 (x)(e

−2βθ
∑

i∈D−(x)
σi) (3.16)

which depends only on the first coordinate of mδ∗(x).
We will need in the next section very precise estimates when γ small, of Gx,mδ∗ (x) (λ(x)),

see (3.12), which is the cumulant generating function of an Hypergeometric. However from
the beginning we know that βθ is small and to simplify the estimates, we will take βθ as
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small as we need. However what we need is a precise dependence in term of the volume
of D(x) and the result we need has to be valid for all the possible values of mδ∗(x),
even those ones very close to 1. Moreover we cannot impose any conditions on the size
of D. We use large deviation estimates in the strong form with a good control of the
polynomial prefactors. We have to consider all the possible behaviors of the fluctuations of
an Hypergeometric. It is well known in classical probability that there are three possible
regimes, namely a gaussian one, a binomial and a poissonian one. Classical results are
usually given in terms of convergence in distribution. Since we are interested in controlling
the error terms, we need some extra work. We give a short proof of the estimates we
need. The statements of them are given in Proposition 3.4, for the gaussian regime, and in
Proposition 3.5 for the binomial and poissonian regimes. Since it could be of independent
interest we set the result in a general form. To do it we set mδ∗

i (x) = m, D(x) = D,
2λ(x)βθ = z. We keep in mind that m ∈ {−1 + 2/B,−1 + 4/B, . . . , 1− 2/B, 1}. Denoting
IEσB

the normalized symmetric Bernoulli measure on {−1,+1}|B|, we want to estimate

Lm(z,D, B) =
IEσB

[
e
z
∑

i∈D
σi1I{mB(σ)=m}

]
IEσB

[
1I{mB(σ)=m}

] (3.17)

where D is a subset of B, with a little abuse of notation we will denote |B| = B and
|D| = D when no confusion is possible. Moreover we set α = |D|/|B|. There are, roughly
speaking two regimes to consider depending whether or not |m| is bounded away from
1. To be able to separate these two possible cases we introduce a real function g(x) such
that limx↑∞ g(x) = ∞ but limx↑∞ g(x)/x = 0. Here we will not specify more than this
since the choice of g(x) will be done at the end of the next chapter for reasons that will
become clear at that moment. The first case we consider is when |m| ≤ 1 − g(B)

B . It is
the gaussian regime. We introduce IEν be the grand canonical measure with chemical
potential ν, defined on {−1,+1}|B|

IEν(ϕ) =
IEσB

[
ϕ(σ)eν

∑
i∈B

σi

]
IEσB

[
e
ν
∑

i∈B
σi

] (3.18)

Note that in classical probability theory and in large deviation theory (σi)i∈B under the
law IEν are called associated random variables, see [13]. Following H.T. Yau 1[34], we
introduce two different chemical potentials and we write the following identity, for all

1 We thank Enzo Olivieri for bringing the results of [34] to our attention.
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ν1, ν2 ∈ IR,

Lm(z,D, B) =
IEν2

[
e
z
∑

i∈D
σi1I{mB(σ)=m}

]
IEν2

[
e
z
∑

i∈D
σi

] 1
IEν1

[
1I{mB(σ)=m}

]
e{m(ν1−ν2)|B|} (cosh(ν2))

|B\D| (cosh(ν2 + z))|D|

(cosh(ν1))
|B|

(3.19)

We choose ν1 ≡ ν1(m) such that m = tanh ν1, in which case the mean value of mB(σ)
under IEν1 is m. Then ν2 ≡ ν2(m,α, z) is chosen such that

m = α tanh(ν2 + z) + (1− α) tanh ν2 (3.20)

in which case

m =
IEν2

[
mB(σ)ez

∑
i∈D

σi

]
IEν2

[
e
z
∑

i∈D
σi

]
Then writing simply {mB(σ) = m} = {(|B|)−1/2

∑
i∈B(σi −m) = 0}, the two first ra-

tios in (3.19) can be estimated by a Local Central Limit Theorem (LCLT), exactly as in
H.T. Yau [34]. Therefore denoting

Ψz,α,m ≡
IEν2

[
e
z
∑

i∈D
σi1I{(|B|)−1/2

∑
i∈B

(σi−m)=0}

]
IEν2

[
e
z
∑

i∈D
σi

] (3.21)

and

ezD[m+ϕ̂(m,z,α)] ≡ e{m(ν1−ν2)|B|} (cosh(ν2))
|B\D| (cosh(ν2 + z))|D|

(cosh(ν1))
|B| (3.22)

we have
Lm(z,D,B) =

Ψz,α,m

Ψ0,0,m
ezD[m+ϕ̂(m,z,α)] (3.23)

The result in the gaussian regime is the following:
Proposition 3.1 There exist an ε > 0 and positive constants c1, c2 such that if |z| < ε,
for all m ∈ {−1,−1 + 2/B,−1 + 4/B, . . . , 1− 2/B, 1} such that |m| < 1, then

log Lm(z,D, B) = z|D| [m + ϕ̂(m, z, α)] + log
Ψz,α,m

Ψ0,0,m
(3.24)

with supm:|m|<1 |ϕ̂(m, z, α)| ≤ |z|(1+c1|z|). Moreover, for all g(n) such that limn↑∞ g(n) =

∞ but limn↑∞
g(n)

n = 0, for all m such that |m| ≤ 1− g(|B|)
|B| ,∣∣∣∣Ψz,α,m

Ψ0,0,m
− 1
∣∣∣∣ ≤ c2z

2 +
25

g(|B|)
(3.25)

29/june/2005; 14:27 19



In the Poissonian and Binomial regime we have
Proposition 3.2 There exist an ε > 0 and a positive constant c1 such that if 0 < |z| < ε,
for all g(n) such that limn↑∞ g(n) = ∞ but limn↑∞

g2(n)
n = 0, for all m ∈ {−1,−1 +

2/B,−1 + 4/B, . . . , 1− 2/B, 1} such that |m| ≥ 1− g(|B|)
|B| , we have

log Lm(z,D, B) = z|D| [m + ϕ̂1(m, z, α)] (3.26)

with

sup
m:|m|≥1− g(|B|)

|B|

|ϕ̂1(m, z, α)| ≤ c1

(
g(|B|)
|B|

|z|+ g2(|B|)
|z||B|

)
(3.27)

Te remaining part of this section is devoted to the proofs of the last two propositions
and is quite technical. At first reading, this part could be skipped. However some of the
estimates below will be used in a crucial way in the next section.

We start proving the Proposition 3.1.
First we give a lower bound for the variance of mB(σ) under IEν2 .

Lemma 3.3 Let ν2 be a solution of (3.20), and σz given by

σ2
z = α

1
cosh2(ν2 + z)

+ (1− α)
1

cosh2(ν2)
(3.28)

then for all m such that |m| < 1, for all β > 1, for all z such that |z| < ε, for some ε > 0
small enough, for all α ∈ [0, 1]

σ2
z > (1−m2)(1− cz2) (3.29)

for some positive constant c.
Proof:

We have σ2
z = 1−m2 − α(1− α)(tanh(ν2 + z)− tanh(ν2))2. Now calling ν2 − ν1 ≡ ∆,

using m = tanh ν1, it is easy to see that

tanh(ν2 + z)− tanh(ν2) =
(1−m2)(tanh(z + ∆)− tanh(∆))

(1 + m tanh(z + ∆))(1 + m tanh(∆))
(3.30)

On the other hand, since ν2 = ν2(z) and ν2(0) = ν1, and see (3.20),

dν2

dz
=

−zα

σ2
z cosh2(ν2 + z)

(3.31)

after an easy computation, we get

ν2 − ν1 =
∫ z

0

dν2

dz
dz′ = −

∫ z

0

α cosh2(ν2(z′))
α cosh2(ν2(z′)) + (1− α) cosh2(z + ν2(z′))

dz′ (3.32)
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From which it is easy to get
|ν2 − ν1| ≤ |z| (3.33)

Therefore, we have | tanh(z + ∆) − tanh(∆)| ≤ [1 − tanh2(z)]−1| tanh(z)| and
|1 + m tanh(z + ∆)| ≥ 1− | tanh(2z)|. Collecting we get the lemma.

Proposition 3.4 (LCLT)There exists an ε > 0 such that if |z|ε, for all given m such
that |m| < 1, α = |D|/|B| and σz given by (3.28)

Ψz,α,m =
1√

2π|B|σz

(
1± 3

|B|σ2
z

)
(3.34)

provided |B| is large enough. Moreover, for all m, such that |m| ≤ 1 − g(|B|)
|B| for some g

that satisfies limx↑∞ g(x) = ∞ but limx↑∞
g(x)

x = 0, we have

Ψz,α,m =
1√

2π|B|σz

(
1± c

g(|B|)

)
(3.35)

for some positive constant c.
Remark:

The only reason to prove this proposition is to get in the error term the explicit depen-
dence on α through σz and the g(|B|) dependence in (3.35). The proof is rather standard
and follows the usual strategy to get asymptotic expansions in the LCLT. We have been
influenced by Yau [34], see also the Renyi’s book [26], pg 460-466.
Proof: We start with the following simple

1
2π

∫ π

−π

eikx dk =
sinπx

πx
=
{

1, if x = 0;
0, if x 6= 0, x ∈ ZZ. (3.36)

which implies after some algebra,

Ψz,α,m =
1
2π

∫ π

−π

eikm|B|Φ(z, α, k) dk (3.37)

where

Φ(z, α, k) ≡
[
cosh(z + ν2 + ik)

cosh(z + ν2)

]|D| [cosh(ν2 + ik)
cosh(ν2)

]|B\D|
(3.38)

Introducing the variable ex(2 cosh x)−1, using 1− y ≤ e−y, ∀y ∈ IR and 1− cos k ≥ k2/2,
∀k ∈ IR, it is easy to check that for all (x, k) ∈ IR2,∣∣∣∣cosh(x + ik)

cosh(x)

∣∣∣∣ ≤ exp{− k2

2 cosh2(x)
} (3.39)
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Then, we easily get

|Φ(z, α, k)| ≤ e−|B|
k2
2 σ2

z (3.40)

If we denote

Eρ(m) ≡ 1
2π

∫ π

−π

1I{ρ<|k|≤π}Φ(z, α, k)eikm|B| dk (3.41)

then, after some standard tail gaussian estimates, we get, for all ρ > 0

|Eρ(m)| ≤ 1√
2π|B|σz

(
8

3
√

2π(1 + ρσz

√
|B|)

e−
ρ2

2 σ2
z|B|

)
(3.42)

The equation (3.42) suggests to take ρ = (σz

√
|B|)−1f(|B|) for some f(|B|) that di-

verges with |B| but it is such that

lim
|B|↑∞

f(|B|)√
g(|B|)

= 0 (3.43)

and we get

|Eρ| ≤
1√

2π|B|σz

(
8

3
√

2π(1 + f(|B|))
e−

f2(|B|)
2

)
(3.44)

It remains to estimate

Ψz,α,m(ρ) ≡ 1
2π

∫ ρ

−ρ

eikm|B|Φ(z, α, k) dk (3.45)

Since we restricted the domain of |k| ≤ ρ and ρ goes to zero when |B| ↑ ∞, using the
Taylor formula with an integral rest for the term in k4, cancelling the linear term in k, we
get

Ψz,α,m(ρ) =
1
2π

∫ ρ

−ρ

e|B|{−
k2σ2

z
2 − ik3

3 Rα(3)− k4
3 Rα(4,k)} dk (3.46)

with |Rα(4, k)| ≤ (1 + 16ρeρ)σ2
z and |Rα(3)| ≤ σ2

z Therefore if lim|B|↑∞
f3(|B|)√

g(|B|)
= 0, f

satisfies (3.43) as well and the terms of order k3 and k4 in the exponent in (3.46) go to
zero.

Therefore, using |eix − 1 − ix| ≤ x2/2 for all x ∈ IR for the term of order three in k,
and |ex − 1| ≤ |x|e|x| for the term of order 4 in (3.46), we get after gaussian estimates∣∣∣∣Ψz,α,m(ρ)− 1

2π

∫ ρ

−ρ

e{−
k2σ2

z|B|
2 }

[
1− ik3|B|

3
Rα(3)

]
dk

∣∣∣∣
≤ 1√

2π|B|σz

(
(1 + 32ρeρ)
|B|σ2

z

) (3.47)
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The point is that the term in k3 in the left hand side of (3.47) cancel by symmetry. It
is now easy to get (3.34) by taking for example f(|B|) = |B|s with s as small as we want.

To get (3.35), we just take f(|B|) =
√

2 log g(|B|) and we have

|Eρ| ≤
1√

2π|B|σz

8
3
√

2πg(|B|)(1 +
√

2 log g(|B|))
(3.48)

and (3.35) is immediate.

We come back to (3.23) and we estimate the second factor. We have from (3.22)

φ(m, z, α) = |B|
(

(ν1 − ν2)m + α log
cosh(ν2 + z)

cosh(ν1)
+ (1− α) log

cosh(ν2)
cosh(ν1)

)
(3.49)

From (3.17) it is evident that |φ(m,α)|/|D| is bounded from above by 2βθ. Therefore there
are some important cancellations that occur in (3.49) in order to make it proportional to
|D| instead of |B| as it looks at first sight. To achieve this we first prove
Lemma 3.5 Let ν2 be a solution of (3.20), ν1 a solution of m = tanh ν1, and σz given by
(3.28), then there exists a constant c such that for all m such that |m| ≤ 1, for all z such
that |z| < ε for some ε > 0 small enough

|ν2 − ν1| ≤ 2(z)2α(1 + c|z|) (3.50)

for some positive constant c
Proof: The proof is easy starting from (3.31), using the estimate (3.33) we get

tanh(ν2 + z) = m + (1−m2)p(m,∆) (3.51)

with |p(m,∆)| ≤ 2|z|(1 + c|z|) for some positive constant c. Therefore,
using (3.31) and (3.29) we have∣∣∣∣dν2

dθ

∣∣∣∣ ≤ |z|α(1 + c|z|) (3.52)

from which we get (3.50).

With this result, using Taylor formula with an integral rest, we expand around ν1 the
last two terms in (3.49). Using m = tanh(ν1), we get,

φ(m,α)
|B|

= zαm + α(ν2 − ν1 + z)2
∫ 1

0

(1− ξ)
cosh2(ν1 + ξ(ν2 − ν1 + z))

dξ

+ (1− α)(ν2 − ν1)2
∫ 1

0

(1− ξ)
cosh2(ν1 + ξ(ν2 − ν1))

dξ

(3.53)
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The only term which is not evidently proportional to α is the last one, but using (3.50)
and defining b(z, α) ≡ ν2−ν1

zα we have |b(z, α)| ≤ |z|(1 + c|z|)).
We denote by

ϕ̂(m, z, α) ≡ (1 + αb(z, α))2
∫ 1

0

(1− ξ)
cosh2(ν1 + ξ(ν2 − ν1 + z))

dξ

+ zα(1− α)b2(z, α)
∫ 1

0

(1− ξ)
cosh2(ν1 + ξ(ν2 − ν1))

dξ

(3.54)

and we have |ϕ̂(m, z, α)| ≤ α|z|(1 + c|z|), for some positive constant c.
At last φ(m, z, α) = z|D| [m + ϕ̂(m, z, α)].

Therefore, the formula (3.17) takes the form

Lm(z,D, B) =
Ψz,α,m

Ψ0,0,m
ez|D|[m+ϕ̂(m,z,α)] (3.55)

Collecting what we have done, recalling (3.12) and (3.23), we end the proof of Proposition
3.1.♦

Next we prove proposition 3.2. It is simpler to start directly from the explicit expression
of Lm(z, |D|, B) given by (3.17). By symmetry, it is enough to consider the case where
m ≥ 1− g(|B|)

|B| . To simplify the formulae, it is better to set m = 1− 2k
|B| and use the variable

k instead of m. We set L(1− 2k
B )(z,D,B) ≡ Lk(z, |D|). We assume that 1 ≤ k ≤ g(|B|). It

is easy to check that

Lk(z,D) = ez|D|
(

B

k

)−1 k∧|D|∑
`=0

e−2z`

(
B −D

k − `

)(
D

`

)
(3.56)

The first case to consider is when k ≤ D. We are in the binomial regime. We use the
following standard estimates

(B −D − k)k−`

(k − `)!
≤
(

B −D

k − `

)
≤ (B −D)k−`

(k − `)!
(3.57)

On the one hand, using the right part of (3.57) and some easy algebra, we get

Lk(z,D) ≤ Bk(B − k)!
B!

ez|D|
(
(1− α) + αe−2|z|

)k

(3.58)

where as before α = D/B. Using (1− x)−1 ≤ ex(1+x) if 0 ≤ x ≤ 1/2, we get

Bk(B − k)!
B!

≤
(

1− (k − 1)
B

)−k+1

≤ exp
(

k2

B
(1 +

k

B
)
)

(3.59)
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and this entails

Lk(z,D) ≤ ez|D|
(
(1− α) + αe−2|z|

)k

e
g2(B)

B (1+
g(B)

B ) (3.60)

On the other hand, using the left part of (3.57) and calling ρk = k/B, we get

Lk(z,D) ≥ Bk(B − k)!
B!

ez|D|
(
(1− α) + αe−2|z|

)k
(

1− ρk
1 + e−2|z|

1− α + αe−2|z|

)k

(3.61)

Using 1 − x ≥ e−x(1+x) if 0 ≤ |x| ≤ 1/2, the left part of (3.59) and some easy estimates,
we get

Lk(z,D) ≥ ezD
(
(1− α) + αe−2|z|

)k

e−
g2(B)(1+e2|z|)

B (3.62)

After some computations, we get

ezD
(
(1− α) + αe−2|z|

)k

= ezD[m+(1−m)f̃(z,α)] (3.63)

with
∣∣∣(1−m)f̃(z, α)

∣∣∣ ≤ g(B)
B |z|e|z|(1 + c|z|).

Collecting (3.60), (3.62) and (3.63), we get

Lm(z,D) = ezD[m+ϕ̂b(m,z,α)] (3.64)

with

sup
m:|m|≥1− g(B)

B

|ϕ̂b(m, z, α)| ≤ c1

(
g(B)
B

|z|+ g2(B)
|z|B

)
(3.65)

It remains to consider the case where D ≤ k ≤ g(B). This is the poissonian regime. It
can be checked that

Lk(z,D) ≤ ezD

(
1− α

1− ρk

)k D∑
`=0

1
`!

e−2|z|`
(

Dk

B −D

)`

≤ ezDe
αk

1−α e−2|z|
(

1− α

1− ρk

)k
(3.66)

The last factor in (3.66) is here to make a nice cancellation that will give the correct
behavior when z ↓ 0. We have (

1− α

1− ρk

)k

≤ e−αke
g2(B)

B (3.67)
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Therefore after some computations, we get

Lm(z,D) ≤ exp [zD (m + ϕ̂p(z,m, α))] (3.68)

with |ϕ̂p(z,m, α)| ≤ 2g2(B)
B + |z| g(B)

B .
For the lower bound, we have

Lk(z,D) ≥ ezD

(
B −D − k

B

)k D∑
`=0

1
`!

e−2|z|` (D − `)`(k − `)`

(B −D − k + `)`
(3.69)

Keeping the first two terms in the previous sum gives

Lk(z,D) ≥ ezD

(
B −D − k

B

)k (
1 + e−2|z| (D − 1)(k − 1)

(B −D − k)

)
(3.70)

After some computations we get

Lk(z,D) ≥ ezD[m+ϕ̂p(z,m,α)] (3.71)

with |ϕ̂p(z,m, α)| ≤ c g2(B)
B e4|z|.
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4 Proof of the Theorem 2.3 and some probability estimates

In this section we prove the Theorem 2.3. To study the properties of the system,
uniformly on an interval V of length c̃ (log 1/γ)p

γ , p > 1, we start considering a region
V1 ⊂ V of scale L1 ≈ 1

γ (log 1/γ)(log log 1/γ)2+ρ, with ρ > 0, and divide it in smaller
intervals of scale `(γ) = 1

γ log 1/γ . We reduce the proof to the estimate of the upper bound
of the ratio of two constrained partition functions over one of these intervals. We then
write this ratio as the product of two stochastic contributions and with IP -probability one,
we prove the following

i) there is at least one interval of scale `(γ) such that the first factor of the stochastic
part is smaller than e−

c
γ , c > 0.

ii) for all above mentioned intervals the contribution of the second factor is negligible
iii) this can be done uniformly with respect to the choices of V1 in V .
The choice of the relative sizes of the intervals involved is suggested by two conflicting

conditions: the existence of a large enough fluctuation of the magnetic field, in at least
one small interval, for the first factor and the uniform control of the second factor over
all intervals contained in V . In step (ii) we need a deviation inequality for a Lipschitz
function of symmetric Bernoulli random variables, but our construction of the stochastic
part, in section 3, does not allow to check the convexity hypothesis assumed in [22] or in
[31]. Therefore we give a simple proof of such deviation inequality without any convexity
hypothesis.

We start the proof of the Theorem 2.3. Given c̃ > 0, p > 1, it is enough to prove that

µβ,θ,γ

[
Rδ,ζ([k`ĉ(γ), L1 + k`ĉ(γ)], τ)

]
≤ e−βxγ−1

(4.1)

simultaneously for τ = 1 and τ = −1, and for any k such that |k| ≤ c̃
ĉ (log 1/γ)p log log 1/γ,

where ĉ is a constant to be determined later. We take I12 ≡ [`1, `2] ⊂ [k`ĉ(γ), L1 +
k`ĉ(γ)] and we start estimating µβ,θ,γ

[
Rδ,ζ(`1, `2, τ)

]
, with `1 and `2 such that |`1− `2| =

ĉ
γ log log 1/γ = `ĉ(γ).

The first remark is that if Λ1 and Λ2 are two blocks of macroscopic length 1, then
supσΛ1∪Λ2

|Wγ(σΛ1 , σΛ2)| ≤ γ−1, this follows from
∫

J(x) dx = 1. Therefore, cutting all
the interactions between [`1, `2] and its complementary, we have the estimate

µβ,θ,γ

[
Rδ,ζ(`1, `2, τ)

]
≤ e4βγ−1

µβ,θ,γ

(
Rδ,ζ(`1, `2, τ)

∣∣ Σ∂I12

)
(0) (4.2)

We bound from below the partition function Zβ,γ,θ,[`1,`2](0), see (3.1), by restricting the
sum over all the spin configurations in Rδ,ζ(`1, `2,−τ). Taking into account that the two
normalization factors cancel, we have

µβ,θ,γ

[
Rδ,ζ(`1, `2, τ)

]
≤ e4βγ−1 µβ,θ,γ

(
Rδ,ζ(`1, `2, τ)

∣∣ Σ∂I12

)
(0)

µβ,θ,γ

(
Rδ,ζ(`1, `2,−τ)

∣∣ Σ∂I12

)
(0)

(4.3)
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For simplicity, let us denote R(τ) ≡ Rδ,ζ(`1, `2, τ).
Performing a block spin transformation on the scale δ∗γ−1 and using (3.13) we get

µβ,θ,γ (R(τ)) ≤ eβγ−1[δ∗|`2−`1|+4] Zτ (I12)
Z−τ (I12)

(4.4)

where

Zτ (I12)
Z−τ (I12)

≡
∑

mδ∗ (I12)∈Mδ∗ (I12)
1I{R(τ)}e

− 1
γ

{
βF̂(mδ∗

I12
,0)+γG(mδ∗

I12
)
}

∑
mδ∗ (I12)∈Mδ∗ (I12)

1I{R(−τ)}e
− 1

γ

{
βF̂(mδ∗

I12
,0)+γG(mδ∗

I12
)
} (4.5)

We denote by T , the linear bijection on Mδ∗(I12) defined by

T (m1(x),m2(x)) = (−m2(x),−m1(x)) ∀x ∈ Cδ∗(I12) (4.6)

then TR(τ) = R(−τ). Moreover from (3.10), it is immediate to check that F̂(Tmδ∗

I12
, 0) =

F̂(mδ∗

I12
, 0) by using the symmetry properties of the combinatorial factors. Therefore,

performing the change of variables induced by T in the denominator in (4.5), we get

Zτ (I12)
Z−τ (I12)

≡
∑

mδ∗ (I12)∈Mδ∗ (I12)
1I{R(τ)}e

− 1
γ

{
βF̂(mδ∗

I12
,0)+γG(mδ∗

I12
)
}

∑
mδ∗ (I12)∈Mδ∗ (I12)

1I{R(τ}e
− 1

γ

{
βF̂(mδ∗

I12
,0)+γG(Tmδ∗

I12
)
} (4.7)

By construction we note that changing hi into −hi makes the following changes: λ(x) →
−λ(x), B+ → B− while |D(x)| is left invariant. Therefore we get the following

Zτ (I12)
Z−τ (I12)

(−h) =
Z−τ (I12)
Zτ (I12)

(h) (4.8)

which implies the non trivial fact that log Zτ (I12)
Z−τ (I12)

(h) is a symmetric random variable and
therefore has mean zero. The next step is to extract what we expect to be the leading
term of the stochastic part coming in (4.7). Recalling (3.14), we introduce

∆G(mδ∗

β,I12
, τ) ≡ τ

[
G(mδ∗

β,I12
)− G(Tmδ∗

β,I12
)
]

(4.9)

where mδ∗

β,I12
is the configuration of mδ∗(x) = mδ∗

β ∀x ∈ I12 and mδ∗

β is any point in
[−1,−1 + 4γ(δ∗)−1, . . . , 1]2 which is among the nearest to mβ defined before (2.24).

We write:
Zτ (I12)
Z−τ (I12)

= e∆G(mδ∗
β,I12

,τ) Zτ,0(I12)
Z−τ,0(I12)

(4.10)
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where

Zτ,0(I12)
Z−τ,0(I12)

≡
∑

mδ∗ (I12)∈Mδ∗ (I12)
1I{R(τ)}e

− 1
γ

{
βF̂(mδ∗

I12
,0)+γ∆τ

0G(mδ∗
I12

)
}

∑
mδ∗ (I12)∈Mδ∗ (I12)

1I{R(τ)}e
− 1

γ

{
βF̂(mδ∗

I12
,0)+γ∆τ

0G(Tmδ∗
I12

)
} (4.11)

and
∆τ

0G(mδ∗

I12
) ≡ G(T

1−τ
2 mδ∗

I12
)− G(T

1−τ
2 mδ∗

β,I12
) (4.12)

with T 0 = 1I, the identity.
Recalling that mβ,1 and mβ,2 which are defined before (2.24) are bounded away from

1. For β > 1 and βθ small enough, we can use the Proposition 3.1 to control ∆G(mδ∗

β,I12
).

Recall that this term has mean zero. Using (3.24) and the definition of Tmβ given before
(2.24), we can write ∆G(mδ∗

β,I12
, τ) = −τ

∑
x∈Cδ∗ (I12)

X(x) with

X(x) ≡ −2βθλ(x)|D(x)|
[
mδ∗

β,1 + mδ∗

β,2 + Ξ(x, βθ, α)
]
− λ(x) log

Ψβθ,α(x),mδ∗
β,2

Ψ0,0,mδ∗
β,1

Ψβθ,α(x),mδ∗
β,1

Ψ0,0,mδ∗
β,2

(4.13)
and

Ξ(x, βθ, α) ≡
[
ϕ̂(mδ∗

β,1, λ(x)βθ, α)− ϕ̂(mδ∗

β,2, λ(x)βθ, α)
]

(4.14)

The next step is to get a lower bound for the probability of {τγ
∑

x∈Cδ∗ (I12)
X(x) > u}.

We follow De Acosta [1] and write this sum as a sum over |Cδ∗(I12)|/N blocks, each block
having N elements, 1 ≤ N ≤ |I12|

δ∗ .
Calling V 2(N) = V 2(N(w)) ≡

∑
x∈N(w) IE[X2(x)] for 1 ≤ w ≤ |I12|/(δ∗N), we require

that N satisfies also

γ
∑

x∈Cδ∗ (I12)

X(x) =
N

|Cδ∗(I12)|

|Cδ∗ (I12)|
N∑

w=1

1
V (N)

∑
x∈N(w)

X(x) (4.15)

Assuming that such N can be found, then we have

{
τγ

∑
x∈Cδ∗ (I12)

X(x) > u
}
⊃

|Cδ∗ (I12)|
N⋂

w=1

{ τ

V (N)

∑
x∈N(w)

X(x) > u
}

(4.16)

Using the fact that the events in the right hand side are independent we apply the Central
Limit Theorem to estimate their individual probabilities.
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To check that we can find an 1 ≤ N ≤ |I12|
δ∗ such that (4.15) is true, we use proposition

3.1. On the one hand we have

IE[X2(x)] ≥
(
βθ(mδ∗

β,1 + mδ∗

β,2 − cβθ)
)2 δ∗

γ

(
1− cβθ

√
γ

δ∗

)
(4.17)

and on the other hand we get if g(|B|) is large enough

IE[X2(x)] ≤
(
βθ(mδ∗

β,1 + mδ∗

β,2 + cβθ)
)2 δ∗

γ

(
1 + cβθ

√
γ

δ∗

)
(4.18)

for some positive constant c. Therefore using (4.15), it is easy to check that N must satisfy

(
βθ(mδ∗

β,1 + mδ∗

β,2 − cβθ)
)2

(1− cβθ

√
γ

δ∗
)
γ|I12|2

δ∗
≤

N ≤
(
βθ(mδ∗

β,1 + mδ∗

β,2 + cβθ)
)2
(

1 + cβθ

√
γ

δ∗

)
γ|I12|2

δ∗

(4.19)

Therefore, N ≤ |I12|/δ∗ provided

|I12| ≤
1
γ

(
βθ(mδ∗

β,1 + mδ∗

β,2 + cβθ)
)−2

(
1 + cβθ

√
γ

δ∗

)−1

(4.20)

.
Obviously N ≥ 1 provided

|I12| ≥
(

δ∗

γ

)1/2(
βθ(mδ∗

β,1 + mδ∗

β,2 − cβθ)(1− cβθ

√
γ

δ∗
)
)−1

(4.21)

Thefore, since |I1,2| = `ĉ(γ) = ĉ(γ log log γ−1)−1, (4.20) and (4.21) are satisfied if γ is small
enough. To continue, using (4.17) and (4.19) we have

V 2(N) ≥
(
βθ(mδ∗

β,1 + mδ∗

β,2 − cβθ)
)4
(

1− cβθ

√
γ

δ∗

)2

|I12|2 ≡ (βθa(β, θ))2|I12|2 (4.22)

Therefore, since limγ↓0 |I12| = ∞, it is clear that we are in the domain of application of
the Central Limit Theorem and we have, for all ε̃ > 0 and u > 0

IP

 τ

V (N)

∑
x∈N(w)

X(x) > u

 ≥ IP

u(1 + ε̃) ≥ τ

V (N)

∑
x∈N(w)

X(x) > u

 ≥ e−
u2(1+ε̃)

2

(4.23)
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using the lower bound for N , see (4.19), and for V (N), see (4.22), together with (4.16),
we get

IP

τγ
∑

x∈Cδ∗ (I12)

X(x) ≥ u

 ≥ exp
(
− u2(1 + ε̃)

2(βθa(β, θ))2γ|I12|

)
(4.24)

Now to end the proof of the Theorem 2.3, first we use (4.24), for M consecutive blocks
of length `ĉ(γ), that we denote by L(1), . . . L(M). Using independence over disjoint blocks
and 1− x ≤ e−x, considering the two cases τ = 1 and τ = −1 separately, we get

IP

 inf
τ∈{−1,+1}

sup
1≤`≤M

τγ
∑

x∈Cδ∗ (L(`))

X(x) ≥ u

 ≥ 1− 2 exp
[
−Me

− u2(1+ε̃)
2(βθa(β.θ))2γ`ĉ(γ)

]
(4.25)

Moreover it follows from the next proposition, see (4.28), that for all ε > 0, provided
g2(1/ζ) is a diverging, slowly varying function at infinity, limζ↓0

√
ζg2(1/ζ) = 0, then

IP

[
sup

1≤`≤M

∣∣∣log
Z+,0(L(`))
Z−,0(L(`))

∣∣∣ ≤ ε

γ

]
≥ 1− 2M exp

(
− ε2

212γ`ĉ(γ)βθζg2(1/ζ)

)
(4.26)

Given ρ > 0 and x > 0 we make the following choice of parameters.

c(x, ρ, γ) =
2(4 + x)2β2

1 + (2 + 3ρ
4 )

log log log 1
γ

log log 1
γ

ĉ =
[

(1 + ε̃)
(βθa(β, θ))2

c(x, ρ, γ)
]

u = 2β(4 + x + c0ĉ)

M = (log
1
γ

)(log log
1
γ

)3+ρ

ε =
(4 + x)β

2

ζg2(1/ζ) ≤ 1
8× 212(p + 2 + ε̃)

βθ(a(β, θ))2

(4.27)

an easy computation shows that the right hand side of (4.25) is bounded below by 1 −

e−(log log 1
γ )1+

ρ
4 , and the one of (4.26) by 1− 1

(log 1
γ )p+2+ε̃ . By (4.3), (4.4) and (4.10) we obtain

the estimate (4.1). Moreover, it is immediate to see that we have also the uniformity with
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respect to the 2 c̃
ĉ (log 1/γ)p log log 1/γ possible choices of k in (2.29). Using the first Borel-

Cantelli lemma and the fact that γ = 2−n, we get the Theorem 2.3.

Proposition 4.1 Given β > 1, βθ < ε0 for some ε0, let ζ small enough and g2(1/ζ)
be a real function such that limζ↓0 g2(1/ζ) = ∞, slowly varying at infinity that satisfies
limζ↓0

√
ζg2(1/ζ) = 0, then for all ε > 0, for all integers `1, `2, if γ is small enough

IP

[∣∣∣log
Z+,0(I12)
Z−,0(I12)

∣∣∣ ≥ ε

γ

]
≤ exp

(
− ε2

212γ|`1 − `2|βθζg2(1/ζ)

)
(4.28)

The proof of this proposition is rather long and technical. We first remark that using
the explicit expression (3.11), (3.12) and the fact that T (mβ,1,mβ,2) = (−mβ,2,−mβ,1),

we get IE
[
G(mδ∗

β,I12
)− G(Tmδ∗

β,I12
)
]

= 0, using (4.8), we have also IE
[
log Z+,0(I12)

Z−,0(I12)

]
= 0.

Let us prove the above mentioned deviation inequality.
Lemma 4.2 Let N be a positive integer and F be a real function on Ω = {−1,+1}N and
for all i ∈ {1, . . . , N} let

‖∂iF‖∞ = sup
(h,h̃):hj=h̃j ,∀j 6=i

∣∣∣F (h)− F (h̃)
∣∣∣

|hi − h̃i|
(4.29)

If IP is the symmetric Bernoulli measure and ‖∂(F )‖2∞ =
∑N

i=1 ‖∂i(F )‖2∞ then, for all
t > 0

IP [F − IE(F ) ≥ t] ≤ e
− t2

4‖∂(F )‖2∞ (4.30)

and also

IP [F − IE(F ) ≤ −t] ≤ e
− t2

4‖∂(F )‖2∞ (4.31)

Proof: We prove (4.30), the proof of (4.31) is exactly the same. As usually in this kind
of estimates, we start with the exponential Markov inequality. For all λ > 0, we have

IP [F − IE(F ) ≥ t] ≤ e−λtIE
[
eλ(F−IE(F ))

]
(4.32)

To estimate the last term, we introduce the family of increasing σ-algebra:

(∅,Ω) = Σ0 ⊂ Σ1 = σ(h1) ⊂ Σ2 = σ(h1, h2) ⊂ . . . ⊂ ΣN = σ(h1, h2, . . . , hN ) (4.33)

and the martingale difference sequences, ∀ 1 ≤ k ≤ N , ∆k(F ) = IE [F |Σk]− IE [F |Σk−1].
If we prove that

IE

[
eλ
∑N

k=1
∆k(F )

]
≤ eλ2‖∂(F )‖2∞ (4.34)
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then (4.30) follows from (4.32) by taking λ = t(2‖∂(F )‖2∞)−1. To prove (4.34), we per-
form the integrations in the left hand side of (4.34) starting from hN . The only term
that depends on hN is ∆N (F ) = F (h<N , hN ) −

∫
F (h<N , h̃N ) IP (dh̃N ) where h<N ≡

(h1, h2, . . . , hN−1). Therefore, using Jensen inequality, we get

∫
eλ∆N (F ) IP (dhN ) ≤

∫
eλ[F (h<N ,hN )−F (h<N ,h̃N )]IP (dhN )IP (dh̃N ) (4.35)

For all fixed h<N the term into the exponential is the symmetrized of F with respect
to the last variable. Then if we expand the exponential and integrate with respect to the
product measure IP (dhN )IP (dh̃N ), all the odd terms vanish and we get ∀h<N

∫
eλ∆N (F ) IP (dhN ) ≤

∞∑
n=0

(λ)2n

(2n)!

∫ [
F (h<N , hN )− F (h<N , h̃N )

]2n

IP (dhN )IP (dh̃N )

≤
∞∑

n=0

(λ‖∂NF‖∞)2n

(2n)!

∫
|hN − h̃N |2nIP (dhN )IP (dh̃N )

=
∞∑

n=0

(λ‖∂NF‖∞)2n

(2n)!
2(2n−1)+ ≤ eλ2‖∂N (F )‖2∞

(4.36)

where (x)+ = max(x, 0) and we have used 2(2n−1)+

(2n) ! ≤ 1
n! .

There is a little difference for the successive integrations which is just the way to use
the Jensen inequality. We perform the next hN−1 integration, since the term ∆N−1(F ) is
the only one that comes into play, we use Jensen inequality as follows∫

eλ∆N−1(F )IP (dhN−1)

≤
∫

eλ
∫

[F (h<N−1,hN−1,ĥN )−F (h<N−1,h̃N−1,ĥN )]IP (dĥN )IP (dhN−1)IP (dh̃N−1)
(4.37)

Now we can make exactly the same computations since for fixed h<N−1,∫ [
F (h<N−1, hN−1, ĥN )− F (h<N−1, h̃N−1, ĥN )

]
IP (dĥN ) (4.38)

is a symmetric random variable under IP (dhN−1)IP (dh̃N−1) and we can use (4.29) to get

∫
eλ∆N−1(F )IP (dhN−1) ≤ eλ2∂N−1(F ) (4.39)
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Iterating we get (4.34).

It is clear that we have to estimate the corresponding Lipschitzian factors, see (4.29),∥∥∥∥∂i log
Z+,0(I12)
Z−,0(I12)

∥∥∥∥
∞

(4.40)

for all i ∈ γ−1(I12). Here, there is a difficulty that comes from the fact that the definition
(2.26) of ηδ,ζ is given in term of a Cesaro average of blocks of length δ∗ that are contained
in a block δ of `1 norm. So we cannot assume that all the blocks of length δ∗ are near an
equilibrium, some but certainly not all blocks of length δ∗ can have mδ∗

i (x) very near one.
On the other hand the correction to the leading behavior of ∆0Gx,mδ∗ is dependent on
the values of mδ∗ and here we have to estimate a Lipschitz norm which certainly becomes
more and more singular as mδ∗

i (x) approaches 1. To solve this problem we localize the
blocks which are near equilibrium (the good ones) and their complementary (the bad ones).
We show that the fraction of the bad blocks can be neglected provided we increase the
”tolerance” ζ.

We need to introduce some definitions. Given i ∈ γ−1I12, let x(i) be the index of the
block of length δ∗ that contains the microscopic site i. Let u(i) be the index of the block
of length δ that contains x(i), let Cδ/δ∗(u(i)) ≡ Cδ/δ∗(i) be the set of the centers of blocks
of length δ∗ that are in the blocks of length δ indexed by u(i). We have to estimate

log
Z+,0(I12)(h)
Z+,0(I12)(h̃i)

− log
Z−,0(I12)(h)
Z−,0(I12)(h̃i)

(4.41)

Where the only discrepancy between h and h̃i is at the site i. To continue we need a simple
lemma, its proof is similar to Markov inequality
Lemma 4.3 If ∑

x∈Cδ/δ∗ (i)

‖mδ∗(x)−mβ‖1 ≤
δ

δ∗
ζ (4.42)

then given g1(ζ) such that limζ↓0 g1(ζ) = 0 but ζ
g1(ζ) < 1 if ζ ≤ 1, we have

∑
x∈Cδ/δ∗ (i)

1I{‖mδ∗ (x)−mβ‖1≤g1(ζ)} ≥
δ

δ∗
(1− ζ

g1(ζ)
) (4.43)

This suggests to make a partition of Cδ/δ∗(i) into two sets,

A(mδ∗) ≡ {x ∈ Cδ/δ∗(i) : ‖mδ∗(x)−mβ‖1 ≤ g1(ζ), sup(|mδ∗

1 (x)|, |mδ∗

2 (x)|) ≤ 1− g(|B|)
|B|

}

(4.44)
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and B(mδ∗) = Cδ/δ∗(i)\A(mδ∗). Let us call ∆(mβ) = 1−mβ,1, recalling that mβ,2 ≤ mβ,1.
We assume that the parameters ζ, δ, δ∗ and the functions g1(ζ) and g(|B|) are all chosen
in such a way that for the given pair (β, θ) we have

g1(ζ) +
g(|B|)
|B|

≤ ∆(mβ) (4.45)

This will imply that sup(|mδ∗

1 (x)|, |mδ∗

2 (x)|) ≤ g1(ζ)+1−∆(mb) ≤ 1− g(|B|)
|B| and therefore

the second condition in the definition of A is automatically satisfied. Let us note that
since the two terms in the left hand side of (4.45) go to zero, we can assume that (4.45) is
satisfied by taking ζ and γ small enough.

Let `(i) be the index of the block of length 1 containing the microscopic site i. For all
mδ∗ ≡ mδ∗

`(i) we write

1I{ηδ,ζ(`(i))=1}(m
δ∗) =

∑
X⊂Cδ/δ∗ (i)

1I{A=X}(mδ∗)1I{B=Xc}(mδ∗)1I{ηδ,ζ(`(i))=1}(m
δ∗) (4.46)

where the sum is over all the subsets of Cδ/δ∗(i) and Xc ≡ Cδ/δ∗(i)\X. Note that it follows
from the previous lemma, that ηδ,ζ(`(i)) = 1 and |X| ≤ δ

δ∗ (1 − ζ
g1(ζ) ) are incompatible,

therefore we can impose that |X| ≥ δ
δ∗ (1− ζ

g1(ζ) ) in (4.46).
Let us call

N (ζ) =
∑

X⊂Cδ/δ∗ (i)

1I{|X|≥ δ
δ∗ (1− ζ

g1(ζ) )}
=

δ
δ∗∑

k= δ
δ∗ (1− ζ

g1(ζ) )

( δ
δ∗

k

)
(4.47)

Then (4.41) is also equivalent to

log
Z+,0(I12)(h)

N (ζ)Z+,0(I12)(h̃i)
− log

Z−,0(I12)(h)
N (ζ)Z−,0(I12)(h̃i)

(4.48)

The two terms are estimated in the same way. We consider the first one. It is easy to see
that, with self–explanatory notation

Z+,0(I12)(h)
N (ζ)Z+,0(I12)(h̃i)

=
1

N (ζ)
Q
[
e
∆0Gh

x(i)−∆0G
h̃i
x(i)

]
(4.49)

where Q is the probability measure

Q[Ψ] =

∑
mδ∗ (I12)∈Mδ∗ (I12)

Ψ(mδ∗)1I{R(+)}e
− 1

γ

{
βF̂(mδ∗

I12
,0)+γ∆0Gh̃i (mδ∗

I12
)
}

∑
mδ∗ (I12)∈Mδ∗ (I12)

1I{R(+)}e
− 1

γ

{
βF̂(mδ∗

I12
,0)+γ∆0Gh̃i (mδ∗

I12
)
} (4.50)
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Inserting (4.46) in (4.49), we get

1
N (ζ)

Q
[
e
∆0Gh

x(i)−∆0G
h̃i
x(i)

]
=

1
N (ζ)

∑
X⊂Cδ/δ∗ (i)

|X|≥ δ
δ∗ (1− ζ

g1(ζ) )

Q
[
e
∆0Gh

x(i)−∆0G
h̃i
x(i)1I{A=X}1I{B=Xc}

]

(4.51)
and note that if we have an estimate of the form

|∆0Gh
x(i) −∆0Gh̃i

x(i)| ≤ f1(ζ)1I{i∈A} + f2(ζ)1I{i∈B} (4.52)

then on the one hand, we get

1
N (ζ)

Q
[
e
∆0Gh

x(i)−∆0G
h̃i
x(i)

]
≤ 1
N (ζ)

∑
X⊂Cδ/δ∗ (i)

|X|≥ δ
δ∗ (1− ζ

g1(ζ) )

[
ef1(ζ)1I{i∈X} + ef2(ζ)1I{i∈Xc}

]
(4.53)

and on the other hand

1
N (ζ)

Q
[
e
∆0Gh

x(i)−∆0G
h̃i
x(i)

]
≥ 1
N (ζ)

∑
X⊂Cδ/δ∗ (i)

|X|≥ δ
δ∗ (1− ζ

g1(ζ) )

e−f1(ζ)1I{i∈X} (4.54)

It is simple to check that

1− ζ

g1(ζ)
≤ 1
N (ζ)

∑
X⊂Cδ/δ∗ (i)

|X|≥ δ
δ∗ (1− ζ

g1(ζ) )

1I{i∈X} ≤ 1 (4.55)

Therefore, coming back to (4.49) and using (4.53) and (4.54), we get

∣∣∣∣∣log
Z+,0(I12)(h)

N (ζ)Z+,0(I12)(h̃i)

∣∣∣∣∣ ≤ f1(ζ) +
ζ

g1(ζ)
e|f2(ζ)−f1(ζ)| (4.56)

Therefore, recalling (4.52), even if we have a very poor bound f2(ζ) on the set B, (4.56)
implies that by choosing g1(ζ) in such a way that ζ

g1(ζ) ↓ 0, we recover something small
coming from the prefactor in second term in (4.56).

Let us prove something similar to (4.52). There are two cases to consider, the first one
is when λh = −λh̃i and the second one is when λh = λh̃i . In the first case, it is easy to
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check that we have |Dh| = |Dh̃i | = 1. In this case, it is simpler to use directly (3.56), and
after an easy computation we get, if |D(x)| = 1

Gx,mδ∗ (λ(x)) = log cosh(2βθ) + log
(
1 + λ(x)mδ∗(x) tanh(2βθ)

)
(4.57)

from which it is immediate that, if |D(x)| = 1 and βθ is small enough

∣∣∣∆0G(mδ∗(x))−∆0Gh̃i(mδ∗(x))
∣∣∣ ≤ 4 tanh(2βθ)‖mδ∗(x)−mβ‖1

1−mβ,1 tanh(2βθ)

≤ c(β, θ)‖mδ∗(x)−mβ‖1

(4.58)

and this estimate is valid for all values of mδ∗ .
In the second case, it is a rather long task to make all the estimates. We have

Proposition 4.4 There exists an ε > 0 and an absolute constant c such that if βθ ≤ ε,
for all g(n) such that limn↑∞ g(n) = ∞ but limn↑∞ g(n)/n = 0,

|∆0Gh[mδ∗(x(i))]−∆0Gh̃i [mδ∗(x(i))]|

≤ 2βθ

(
1 + 16βθ +

|B|
g2(|B|)

)
‖mδ∗(x(i))−mδ∗

β ‖1 +
c

g(|B|)
√

log g(|B|)

(4.59)

on the set
{
|mδ∗(x(i))| ≤ 1− g(|B|)

|B|

}
.

While,

|∆0Gh[mδ∗(x(i))]−∆0Gh̃i [mδ∗(x(i))]| ≤ 2βθ‖mδ∗(x(i))−mδ∗

β ‖1 + c

(
g2(|B|)
|B|

)
(4.60)

on the set
{
|mδ∗(x(i))| ≥ 1− g(|B|)

|B|

}
.

Proof: The formula (4.60) is immediate from the Proposition 3.2. To prove (4.59),
remembering (3.24), we have to study three terms. The first one is the simplest:

∆1
0G[mδ∗(x(i))] ≡ 2βθ

(
λh|Dh| − λh̃i |Dh̃i |

) [
mδ∗

ι(x(i))(x(i))−mδ∗

β,ι(x(i))(x(i))
]

(4.61)

and using ∣∣∣λh|Dh| − λh̃i |Dh̃i |
∣∣∣ = 1 (4.62)

we get
|∆1

0G[mδ∗(x(i))]| ≤ 2βθ‖mδ∗(x(i))−mδ∗

β ‖1 (4.63)
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The next one corresponds to ϕ̂ and we start from (3.49) and cancel from it the previously
estimated term. That is we consider

∆2
0G[mδ∗(x(i))] ≡ φ(mδ∗

ι(x(i))(x(i)), λh(x)βθ, αh)− φ(mδ∗

ι(x(i))(x(i)), λh̃i(x)βθ, αh̃i)

−
(
φ(mδ∗

β,ι(x(i))(x(i)), λh(x)βθ, αh)− φ(mδ∗

β,ι(x(i))(x(i)), λh̃i(x)βθ, αh̃i)
)

−∆1
0G[mδ∗(x(i))]

(4.64)
A simple way to estimate this term is to compute the double integral of its second derivative
with respect to α and m.

After easy estimates we get∣∣∣∆2
0G[mδ∗(x(i))]

∣∣∣ ≤ (32β2θ2)‖mδ∗ −mβ‖1 (4.65)

It remains to consider the last term in (3.24). We use that Ψ0,0,m does not depend on
α and define

∆3
0G(mδ∗(x(i))) ≡ log Ψλh(x(i))βθ,αh,mδ∗

ι(x(i))(x(i)) − log Ψ
λh̃i (x(i))βθ,αh̃i ,mδ∗

ι(x(i))(x(i))

−
(

log Ψλh(x(i))βθ,αh,mδ∗
β,ι(x(i))(x(i)) − log Ψ

λh̃i (x(i))βθ,αh̃i ,mδ∗
β,ι(x(i))(x(i))

)
(4.66)

The estimates are done in two different ways depending on the fact that the blocks we
consider belongs to B or to A. In the first case, recalling (4.56), we do not need a sharp
estimate. We use simply (3.25), bounding the difference in (4.66) by a sum of four terms,
we get immediately ∣∣∣∆3

0G(mδ∗(x(i)))
∣∣∣ ≤ c(βθ)2 +

200
g(|B|)

(4.67)

for some positive constant c.
In the second case, as it becomes clear in a moment, we need to use the fact that

‖mδ∗(x(i))−mδ∗

β ‖1 ≤ g1(ζ) and this makes the computations more involved.
Lemma 4.5 There exists an ε > 0 and an absolute constant c such that if βθ ≤ ε, for all
g(n) such that limn↑∞ g(n) = ∞ but limn↑∞

g(n)
n = 0 for all m such that |m| ≤ 1− g(|B|)

|B| ,

∣∣∣∆3
0G(mδ∗(x(i)))

∣∣∣ ≤‖mδ∗

ι(x(i)) −mδ∗

β,ι(x(i))‖1
cβθ|B|
g2(|B|)

(
1 +

c√
g(|B|)

)

+
c

g(|B|)
√

log g(|B|)

(4.68)
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Proof:

We use first (3.41) and (3.45) to write

log Ψλβθ,α,m = log Ψλβθ,α,m(ρ) + log
(

1 +
Eλβθ,α,m(ρ)
Ψλβθ,α,m(ρ)

)
(4.69)

with ρ = (σλβθ

√
|B|)−1

√
2 log g(|B|) and we use (3.44), setting f(|B|) =

√
2 log g(|B|)

together with (3.34) to control the last term. This leads to

∣∣∣∣ Eλβθ,α,m(ρ)
Ψλβθ,α,m(ρ)

∣∣∣∣ ≤ 5
3πg(|B|)(1 +

√
2 log g(|B|))

(4.70)

Therefore the four terms of this type in (4.66) will give a contribution which corresponds
to the last term in (4.68). For the remaining terms, we proceed as before, starting with

∆3
0G(mδ∗(x(i)), ρ) =

∫ αh

αh̃i

∫ mδ∗
ι(x(i))(x(i))

mδ∗
β,ι(x(i))

∂2Ψλβθ,α,m(ρ)
∂α∂m

1
Ψλβθ,α,m(ρ)

dαdm

−
∫ αh

αh̃i

∫ mδ∗
ι(x(i))(x(i))

mδ∗
β,ι(x(i))

∂Ψλβθ,α,m(ρ)
∂α

∂Ψλβθ,α,m(ρ)
∂m

1
Ψ2

λβθ,α,m(ρ)
dαdm

(4.71)
We estimate separately the last two lines of (4.71). We start from (3.45). We derivate

the integral with respect to m. This gives a term proportional to |B| which is bad. Using
Taylor formula with an integral rest, we expand in k up to order 1 the term in the integrand
that comes from derivating Φ(λβθ, α, k). Then making computations similar to the ones
that we did in (3.47), being aware of the cancellation of the previous linear term in k, we
get the leading term of order |B|k2. Performing the gaussian integral, we get

|∂mΨλβθ,α,m(ρ)| ≤ (1 + cρeρ)eρ4√
2π|B|σλβθ

2
σ2

λβθ

(
1 +

4√
g(|B|)

)
(4.72)

Let us note that in the denominator the term
√

2π|B|σλβθ will be cancelled out by the
corresponding term in Ψλβθ,α,m(ρ), see (3.35) when estimating the ratios in (4.71).

For the derivative with respect to α, we proceed in a similar way. It can be checked
that the linear term in k is not present here and the result is:

|∂αΨλβθ,α,m(ρ)| ≤ (1 + cεeρ)8βθeρ4√
2π|B|σλβθ

c

σ2
λβθ

(
1 +

1√
g(|B|)

)
(4.73)
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For the second order derivative, we get a term proportional to |B| and another to |B|2.
This last one being really dangerous. The one proportional to |B| is treated as previously.
For the one proportional to |B|2, we expand up to the fourth order in k all the integrand
except the exponential terms. By making explicit computations, similar to the one we did
in (3.47), all the terms of order strictly less than 4 in k gives a zero contribution. The
result is

|∂m∂αΨλβθ,α,m(ρ)| ≤ βθ√
2π|B|σλβθ

c

σ4
λβθ

(
1 +

c√
g(|B|)

)
(4.74)

for some positive constant c. Recalling (4.71), and using (4.72), (4.73), (4.74) together
with (3.35) we get, for some positive constant c

∆3
0G(mδ∗(x(i)), ρ) ≤

∣∣∣αh − αh̃i

∣∣∣ ‖mδ∗

ι(x(i)) −mδ∗

β,ι(x(i))‖1
cβθ

σ4
λβθ

(
1 +

c√
g(|B|)

)
(4.75)

Using now the fact that |αh − αh̃i | ≤ |B|−1, and that σ2
λβθ ≥ cg(|B|)|B|−1, we have

1
|B|σ4

λβθ

≤ |B|
g2(|B|)

(4.76)

therefore

∆3
0G(mδ∗(x(i)), ρ) ≤ ‖mδ∗

ι(x(i)) −mδ∗

β,ι(x(i))‖1
cβθ|B|
g2(|B|)

(
1 +

c√
g(|B|)

)
(4.77)

and this ends the proof of the Lemma (4.5).

With the Proposition 4.4, we get easily an estimate like (4.53) with

f1(ζ) ≤ ‖h− h̃i‖

[
2βθg1(ζ)

(
1 + 16βθ +

|B|
g2(|B|)

)
+

c

g(|B|)
√

log g(|B|)

]
(4.78)

and recalling (4.67)

f2(ζ) ≤ ‖h− h̃i‖

[
8βθ

(
1 + 17βθ +

200
g(|B|)

+ c
g2(|B|)
|B|

)
+

c

g(|B|)
√

log g(|B|)

]
(4.79)

for some positive constant c.
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The presence of both terms |B|/g2(|B|) and g2(|B|)/|B| suggests to take g(|B|) =√
|B|

g2(1/ζ) for some function g2(x) that diverges with x but is slowly varying at infinity.

Assuming that ζ is such that 1/
√
|B| ≤ g1(ζ)

√
g2(1/ζ) and choosing g1(ζ) =

√
ζ

2βθg2(1/ζ) ,

recalling (4.56), we get, if g2 satisfies also limζ↓0
√

ζg2(1/ζ) = 0.

∥∥∥∥∂i log
Z+,0(I12)
Z−,0(I12)

∥∥∥∥
∞
≤ 8
√

2βθζg2(1/ζ) (4.80)

Then we apply the Lemma 4.2 and we end the proof of the Proposition 4.1.
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5 Some deviations estimates and proof of Theorem 2.4 and 2.5

In the previous chapter, we have used the fact that the difference between the stochas-
tic contribution computed on the profiles constantly equal to one minimum and the one
computed on the other minimum, has mean zero. In this chapter, we consider profiles that
are non constant and make arbitrary oscillations so that in general we loose the mean zero
property. Roughly speaking, there are basically three kinds of possible oscillations that we
expect to be unlikely. The first one is when the system stays out of the equilibria for a
too long interval. The second one is when the system jumps from one equilibrium to the
other one, stays there for a too short interval and comes back to the first equilibrium. The
third one is when the system makes too many oscillations around one equilibrium without
reaching the other one. We have to be careful since without “too long”, “too short” and
“too many” the previous oscillations could be typical for the Gibbs measure.

To prove the Theorem 2.4, we first consider the case where such oscillations occur on
macroscopic intervals ∆ that are not bigger than

√
log log 1/γ. In this case, our estimates

will be true on a subset, say Ω̂ ⊂ Ω of IP -probability one, uniformly with respect to all
the possible positions of such intervals ∆ inside a bigger interval J centered at the origin,
of macroscopic length γ−k, for any given k. A priori we have to consider only the case
|J | ≈ γ−1(log 1/γ)p, p > 1, however, when it is possible, we consider |J | = γ−2, that is
γ−3 in microscopic units. But while for the first and third type of oscillations it will be
enough to estimate them in an interval not bigger than

√
log log 1/γ, since being outside of

equilibria or fluctuating around one for ”too long” is very unlikely and it can be detected
already in the scale

√
log log 1/γ, for the second type we must be more careful. Namely

we have to distinguish when being close to one equilibrium is typical and when it is not.
This requires to analyze the system over longer intervals and to control the contribution
of the magnetic field and the entropy terms over intervals where the estimates used in the
scale

√
log log 1/γ will give a too large contribution.

Let ∆R be a macroscopic interval of length R ∈ IN and δ1, ζ1 be two positive real
numbers. Let Oδ1,ζ1

0 (∆R) ≡
{
ηδ1,ζ1(`) = 0, ∀` ∈ ∆R ∩ ZZ

}
, then our first result is

Proposition 5.1 There exists an absolute positive constant c such that given β > 1 and βθ

that satisfies (2.22), there exists a positive constant c(β, θ), such that for all δ1 > δ∗ > 0,
ζ1 > 0 and z1 > 0, we can find Ω1 = Ω1(γ, δ∗, δ1, ζ1, z1,∆R) ⊂ Ω such that on Ω1

µβ,θ,γ

(
Oδ1,ζ1

0 (∆R)
)
≤ e

− β
γ

[
c(β,θ)ζ3

1δ1R−4−2cR(δ∗+ γ
δ∗ log δ∗

γ )−2Rθ
√

γ
δ∗−

√
Rγ4θz1

]
(5.1)

and IP [Ω1] ≥ 1− e−
z2
1

64 .
Proof: By the very same argument that leads to (4.2) we have

µβ,θ,γ

(
Oδ1,ζ1

0 (∆R)
)
≤ e4 β

γ µβ,θ,γ

(
Oδ1,ζ1

0 (∆R)
∣∣ Σ∂∆R

)
(0) (5.2)
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Performing a block spin transformation on the scale δ∗, recalling (3.13), we have

µβ,θ,γ

(
Oδ1,ζ1

0 (∆R)
∣∣ Σ∂∆R

)
(0)

=
e(±βδ∗γ−1R)

Zβ,θ,γ,∆R
(0)

∑
mδ∗ (∆R)∈Mδ∗ (∆R)

1I{Oδ1,ζ1
0 (∆R)}e

− 1
γ

{
βF̂(mδ∗

∆R
,0)+γG(mδ∗

∆R
)
} (5.3)

To estimate the stochastic part, we make a rough upper bound, see (3.15) and (3.16)∣∣Gx,mδ∗ (x)(λ(x))
∣∣ ≤ 2βθ|D(x)| which corresponds to the situation where all the spins in

Dλ(x) are equal to −λ(x). This gives us a factor

Ξ(2βθ,∆R) ≡ exp{
∑

x∈Cδ∗ (∆R)

2βθ|D(x)|} (5.4)

that we extract from the numerator in the left hand side of (5.3).
To estimate the combinatorial factor that appears in F̂ , see (3.10), we use the Stirling

formula in the form given by Robbins [27] which is, ∀N ≥ 1, N ! =
√

2πNN+ 1
2 e−NeεN with

1/12N ≤ εN ≤ 1/(12N + 1). Let us denote

F̃(mδ∗

∆R
) =

δ∗

2

∑
(x,y)∈C2

1/δ∗ (∆R)

Jδ∗(x− y)
[
m̃δ∗(x)− m̃δ∗(y)

]2
+ δ∗

∑
x∈Cδ∗ (∆R)

fβ,θ(mδ∗(x))
(5.5)

where fβ,θ is the canonical free energy of the RFCW model, see (2.18). It is easy to see
that restricting the configurations to those that are constantly equal to mδ∗

β , where mδ∗

β

is the nearest point to mβ belonging to the set
[
−1,−1 + 4γ

δ∗ ,−1 + 8γ
δ∗ , . . . , 1− 4γ

δ∗ , 1
]2

, we
get a lower bound for the normalization factor Zβ,θ,γ,∆R

(0). On the other hand using the
fact that ∑

(mδ∗ (±1,x))x∈Cδ∗ (∆R)

1 ≤
(

δ∗

2γ

) 2R
δ∗

= e
2R
δ∗ log δ∗

2γ (5.6)

to control the number of terms that occurs in the sum in (5.3), after the cancellation of
some constants we get

µβ,θ,γ

(
Oδ1,ζ1

0 (∆R)
∣∣ Σ∂∆R

)
(0) ≤e

β
γ (Rδ∗+4+2R γ

δ∗ log δ∗
γ )Ξ(4βθ,∆R)

e
− β

γ inf
mδ∗

∆R
∈Oδ1,ζ1

0

{
F(mδ∗

∆R
)
} (5.7)
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where F(mδ∗

∆R
) ≡ F̃(mδ∗

∆R
)− F̃(mδ∗

β,∆R
).

To give a lower bound on the previous infimum, we use the fact that if xi are positive
numbers, bounded from above by a constant c then if the arithmetic mean of N terms xi

is bounded from below by some ζ1 ≤ c then there are at least Nζ1
2c−ζ1

terms xi among the

N , such that xi > ζ1
2 . Using (2.26) we get after some easy computations,

inf
mδ∗

∆R
∈Oδ1,ζ1

0

{
F(mδ∗

∆R
)
}
≥ Rc(β, θ)ζ3

1δ
1

4(4− ζ1)2
≥ Rc1(β, θ)ζ3

1δ (5.8)

It remains to estimate Ξ(4βθ,∆R). Let us denote X(∆R) ≡ 4γ
∑

x∈Cδ∗ (∆R) |D(x)|. It

is easy to see that IE(X(∆R) ≤ cR
√

γ/δ∗. Using the Lemma 4.2, setting t = 2
√

Rγz1,
where z1 is a positive real number, and regrouping, we get (5.1).

With the Proposition 5.1 we can control the Gibbs-Probability to have a run of ηδ1,ζ1 = 0
anywhere on intervals that are rather long. However their lengths depend on the parame-
ters δ1, ζ1, δ

∗.
Corollary 5.2 Given β > 1 and βθ that satisfies (2.22), then there exists a constant
c̃ = c̃(β, θ) such that, if δ∗ log 1

γ ↓ 0 when γ ↓ 0, for all δ1 > δ∗ > 0, ζ1 > 0, that satisfy

δ1ζ
3
1 ≥ c̃(β, θ)

(√
γ

δ∗
∨ δ∗

)
(5.9)

for all x > 0, for all intervals ∆R of macroscopic length R that are included in a macro-
scopic interval I containing the origin, with |I| ≤ γ−2 and satisfy

R ≥ R1 ≡
4β(1 + x)
c(β, θ)δ1ζ3

1

(5.10)

if γ = 2−n, with IP -probability one, for all but a finite number of indices n,

µβ,θ,γ

(
∃R : R1 ≤ |R| ≤ |I| ∃∆R ⊂ I : Oδ1,ζ1

0 (∆R)
)
≤ e−

4βx
γ (5.11)

Proof:

Let us first remark that for a given R, the number of intervals ∆R that are included
in I, is bounded from above by |I|2, therefore if we take z1 =

√
64(5 + ε) log 1

γ for some
positive ε, we get using Lemma 4.2

IP

[
sup

R:R1≤|R|≤|I|
sup

∆R⊂I

1√
R

(X(∆R)− IE [X(∆R)]) ≥
√

64(5 + ε)γ log(
1
γ

)

]
≤ γ1+ε (5.12)
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The IP -probabilistic statement follows from the first Borel-Cantelli Lemma. Let us consider
the term into the bracket in the exponent in the right hand side of (5.1). Notice first
that, since δ∗

γ ↑ ∞ when γ ↓ 0,
√

γ
δ∗ ≥

γ
δ∗ log δ∗

γ , if γ small enough we can ignore the
corresponding term in (5.1) and keep just the square root. To get a negative term in this
exponent, we impose, since βθ is small,

c(β, θ)ζ3
1δ1 − 4(δ∗ ∨

√
γ

δ∗
)− 256(5 + ε)βθ

√
γ log

1
γ
≥ 0 (5.13)

Using δ∗ log 1
γ ↓ 0 when γ ↓ 0, this becomes c(β, θ)ζ3

1δ1 − 4c(δ∗ ∨
√

γ
δ∗ ) ≥ 0 by enlarging

the constant c if necessary. To cancel the constant term 4β, in (5.1) and get the factor x

in (5.11) we just impose (5.10).

The second family of events we consider are roughly speaking those ones having two
blocks, far apart but not too much, at the same equilibrium and somewhere between them
there is a block of macroscopic length at least 1, close to the other equilibrium.

Let ∆L = [`1, `2] with `i ∈ ZZ for i = 1, 2 be a macroscopic interval of length L, and
δ2 > 0 , ζ2 > 0 be two real positive numbers, let us define for η = +1 or η = −1

Wδ2,ζ2(∆L, η) ≡
{

ηδ2,ζ2(`1) = ηδ2,ζ2(`2) = η, ∃˜̀, `1 < ˜̀< `2 ηδ2,ζ2(˜̀) = −η
}

(5.14)

and Wδ2,ζ2(∆L) ≡ Wδ2,ζ2(∆L,+) ∪Wδ2,ζ2(∆L,−). Our second result is
Proposition 5.3 Given β > 1 and βθ that satisfies (2.22), δ2 > δ∗ > 0, ζ2 > 0 and
z2 > 0, then there exists Ω2 = Ω2(γ, δ∗, δ2, ζ2, z2,∆L) ⊂ Ω such that on Ω2

µβ,θ,γ

(
Wδ2,ζ2(∆L)

)
≤ e

−γ−1
[
∆F−4βζ2−2L(δ∗+ γ

δ∗ log δ∗
γ )−2Lβθ

√
γ

δ∗−
√

Lγ4βθz2

]
(5.15)

for a strictly positive constant ∆F = ∆F(β, θ) and IP [Ω1] ≥ 1− e−
z2
2

64 .
Proof: The proof is similar to the one of the Proposition 5.1, we point out only the main
differences. Let us call ∆−

L = [`1 + 1, `2 − 1], and for η = ±1

mβ,η,∂∆l
=
{

mδ∗(x); ∀x ∈ Cδ∗(∂∆L) mδ∗(x) = T
1−η
2 mδ∗

β

}
(5.16)

where if m = (m1,m2), T 0m = m and T 1m = Tm = (−m2,−m1). An easy computation,
using the fact that ηδ2,ζ2 = η, leads to

µβ,θ,γ

(
Wδ2,ζ2(∆L, η)

)
≤ e4βcζ2µβ,θ,γ

(
Wδ2,ζ2(∆L, η)

∣∣ Σ∂∆L

)
(mβ,η,∂∆L

) (5.17)
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Then making a block spin transformation on the scale δ∗ inside the volume ∆−
L , denoting

F(mδ∗

∆−
L

,mδ∗

∂∆L
) = F(mδ∗

∆−
L

) +
δ∗

2

∑
x∈Cδ∗ (∆−

L
)

y∈Cδ∗ (∂∆L)

Jδ∗(x− y)m̃δ∗(x)m̃δ∗(y) (5.18)

and using the same arguments that leads to (5.7) give

µβ,θ,γ

(
Wδ2,ζ2(∆L, η)

∣∣ Σ∂∆L

)
(mβ,η,∂∆L

) ≤ e
β
γ (Lδ∗+4ζ2+2L γ

δ∗ log δ∗
γ )Ξ(4βθ,∆L)

· e
− β

γ inf
mδ∗

∆L
∈Wδ2,ζ2 (∆L,η)

{
F(mδ∗

∆L
,mβ,η,∂∆L

)
}

(5.19)
It is not too difficult to check that there exists a constant ∆F = ∆F(β, θ), depending
neither on η = ±1 nor on L, which is strictly positive if β > 1 and βθ satisfies (2.22), such
that

inf
mδ∗

∆L
∈Wδ2,ζ2 (∆L,η)

{
F(mδ∗

∆L
,mβ,η,∂∆L

)
}
≥ ∆F (5.20)

Now Ξ(4βθ,∆L) can be estimated as before and this ends the proof of the Proposition 5.3.

By similar computations as in the proof of the Corollary 5.2, making the choice z2 = z1

it is easy to check that
Corollary 5.4 There exists a constant c̃ = c̃(β, θ) such that, if δ∗ log 1

γ ↓ 0 when γ ↓ 0,
for all δ2 > δ∗ > 0, ζ2 > 0, for all x > 0, that satisfies

∆F(1− x)− c̃(β, θ)ζ2 > 0 (5.21)

for all intervals ∆L of macroscopic length L that are included in an interval I that contains
the origin, with |I| ≤ γ−2 and satisfy

L ≤ L2 ≡
∆F(1− x)− c̃(β, θ)ζ2

c(β, θ)(δ∗ ∨
√

γ
δ∗ )

(5.22)

if γ = 2−n, with IP -probability one, for all but a finite number of indices n,

µβ,θ,γ

(
∃L : 2 ≤ |L| ≤ L2 ∃∆L ⊂ I : Wδ2,ζ2(∆L)

)
≤ e−

βx∆F
γ (5.23)

The third family of events describes fluctuations around one equilibrium.
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Let ∆L = [`1, `2] with `i ∈ ZZ for i = 1, 2 be a macroscopic interval of length L, and
δ4 > δ1 > 0 , ζ4 > ζ1 > 0 be four real positive numbers, let us define for η = +1 or η = −1

Rδ1,ζ1,δ4,ζ4
0,η (∆L, L̃) ≡{
ηδ1,ζ1(`1) = ηδ1,ζ1(`2) = η, ∀` ∈ (`1, `2), ηδ1,ζ1(`) = 0,∃˜̀

1, ˜̀
2, ˜̀

2 − ˜̀
1 = L̃

`1 < ˜̀
1 < ˜̀

2 ≤ `2 ηδ4,ζ4(˜̀) = 0 ∀˜̀ : ˜̀
1 ≤ ˜̀≤ ˜̀

2

} (5.24)

and Rδ1,ζ1,δ4,ζ4
0 (∆L, L̃) ≡ Rδ1,ζ1,δ4,ζ4

0,+ (∆L, L̃) ∪Rδ1,ζ1,δ4,ζ4
0,− (∆L, L̃).

Proposition 5.5 Given β > 1 and βθ that satisfies (2.22), δ4 > δ1 > δ∗ , ζ4 > ζ1 > 0
and z3 > 0 then there exists Ω3 = Ω3(γ, δ∗, δ1, δ4, ζ1, ζ4, z3,∆L, L̃) such that on Ω3

µβ,θ,γ

(
Rδ1,ζ1,δ4,ζ4

0,η (∆L, L̃)
)

≤ e
−γ−1

[
c(β,θ)(ζ3

4δ4L̃+ζ3
1δ1(L−L̃))−4βζ1−2L(δ∗+ γ

δ∗ log δ∗
γ )−2Lβθ

√
γ

δ∗−
√

Lγ4βθz3

] (5.25)

for some positive constants c(β, θ) and c and P [Ω3] ≥ 1− e−
z2
3

64 .
Proof: The proof is similar to the proofs of the Propositions 5.1 and 5.3.

An immediate consequence of this result is the
Corollary 5.6 Given β > 1 and βθ that satisfies (2.22),there exists two constants c̃i =
c̃i(β, θ) for i = 1, 2 such that if δ∗ log 1

γ ↓ 0 when γ ↓ 0, for all δ4 > δ1 > δ∗ , ζ4 > ζ1 > 0
that satisfy

δ4ζ
3
4 ≥ δ1ζ

3
1 ≥ c̃1

(√
γ

δ∗
∨ γ log

1
γ

)
(5.26)

and δ4ζ
3
4 ≥ c̃1ζ1, for all 1 > x > 0, for all intervals ∆L of macroscopic length L that

are included in an interval I that contains the origin, with |I| ≤ γ−2 if γ = 2−n, with
IP -probability one, for all but a finite number of indices n, for all L̃ ≥ 1,

µβ,θ,γ

(
∃L : 2 ≤ L ≤ |I|∃∆L ⊂ I : Rδ1,ζ1,δ4,ζ4

0 (∆L, L̃)
)
≤ e−

c̃2(β,θ)L̃xζ3
4δ4

γ (5.27)

Therefore if we denote

Oδ1,ζ1
0 (I) ≡

⋃
R: R1≤R≤|I|

⋃
∆R⊂I

Oδ1,ζ1
0 (∆R) (5.28)

Wδ2,ζ2(I) ≡
⋃

L: 2≤L≤L2

⋃
∆L⊂I

Wδ2,ζ2(∆L) (5.29)
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and
Rδ1,ζ1,δ4,ζ4

0 (I) ≡
⋃

L: 2≤L≤|I|

⋃
∆L⊂I

⋃
L̃: 1≤L̃≤L

Rδ1,ζ1,δ4,ζ4
0 (∆L, L̃) (5.30)

then, for an appropriate choice of various parameters, δi, ζi for i : 1 ≤ i ≤ 4, as
a consequence of the Corollaries 5.2, 5.4 and 5.6, all the previous sets have a Gibbs-
Probability that goes to zero, IP -almost surely. It is convenient to make the choices
δ1 = δ2, ζ2 = ζ1, ζ4 > ζ1 and δ4 ≥ δ1. We note that ηδ1,ζ1(`) = η implies ηδ4,ζ4(`) = η.
Therefore on the complementary of the unions of the previous sets we can only have runs
of length at most R1 of ηδ1,ζ1 = 0 followed by runs of length at least L2 of equilibrium
ηδ4,ζ4(`) = η.

Namely blocks ηδ1,ζ1(`) = 0 between adjacent blocks of the same equilibrium can be
only ηδ4,ζ4 = η, since (5.27).

The next step is to prove that the length of the previous run of ηδ4,ζ4 = η which is at
least L2 is in fact bounded from below by a much larger quantity.

We define, see (5.14), for η ∈ {+1,−1}, `1 < ˜̀
1 < ˜̀

2 < `2 with 2 ≤ ˜̀
1 − `1 ≤ R1,

`2 − ˜̀
2 ≤ R1,

W̃δ4,ζ4
η (`1, ˜̀

1, ˜̀
2, `2) ≡{

ηδ4,ζ4(`1) = ηδ4,ζ4(`2) = η, ηδ4,ζ4(˜̀1 − 1) = ηδ4,ζ4(˜̀1) = −η,

ηδ4,ζ4(`) = −η ∀` : ˜̀
1 + 1 ≤ ` ≤ ˜̀

2 − 1, ηδ4,ζ4(˜̀2) = ηδ4,ζ4(˜̀2 + 1) = −η
} (5.31)

In the following proposition we will show that uniformly in the choices of ˜̀
1, ˜̀

2, `1 and `2
in a fixed interval J of suitable length, this set of events has small probability.
Proposition 5.7 Given β > 1, 0 < x < 1, p > 1, ĉ > 0, ρ > 0, if θ ≤ x2∆F

48
√

ĉ(p+1+2ρ)
then

there exist γ0 > 0 and c0 > 0 such that for γ ≤ γ0, if ζ4g2(1/ζ4) ≤ x2∆F
96 (1 ∧ β√

ĉ(p+1+2ρ)
),

for all δ4 > δ∗ = c0γ log log 1
γ , for all intervals I = [`1, `2] such that |I| ≤ ĉ(γ log log 1

γ )−1,
and for any I ⊂ J , |J | = c̃γ−1(log 1/γ)p for some positive constant c̃, on a set Ω4 =
Ω4(J , β, θ, γ) that satisfies

IP [Ω4] ≥ 1− 2c̃

ĉ
(log

1
γ

)p+ρe−(log log 1
γ )(p+2ρ+1) (5.32)

we have, uniformly on all intervals [˜̀1, ˜̀
2] ⊂ I and uniformly on I ⊂ J ,

µβ,θ,γ

(
W̃δ4,ζ4

η (`1, ˜̀
1, ˜̀

2, `2)
)
≤ exp

[
−β

γ
x(1− x)∆F

]
(5.33)

for η = ±1

29/june/2005; 14:27 48



Proof:

The first step is to restrict ourself to a finite volume Gibbs measure. Since ηδ4,ζ4(`1) =
ηδ4,ζ4(`2) = η, we get

µβ,θ,γ

(
W̃δ4,ζ4

η (`1, ˜̀
1, ˜̀

2, `2)
)
≤ e4β

ζ4
γ µβ,θ,γ

(
W̃δ4,ζ4

η (`1, ˜̀
1, ˜̀

2, `2)
∣∣ Σ∂∆L

)
(0) (5.34)

Using the fact that ηδ4,ζ4(˜̀1) = ηδ4,ζ4(˜̀1 − 1) and ηδ4,ζ4(˜̀2 + 1) = ηδ4,ζ4(˜̀2) we can also
decouple the interval [˜̀1 − 1, ˜̀

2 + 1] from the interval [`1, `2]. This will produce three
adjacent intervals. We associate, the interaction between the first and the second interval
to the first term, and the interaction between the second and the third interval to the
third term. This will give, up to a factor e8β

ζ4
γ , a product of three terms each one being

localized on one of the three intervals. We make a rough estimate for the random magnetic
field for the terms corresponding to the first and the third interval. Applying an argument
similar to the one given in the Corollary 5.4, we get that, with a IP -probability 1, uniformly
with respect to all intervals [˜̀1, ˜̀

2] included in an interval J containing the origin, with
|J | ≤ 1

γ2 ,

µβ,θ,γ

(
W̃δ4,ζ4

η (`1, ˜̀
1, ˜̀

2, `2)
∣∣ Σ∂∆L

)
(0) ≤ e12β

ζ4
γ e−

βx∆F
γ

× eβγ−1[δ∗(˜̀2−˜̀1)]
Z−η,δ4,ζ4(Ĩ12)
Zη,δ4,ζ4(Ĩ12)

(5.35)

where the last term is similar to the one defined in (4.5), with R(τ) = Rδ4,ζ4(˜̀1, ˜̀
2, τ).

Writing in a similar way as we did in (4.10), with self explanatory notations, we have

Z−η,δ4,ζ4(Ĩ12)
Zη,δ4,ζ4(Ĩ12)

= e
∆G(mδ∗

β,Ĩ12
,ε) Z−η,0,δ4,ζ4(Ĩ12)

Zη,0,δ4,ζ4(Ĩ12)
(5.36)

Using the estimate (4.28) we get

IP

[∣∣∣∣∣log
Z−η,0,δ4,ζ4(Ĩ12)
Zη,0,δ4,ζ4(Ĩ12)

∣∣∣∣∣ ≥ ε

γ

]
≤ exp

(
− ε2

212γ|Ĩ12|βθζ4g2(1/ζ4)

)
(5.37)

To get a result which is true uniformly with respect to all subintervals Ĩ12 of I, and
for any I in a given interval J of length c̃(γ)−1(log 1/γ)p containing the origin, we need
a modification of the Ottaviani inequality [30] that takes into account that we do not
have sum of random variables i.e. an additive process but merely an approximate additive
process.
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To simplify notations, given an interval Ĩ ⊂ I, let us call Y (Ĩ) ≡ log Z−η,0,δ4,ζ4 (Ĩ)

Zη,0,δ4,ζ4 (Ĩ)
.

Lemma 5.8 For any given interval I

IP

[
max

Ĩ1,2⊂I

∣∣∣Y (Ĩ12)
∣∣∣ ≥ β

4ε + 12ζ4

γ

]
≤

IP
[
|Y (I)| ≥ β ε

γ

]
inf Ĩ12⊂I IP

[∣∣∣Y (Ĩ12)
∣∣∣ ≤ β ε

γ

] (5.38)

Proof: Recall that [`1, `2] ≡ I and intervals Ĩ12 = [˜̀1, ˜̀
2]. Using the fact that for all Ĩ12 ⊂

I, |Y (Ĩ12)| ≤ |Y ([`1, ˜̀
1])|+ |Y ([`1, ˜̀

2])|+β 4ζ4
γ , we get |Y (Ĩ12)| ≤ 2 max`1≤˜̀≤`2

|Y ([`1, ˜̀])|+

β 4ζ4
γ . Therefore

IP

[
max

Ĩ1,2⊂I

∣∣∣Y (Ĩ12)
∣∣∣ ≥ β

4ε + 12ζ4

γ

]
≤ IP

[
max

`1≤˜̀≤`2

∣∣∣Y ([`1, ˜̀])
∣∣∣ ≥ β

2ε + 4ζ4

γ

]
(5.39)

Let τ = inf
{

t ≥ `1 ; |Y ([`1, t])| ≥ β 2ε+4ζ4
γ

}
, inf(∅) = ∞. Since, for all k ∈ [`1, `2],

|Y (I)| ≥ |Y ([`1, k])| − |Y ([k + 1, `2])| − β 4ζ4
γ , we have

{
τ = k

}
∩
{
|Y ([k + 1, `2])| ≤ β

ε

γ

}
⊂
{
|Y (I)| ≥ β

ε

γ

}
(5.40)

Therefore, making a partition over the possible values of τ and using independence, we get

IP

[
|Y (I)| ≥ β

ε

γ

]
≥ inf

`1≤k≤`2
IP

[
|Y ([k + 1, `2])| ≤ β

ε

γ

] `2∑
k=`1

IP [τ = k] (5.41)

Using the definition of τ , we get (5.38).

We assume without loss of generality, that J is centered at the origin and that |I| =
ĉ 1

γ log log 1
γ

, for a given ĉ. We make a block decomposition of the interval J into blocks of

length ĉ(2γ log log 1
γ )−1, that is J = ∪−j1≤j≤j1 Îj with 2j1 + 1 =

[
2c̃
ĉ (log 1/γ)p log log 1

γ

]
.

Note that any interval I we consider is included in the union of three consecutive intervals
Î[j,j+2] ≡ Îj ∪ Îj+1 ∪ Îj+2 for some −j1 ≤ j ≤ j1 − 2. Therefore we get, denoting max∗I⊂J
the maximum over the intervals I such that |I| = ĉ(γ log log 1

γ )−1 that are in J , for all
ε > 0, setting ε̃ = 4ε + 12ζ4, we have

IP

[
max
I⊂J

∗ max
Ĩ12⊂I

|Y (Ĩ12)| ≥ β
ε̃

γ

]
≤

2c̃(log 1/γ)p log log 1
γ

ĉ
IP

[
max

Ĩ12⊂Î[0,2]

|Y (Ĩ12)| ≥ β
ε̃

γ

]
(5.42)
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Using (5.37) and (5.38) we have

IP

[
max
I⊂J

∗ max
Ĩ12⊂I

∣∣∣∣∣log
Z−η,0,δ4,ζ4(Ĩ12)
Zη,0,δ4,ζ4(Ĩ12)

∣∣∣∣∣ ≥ β
ε̃

γ

]
≤

2c̃(log 1
γ )p+ρ

ĉ

e−u log log 1
γ

1− e−u log log 1
γ

(5.43)

where u ≡ ε̃2β2

212ĉβθζ4g2(1/ζ4)
and ρ > 0 is small as we want. We assume for the moment that

the various parameters are chosen such that u ≥ p + 1 + 2ρ. Using the first Borel-Cantelli
lemma, recalling that γ = 2−n, we get that with a IP -probability 1, for all but a finite
number of indices n

max
I⊂J

∗ max
Ĩ12⊂I

Z−η,0,δ4,ζ4(Ĩ12)
Zη,0,δ4,ζ4(Ĩ12)

≤ eβ
4ε+12ζ4

γ (5.44)

It remains to estimate the first term in the right hand side of (5.36).
We have ∆G(mδ∗

β,Ĩ12
) = −η

∑
x∈Cδ∗ (Ĩ12)

X(x) where

X(x) ≡ −2βθλ(x)|D(x)|
[
mδ∗

β,1 + mδ∗

β,2 + Ξ(x, βθ, α)
]
− λ(x) log

Ψβθ,α(x),mδ∗
β,2

Ψ0,0,mδ∗
β,1

Ψβθ,α(x),mδ∗
β,1

Ψ0,0,mδ∗
β,2

(5.45)
with Ξ(x, βθ, α) ≡ [ϕ̂(mδ∗

β,1, λ(x)βθ, α)− ϕ̂(mδ∗

β,2, λ(x)βθ, α)].
Therefore we need to estimate from above the probability of

A ≡
{

max
I⊂J

∗ max
Ĩ12⊂I

∣∣γ ∑
x∈Cδ∗ (Ĩ12)

X(x)
∣∣ ≥ s

}
(5.46)

for s > 0. For our purpose it is enough to prove (5.46) for s ≤ s0, for a given s0.
This will be done in two steps that are similar to the proof of (5.43). First we give an
estimate for a fixed Ĩ12 and then we make a block decomposition of J into blocks of length
ĉ(2γ log log 1

γ )−1. Arguing as before we apply the usual Ottaviani Inequality. All of this
is standard and it is just an adaptation of the proof of the upper bound in the Law of
the Iterated Logarithm given by De Acosta [1]. It follows from the exponential Markov
inequality and independence that, for all λ ≥ 0,

IP

γ
∑

x∈Cδ∗ (Ĩ12)

X(x) ≥ s

 ≤ e−st
∏

x∈Cδ∗ (Ĩ12)

IE
[
etγX(x)

]
(5.47)

To estimate the previous Laplace transform, we use ex ≤ 1 + x + x2

2 e|x|, ∀x ∈ IR. Using
the fact that IE(X) = 0, we get

IE
[
etγX(x)

]
≤ 1 + (tγ)2

IE[X2(x)]
2

etγ‖X(x)‖∞ (5.48)
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Using the Proposition 3.1, if γ is small enough, and how small depends on βθ to absorb
the last term in (3.25), we have for some positive constant c, ‖X(x)‖∞ ≤ 4βθ δ∗

γ (1 + cβθ).

On the other hand it is easy to check that, calling IE[|D(x)|2] = V 2(x) = δ∗

γ , we have also

for some positive constant c, if γ is small enough IE[X2(x)] ≤ 16(βθ)2(1 + cβθ)2 δ∗

γ . Using

1 + x ≤ ex ∀x ∈ IR and |Cδ∗(Ĩ12)| = |Ĩ12|
δ∗ , we get easily

∏
x∈Cδ∗ (Ĩ12)

IE
[
etX(x)

]
≤ exp

[
γ8(tβθ)2(1 + cβθ)|Ĩ12|etδ∗4βθ(1+cβθ)

]
(5.49)

The choice of t depends on |Ĩ12|. If γ|Ĩ12| ≥ δ∗

g3(γ) with limγ↓0 g3(γ) = 0 as slowly as we

want, we choose t = s
16γ|Ĩ12|(βθ)2(1+cβθ)

. If γ|Ĩ12| ≤ δ∗

g3(γ) , we choose t =
s log log 1

γ

32ĉ(βθ)2(1+cβθ)s.

Assuming that g3(γ) is such that γ(log log 1
γ )2 ≤ (g3(γ))2, in both the cases, we get

IP

∣∣∣γ ∑
x∈Cδ∗ (Ĩ12)

X(x)
∣∣∣ ≥ βs

 ≤ 2 exp

[
−

s2 log log 1
γ (1− 2s0cg3(γ))

32ĉ(θ)2(1 + cβθ)

]
(5.50)

for s ≤ s0 and for some constant c 1. To get uniformity with respect to all subintervals
that are in I, we write simply

max
Ĩ12⊂I

∣∣∣γ ∑
x∈Cδ∗ (Ĩ12)

X(x)
∣∣∣ ≤ 2 max

`1≤`≤`2

∣∣∣γ ∑̀
x=`1

X(x)
∣∣∣ (5.51)

Therefore, using the Ottaviani inequality

IP

[
max

`1≤`≤`2

∣∣∣∣∣γ ∑̀
x=`1

X(x)

∣∣∣∣∣ ≥ 2βs

]
≤

IP
[∣∣∣γ∑`2

x=`1
X(x)

∣∣∣ ≥ βs
]

inf`1≤`≤`2 IP
[∣∣∣γ∑`

x=`1
X(x)

∣∣∣ ≤ βs
] (5.52)

we get, setting ũ = (1−2s0cg3(γ))
32ĉ(θ)2(1+cβθ) by an argument similar to the one that gives (5.42),

IP

max
I⊂J

∗ max
Ĩ12⊂I

∣∣∣∣∣∣γ
∑

x∈Cδ∗ (I)

X(x)

∣∣∣∣∣∣ ≥ 2βs

 ≤ 4c̃(log 1
γ )p+ρ

ĉ
e−s2ũ log log 1

γ (5.53)

1 Remark that given s0 > 0 it is always possible to find γ0 > 0 such that for γ ≤ γ0, the quantity

(1− 2s0cg3(γ)) is strictly positive.
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We then collect (5.34), (5.35), (5.36), (5.44) obtaining

µβ,θ,γ

(
Wδ1,ζ1,δ4,ζ4

η (`1, ˜̀
1, ˜̀

2, `2)
)
≤ exp

[
−β

γ
(x∆F − 24ζ4 − 4ε− 4s− δ∗|I|)

]
(5.54)

We make the following choices s ≤ s0 = x2∆F
16 , ε = 1

16x2∆F , c0 = x2∆F
4ĉ , ζ4 ≤ x2∆F

96

this will give us (5.33). We take γ0 such that (1 − 2s0cg3(γ0)) = 1
2 . To be able to

satisfy s2ũ ≥ p + 2ρ + 1 and s ≤ s0, we impose θ ≤ x2∆F
48
√

ĉ(p+2ρ+1)
and we can take

s = 16θ
√

ĉ(p + 2ρ + 1). Recalling that we need also u ≥ p+2ρ+1, we impose that ζ4 is such
that ζ4g2(1/ζ4) ≤ x2β∆F

72
√

ĉ(p+2ρ+1)
, that is with the condition above we assume ζ4g2(1/ζ4) ≤

x2∆F
96

[
1 ∧ β√

ĉ(p+2ρ+1)

]
and we get (5.32). This ends the proof of the Proposition 5.7.

Proof of Theorem 2.4:
We prove that the complementary of the set Rδ4,ζ4 (`1, `2, R1)

⋃
Vδ1,ζ1,δ4,ζ4 (`1, `2) has

Gibbs-probability that goes to zero as e−
c4(β.θ)δ4ζ3

4
γ . We decompose

A ≡
(
Rδ4,ζ4 (`1, `2, R1,+)

)c⋂(
Rδ4,ζ4 (`1, `2, R1,−)

)c
= A1 ∪ A2 ∪ A3 ∪ A4 (5.55)

where, see (5.30), A1 ≡ Rδ1,ζ1,δ4,ζ4
0 ([`1 +2R1, `2−2R1]) and, see (5.29), A2 ≡ Wδ4,ζ4([`1 +

2R1, `2 − 2R1]) While A1 and A2 refer to the behaviour of the profiles in the bulk of
the interval, A3 and A4 consider the behaviour of the profiles in a region close to the
boundaries. Namely for a given η ∈ {−1,+1}, we can be in

(
Rδ4,ζ4 (`1, `2, R1, η)

)c just
because we have ηδ4,ζ4(`1 + 2R1) 6= η or ηδ4,ζ4(`2 − 2R1) 6= η. Let us define

Aη
3(`) ≡

{
mδ∗ : ηδ4,ζ4(`) 6= η

}
(5.56)

and
A3 =

⋃
η,η′∈{−1,+1}2

Aη
3(`1 + 2R1) ∪ Aη′

3 (`2 − 2R1) (5.57)

Suppose that a profile is in Aη
3(`1 + 2R1) then we can have four alternatives.

The block `1+2R1 has ηδ4,ζ4(`1+2R1) = 0 or ηδ4,ζ4(`1+2R1) = −η and it is sandwiched
at a distance smaller than 2R1 by two blocks with the same η’s or with different η’s. In
this last case the profiles are fronts.

It is easy to see that

A3∩
(
Oδ1,ζ1

0 ([`1 + R1, `2 −R1])
)c

∩ A ⊂ Rδ1,ζ1,δ4,ζ4
0 ([`1 + R1, `2 −R1])⋃

Wδ4,ζ4([`1 + R1, `2 −R1])
⋃
Vδ1,ζ1,δ4,ζ4([`1 + R1, `2 −R1])

(5.58)
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It remains to consider what is left in A. The presence of A4 comes from the fact that
in the definition of A1, there are four parameters δ4, ζ4, δ1, ζ1 and since δ4ζ

3
4 ≥ c̃1(β, θ)ζ1

we can have blocks such that ηδ1,ζ1 = 0 but ηδ4,ζ4 = 1. Let us define

Aη
4(`) ≡

{
mδ∗ : ηδ4,ζ4(`) = η, ηδ1,ζ1(`) = 0

}
(5.59)

and
A4 =

⋃
η,η′∈{−1,+1}2

Aη
4(`1 + 2R1) ∪ Aη′

4 (`2 − 2R1) (5.60)

Arguing as before we get

A4 ∩
(
Oδ1,ζ1

0 ([`1 + R1, `2 −R1])
)c

∩ A ⊂

Rδ1,ζ1,δ4,ζ4
0 ([`1 + R1, `2 −R1])

⋃
Vδ1,ζ1,δ4,ζ4([`1 + R1, `2 −R1])

(5.61)

It is now clear that we have

A ∩
(
Vδ1,ζ1,δ4,ζ4(`1, `2)

)c ∩ (Oδ1,ζ1
0 ([`1 + R1, `2 −R1])

)c

⊂

Rδ1,ζ1,δ4,ζ4
0 ([`1 + R1, `2 −R1])

⋃
Wδ4,ζ4([`1 + R1, `2 −R1])

(5.62)

and (2.36) follows immediatly from the Corollaries 5.2, 5.4, 5.6 and the Proposition 5.7.

Proof of Theorem 2.5:
Taking into account (2.36), we must check that for `1 ≤ `2 ≤ `3 that belongs to J , an

event of the form
Vδ1,ζ1,δ4,ζ4(`1, `2, η) ∩ Vδ1,ζ1,δ4,ζ4(`2, `3, η) (5.63)

with `2 − `1 ≤ `ĉ(γ) and `3 − `2 ≤ `ĉ(γ) has small Gibbs-probability and moreover that
this is true with a very high IP -probability, uniformly for `1 ≤ `2 ≤ `3 in J . But it is
immediate to see that those events are controlled by the Proposition 5.7.

Using Theorem 2.3, denoting by c2 =
[

c(x,ρ,γ)
(βθ)2(mβ,1+mβ,2)2

]
, see (2.30), we end the proof

of the Theorem 2.5.
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