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Abstract
We consider a non-local excess free energy functional, which arises in the
description of the continuum limit of Ising spin system with Kac interaction
and external random magnetic field. We study the functional for values of
the parameters in the phase transition region and we characterize the optimal
profile describing the interface between the two pure thermodynamic phases.
We use a dynamic method to minimize the excess free energy in the class of
profiles connecting the two stable phases. We namely characterize the optimal
profiles as stationary solutions of a system of non-local equations proving global
nonlinear stability results for the shape of the optimal profile and decay estimates
uniform in the profile within a certain class of functions.

Mathematics Subject Classification: 60K35, 82B20, 82B43

1. Introduction

We consider the following functional

F(m) = F(m1, m2)

= 1

4

∫∫
J (x − y)[m̃(x) − m̃(y)]2 dx dy +

∫
[fβ,θ (m1(x), m2(x))

− fβ,θ (mβ,1, mβ,2)] dx (1.1)

where mi = mi(x) for i = 1, 2 is a real-valued function on R; m̃ = 1
2 (m1 + m2), β a positive

number larger than 1; θ a positive number which we take suitably small, J a non-negative,
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even function, supported in the interval [−1, 1], with an integral equal to 1 and
∫ |J ′(x)| dx

finite,

fβ,θ (m1, m2) ≡ fβ,θ (m) = −(m1 + m2)
2

8
− θ

2
(m1 − m2) − 1

2β
(I (m1) + I (m2)) , (1.2)

I (m) = −1 + m

2
log

(
1 + m

2

)
− 1 − m

2
log

(
1 − m

2

)
and mβ = (mβ,1, mβ,2)

is a minimum of fβ,θ (m1, m2). Thus, for each value of β > 1 and θ small enough, the
precise condition will be given in the following, fβ,θ (m1, m2) has two absolute minima
mβ = (mβ,1, mβ,2) and T mβ = (−mβ,2, −mβ,1), see (1.5) and fβ,θ (mβ) = fβ,θ (T mβ).
The functional (1.1) arises in the study of Ising spin systems with Kac type interactions and
external magnetic field which randomly takes ±1 values with equal probability, see [11] for a
description of the model. The interaction J is the ferromagnetic Kac potential; the requirement
to be positive is essential while the restriction to be of compact support is done for simplicity.
All the results hold if J is taken to be exponentially fast decaying at infinity. We denote
F(m) as the excess free energy functional. The m1, (respectively m2), is then interpreted as
the magnetization density associated, through a block spin transformation, to the sites where
the random magnetic field takes the value +1, (respectively −1). The parameter β−1 is the
product of the absolute temperature and the Boltzmann constant. The parameter θ represents
the strength (the variance) of the external random magnetic field. Notice that the functional
(1.1) is well defined and positive, although it could take infinite values. In F(m) there are
two mechanisms to penalize departures from equilibrium. The first one is ruled by the free
energy density fβ,θ (m1, m2). Any value of m(r) which is not a minimizer of fβ,θ (m1, m2),
i.e. different from mβ and T mβ , contributes to the total free energy proportionally to the space
volume where it is attained. There is also some penalty for changing the minimizer in different
regions of space, which is given by the non-local term. Thus the global minimizers of F are
the functions that are constantly equal to the minimizer of fβ,θ (m1, m2), their free energy is 0
and they correspond to the two pure thermodynamic phases mβ and T mβ . We are interested in
determining the shape and properties of the optimal profile for the interfaces between a region
mβ and T mβ . In our case the optimal profile is a minimizer of F among all functions whose
asymptotic values at ±∞ are mβ and T mβ , respectively or the reverse. These two families of
minimizers are well separated in all the metrics in which we work, and it suffices to consider
only one of them. Actually, one is obtained by T -reflecting the other, where T is the map
which associates at m = (m1, m2), T m = (−m2, −m1). Knowledge of this particular type of
stationary solutions is relevant for characterizing the interfaces appearing in the typical spin
configurations of a RFKM [12].

The critical points of fβ,θ (m1, m2) are the two-dimensional vectors (m1, m2), which are
solutions of the system of equations

m1 = tanh

(
β

(m1 + m2)

2
+ βθ

)

m2 = tanh

(
β

(m1 + m2)

2
− βθ

)
.

(1.3)

We assume that β > 1 and βθ satisfies tanh βθ � min(1/
√

3, (1 − β−1)1/2). This implies
that the system (1.3) has only three solutions, two of them being absolute minima and one the
local maximum of fβ,θ (m). This can be easily proved by considering the equation obtained
by summing the two equations of (1.3) obtaining

m̃ = 1
2 tanh β(m̃ + θ) + 1

2 tanh β(m̃ − θ). (1.4)
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The previous condition implies that the derivative at the origin of the function on the right-hand
side of (1.4) is bigger than one, and the function is concave on the positive real and convex on
the negative real number. Moreover, if m̃β is the largest positive solution of (1.4), then the two
absolute minima of fβ,θ (m) are of the form mβ = (mβ,1, mβ,2) and T mβ = (−mβ,2, −mβ,1)

where

mβ,1 = tanh β(m̃β + θ)

mβ,2 = tanh β(m̃β − θ).
(1.5)

It is easy to see that the function fβ,θ (m) is quadratic around its minima. Moreover, there
exists a constant c(β, θ) such that for all m = (m1, m2),

fβ,θ (m) − fβ,θ (mβ) � c(β, θ) min(‖m − mβ‖2
2, ‖m − T mβ‖2

2). (1.6)

Here ‖.‖2 is the Euclidean norm in R
2. Consider the following sets of functions.

Definition 1.1. We denote by A the set of functions m = (m1, m2) ∈ L∞(R) × L∞(R),
‖mi‖∞ � 1 for i = 1, 2 such that

lim inf
x→+∞ mi(x) > 0 and lim sup

x→−∞
mi(x) < 0. (1.7)

We have the following result.

Theorem 1.2. Given β > 1, θ > 0, βθ � min, (1/
√

3, (1−β−1)
1
2 ), there exists an unique (up

translation) minimizer m̄ of the functional F , see (1.1), in the class A. The minimizer m̄ has the
following properties: m̄ = (m̄1, m̄2) ∈ C∞(R)×C∞(R), m̄i for i = 1, 2 is strictly increasing,
m̄1(0) = tanh βθ , m̄2(0) = − tanh βθ . Moreover, there exist two positive constants α and c

depending only on β and θ such that for i = 1, 2

|m̄i(x) − mβ,i | � ce−αx x → ∞ and |m̄i(x) + mβ,3−i | � ce−α|x| x → −∞.

Further |m̄k
i (x)| � cke−α|x|, for i = 1, 2 where m̄k(x) is the k derivative of m̄(x) and ck are

positive constants depending only on β and θ .

It is straightforward to see that theorem 1.2 holds in the class A without restriction on
the L∞ norm, namely the value of F over these functions is always bigger than the one
on A. We call the minimizer m̄ = (m̄1, m̄2) an interface or an instanton. The constraint
m̄1(0) = −m̄2(0) = tanh βθ breaks the translational invariance symmetry of (1.1). In fact any
shift of the instanton

(Sam̄)(x) ≡ m̄a(x) = (m̄1(x − a), m̄2(x − a)) a ∈ R (1.8)

is still a minimizer and we call it the instanton with centre a. The centre of the instanton is
characterized by the fact that m̄a(a) = m̄(0). The instanton m̄ is then the instanton with the
centre 0 and {m̄a, a ∈ R} is the manifold of the instantons.

The method we use to show existence, unicity up translations and properties of the optimal
profile for the interface is a dynamic way. We consider the following system of integral
equations

∂m1

∂t
= −m1 + tanh{β (J � m̃ + θ)}

∂m2

∂t
= −m2 + tanh{β (J � m̃ − θ)}

(1.9)

where the � product denotes convolution, (J �m̃)(x) = ∫
dyJ (x −y)m̃(y). A basic fact is that

the functional (1.1) is decreasing along the evolution given by (1.9). Therefore proving that
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there is an unique, up to translations, stationary solution of (1.9), i.e. solution of the following
system of equations

m1(x) = tanh (β(J � m̃)(x) + βθ)

m2(x) = tanh (β(J � m̃)(x) − βθ)

lim
x→∞ m(x) = mβ, lim

x→−∞ m(x) = T mβ

(1.10)

and that any solution of (1.9) with the initial datum in the class A converges to the solution
of (1.10), it is equivalent to prove the existence and unicity (up translations) of the minimum
of F(m) over the set of functions A. This is easy consequence of the monotonicity in time of
F(m(t)), see theorem 2.7, as well as of its lower semicontinuity with respect to convergence
almost everywhere (Fatou’s lemma).

The system (1.9) is closely related to the following integral equation

∂m

∂t
= −m + tanh{βJ � m}

lim
x→±∞ m(x) = ±mβ.

(1.11)

Here mβ plays the same role as the one defined earlier. Equation (1.11) models the continuum
limit of Ising spin system with non-conservative dynamics, Kac potentials and without external
magnetic field, see [8] for a description of the model. The existence, unicity (up reflections and
translations), of the stationary solution and stability have been established in [9,10]. When an
external deterministic magnetic field is added to (1.11) travelling waves appear. The existence
and stability of them have been studied in [7, 16]. Non-local equations like (1.11) have been
studied by many authors, not only in physics, see [17], as they appear in several fields such as
neural network, population dynamics, propagation of diseases, see for instance [1, 2, 14]. For
a complete overview of results for equation (1.11) and more general problems of deriving the
continuum equation from the statistical mechanics setting, see [18].

The model we are analysing shares several qualitative features with (1.11). In fact, one
could try to analyse the equation obtained by summing the two equations in (1.9), this yields
a closed equation for m̃. Proceeding in this way one cannot rely any more on the fact that
the functional F(m), see (1.1), is a Lyapunov function, namely fβ,θ (m), and therefore F(m)

cannot be written only in terms of m̃. Since the comparison principle still holds for the equation
for m̃ the method presented in [6] can be applied to obtain existence, unicity up translations
and L∞ exponential convergence. The method is rather general, it holds for several types of
one space dimensional nonlinear evolution equations and it does not use any of the variational
structure of equation (1.9). We do not use the approach of [6] since our main interest is in
determining the existence, uniqueness and properties of the minima of the functional (1.1)
in the class of functions A and therefore the variational structure of (1.9) is essential to us.
Moreover the method we are using could be applied to a more general system of the one in
(1.9), obtained by multiplying by α > 0 the right-hand side of the second equation of (1.9).
The change will not allow the reduction of the system to a closed single equation, but since the
comparison principle and the variational structure still holds it is possible to analyse it with
the method we used. In the following we prove the existence of a solution of (1.10) with the
properties stated in theorem 1.2.

Theorem 1.3 (existence). There exists a solution m̄ = (m̄1, m̄2) of (1.10) with the properties
stated in theorem 1.2.

Theorem 1.4 (unicity up translations). Let m = (m1, m2) ∈ A solves (1.10), then there
exists an a such that, for all x, m(x) = m̄(x − a).
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The proof of the unicity stated in theorem 1.4 is essentially based on proving that any
stationary solution of (1.10) is trapped between two instantons and that the manifold of instanton
is locally nonlinearly exponentially stable, see theorem 4.2. Moreover, we have an L2 global
exponential stability in the following class of functions

K(M, N) =
{

m

∣∣∣∣∣
2∑

i=1

∫
R

|mi(x) − χi(x)|2 dx � M, ‖m‖H1 � N

}
(1.12)

where

‖m‖2
H1 =

∫
R

|m′
1(x)|2 dx +

∫
R

|m′
2(x)|2 dx, (1.13)

m′
i denotes the derivative of mi ,

χ1(x) = −mβ,2Ix�0 + mβ,1Ix>0, χ2(x) = −mβ,1Ix�0 + mβ,2Ix>0. (1.14)

Theorem 1.5. For all initial data m(0) ∈ K(M, N) there exists a positive constant C(N, M)

such that

‖m(t) − m̄a(t)‖L2 � e−C(N,M)t‖m(0) − m̄a(0)‖L2

where m̄a(t) is any instanton minimizing the L2 distance to m(·, t) among all the instantons
m̄b, b ∈ R and ‖ · ‖L2 the norm in L2(R, dx) × L2(R, dx).

Notice that there is at least one instanton m̄a minimizing ‖m(·, t) − m̄b‖2
L2 , b ∈ R, since

this quantity is differentiable as a function of b, and tends to infinity as b → ±∞. Hence, the
distance is minimized at one value a at least and at this value of a, m̄′

a is orthogonal to m− m̄a

in L2. Let a(t) denote any such value.
The important point is that we obtain decay estimates which are uniform in the profile

within the classes K(M, N), so that the relaxation is taking place at a uniform rate everywhere
on the interface. These kinds of estimates were derived by Carlen et al [3] for a similar
functional in the context of the non-conservative dynamics, see (1.11), and then applied to
the more difficult problem of deriving local stability results in the context of conservative
dynamics [4,5]. The method is very robust and relates the free energy functional F defined in
(1.1) with the spectral analysis of the linear operator L, defined in (4.2), obtained by linearizing
the system (1.9) around an instanton.

When the initial datum belongs to A we have the following.

Theorem 1.6. Assume that m ∈ A and let m(·, t) solve (1.9) with m(x, 0) = m(x), for all x.
Then there is a(∞) so that

lim
t→∞ ‖m(·, t) − m̄(· − a(∞))‖∞ = 0. (1.15)

The convergence being exponentially fast.

Note that a(∞) is the same for both m1 and m2.

2. Basic properties of the evolution

In this section, we state and prove some basic properties of the evolution that will be constantly
used in the sequel. For short notation we introduce the vector

tanhθ (s) =
(

tanh β(s + θ)

tanh β(s − θ)

)
. (2.1)
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We start from the integral representation of the solutions of (1.9). For all x ∈ R and all
t � 0 we have

m(x, t) = e−tm(x, 0) +
∫ t

0
ds e−(t−s) tanhθ {β(J � m̃)(x, s)}. (2.2)

One basic tool which is very often used in the sequel is the fact that system (1.9) is order
preserving.

Definition 2.1. The function v(x, t) = (v1(x, t), v2(x, t)) is a subsolution of the Cauchy
problem (1.9) with initial datum m(·, 0) = (m1(·, 0), m2(·, 0)), if ‖vi(·, t)‖∞ � 1 for all
t � 0, vi(x, 0) � mi(x, 0) for all x and i = 1, 2; it is continuously differentiable with respect
to t and satisfies, for all x and t > 0,

∂v(x, t)

∂t
� −v(x, t) + tanhθ {β(J � ṽ)(x, t)} (2.3)

where the inequality is meant to hold componentwise. Analogously, the function w(x, t) =
(w1(x, t), w2(x, t)) is a supersolution if it has the same regularity properties as above and it
satisfies (2.3) with the reverse inequality and wi(x, 0) � mi(x, 0) for i = 1, 2.

From now on, inequalities among vectors are meant to hold always componentwise.

Theorem 2.2 (the Comparison theorem). If v(x, t) = (v1(x, t), v2(x, t)), (respectively
w(x, t) = (w1(x, t), w2(x, t))), is a subsolution, (respectively supersolution), of the Cauchy
problem (1.9) with initial datum m(·, 0) then for all x and all t � 0 and i = 1, 2:

vi(x, t) � mi(x, t) � wi(x, t). (2.4)

Proof. Given T > 0 let N be the space L∞(R× [0, T ])×L∞(R× [0, T ]), endowed with the
sup norm. Let G = (G1, G2) be the continuous map from N into itself defined, for f ∈ N , by

(G(f )) (x, t) = e−t f (x, 0) +
∫ t

0
ds e−(t−s) tanhθ {β(J � f̃ )(x, s)} (2.5)

where f̃ = 1
2 (f1 + f2). It is easy to verify that G is monotone, i.e. if f ∈ N and g ∈ N

with fi � gi for i = 1, 2 (pointwise in R × [0, T ]) then Gi(f ) � Gi(g), i = 1, 2. Moreover
(Gi(f ))(x, 0) = fi(x, 0). Furthermore, for β(1 − e−T ) < 1, G is a contraction on any subset
of functions of N with the same values at t = 0. Namely

2∑
i=1

|Gi(f )(x, t) − Gi(g)(x, t)| � β

∫ t

0
ds e−(t−s)(J � (f̃ − g̃))(x, s)

� β(1 − e−T ) sup
x,s

2∑
i=1

|fi(x, s) − gi(x, s)|.

Thus if m(x, t) solves (1.9), we have

mi = lim
n→∞(Gn(m0))i, m0(x, t) = m(x, 0) in R × [0, T ].

Let u = (u1, u2) be the solution of (1.9) and suppose u0
i � m0

i then (Gn(u0))i � (Gn(m0))i ,
hence ui � mi in R × [0, T ].

Analogously, if v is a subsolution of (1.9), it is easy to see that vi � Gi(v1, v2), where Gi

is defined in (2.5); hence vi � Gn
i (v) and therefore vi � zi , where zi = limn→∞ (Gn(v))i and

by the continuity of G, zi = Gi(z). Therefore, z = (z1, z2) solves (1.9) in R × [0, T ] with
an initial condition z(·, 0) = v(·, 0). Then, for what was proven above, if vi(·, 0) � mi(·, 0)

we obtain vi � zi � mi . The same argument applies to the supersolutions. We have thus



Optimal interface profile for a non-local model 1627

proven (2.4) for 0 � t � T . Then, we extend the result to [T , 2T ] by the same argument,
since the estimate does not depend on the initial datum. Iterating we can complete the proof
of the theorem. �
Proposition 2.3 (equicontinuity of the orbits). Let ψi(x, t) := mi(x, t) − e−tmi(x, 0) and
denote by ψ ′

i its derivative with respect to x; then, for any t � 0,

‖ψ ′
i (·, t)‖∞ � β‖J ′‖1 := β

∫
dx|J ′(x)|. (2.6)

Proof. From (2.2)

|ψ ′
1(x, t)| �

∫ t

0
ds e−(t−s)

∣∣∣∣ ∂

∂x
tanh{β(J � m̃)(x, s) + θ}

∣∣∣∣ �
∫ t

0
ds e−(t−s)β(|J ′| � |m̃|)(x, s).

Similarly for ψ2. This concludes the proof. �
Corollary 2.4 (limit points of the orbits). Given any sequence tn increasing to ∞ there is a
function m� = (m�

1, m
�
2) ∈ Cb(R) × Cb(R), ‖m�

i ‖∞ � 1 so that, uniformly on the compacts,

lim
n→∞ m(x, tn) = m�(x). (2.7)

Proof. The family mi(x, t) − e−tmi(x, 0) is equicontinuous and equibounded in R × R+, so
that, by the Ascoli Arzelà theorem, the statement is proven for x in a compact. Then, by a
diagonalization procedure, (2.7) follows. �

To identify the limiting points of an orbit we use the (excess) free energy functional F(m)

defined in (1.1). First, we prove that the following set

M = {
(m1, m2) ∈ L∞(R) × L∞(R), ‖mi‖∞ � 1, mi(x) − χi(x) ∈ L2(R)

}
(2.8)

is left invariant by the evolution for compact intervals of time; where, we recall, χ1(x) =
−mβ,2Ix�0 + mβ,1Ix>0 and χ2(x) = −mβ,1Ix�0 + mβ,2Ix>0.

Lemma 2.5. Assume that m ∈ M. Then for i = 1, 2 ‖mi(·, t) − χi‖L2 is bounded for t in the
compacts.

Proof. We denote v = m − χ where χ = (χ1, χ2). Using (1.5) we have that χ(x) =
tanhθ {βχ̃(x)} where χ̃(x) = −m̃β1x�0 + m̃β 1x>0. Therefore, see (2.2)

v(x, t) = e−t v(x, 0) +
∫ t

0
ds e−(t−s) (tanhθ {β(J � m̃)(x, s)} − tanhθ {βχ̃(x)}) .

Then we have

‖v(·, t)‖L2 � e−t‖v(·, 0)‖L2 +
∫ t

0
ds e−(t−s)‖�(·, s)‖L2

where

�(x, s) = |tanhθ {β(J � m̃)(x, s)} − tanhθ βχ̃(x)|
� β |(J � m̃)(x, s) − χ̃(x)| � β|(J � m̃)(x, s) − (J � χ̃)(x)|

+ β|(J � χ̃)(x) − χ̃(x)|.
Since the second term on the right-hand side is bounded by βm̃β when |x| � 1 and equal to 0
elsewhere, using Young inequality we obtain

‖�(·, s)‖L2 � β‖v(s)‖L2 +
√

2βm̃β

from which the lemma follows. �
We prove that F takes finite values on M.
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Proposition 2.6. Assume that m = (m1, m2) ∈ M. Then

F (m1, m2) � c(β, θ)
[‖m1 − χ1‖2

L2 + ‖m2 − χ2‖2
L2

]
+

[
m2

β,1 + m2
β,2

]
where c(β, θ) is a positive constant.
Proof. Set vi = mi − χi , i = 1, 2 and v = (v1, v2). For the energy term we have that(

m1(r) + m2(r)

2
− m1(r

′) + m2(r
′)

2

)2

=
(

v1(r) + χ1(r) + v2(r) + χ2(r)

2
− v1(r

′) + χ1(r
′) + v2(r

′) + χ2(r
′)

2

)2

� (v1(r) − v1(r
′))2 + (v2(r) − v2(r

′))2 + (χ1(r) − χ1(r
′))2 + (χ2(r) − χ2(r

′))2.

The last terms are equal to 0 when both r and r ′ are positive or both negative. Therefore,
1

4

∫∫
J (|r − r ′|)[m(r) − m(r ′)]2 dr dr ′ � ‖m1 − χ1‖2

L2 + ‖m2 − χ2‖2
L2 + [m2

β,1 + m2
β,2].

For the entropy term define

A =
{
r ∈ R : |m1(r)| � 1 + mβ,1

2

}
∪

{
r ∈ R : |m2(r)| � 1 + mβ,1

2

}
.

Then on A one has |m1(r) − χ1(r)| � (1 − mβ,1)/2 or |m2(r) − χ2(r)| � (1 − mβ,1)/2, thus

|A| � 4

(1 − mβ,1)2

(‖m1 − χ1‖2
L2 + ‖m2 − χ2‖2

L2

)
.

Since for |m1| � 1 and |m2| � 1 there exists a finite constant Osc(f ) such that
|f (m1, m2) − f (mβ)| � Osc(f ) we obtain the bound on A. On Ac, the complement of
A we have

0 � f (m1, m2) − f (mβ) = f (m1, m2) − f (χ1, χ2) =
∫ 1

0
ds

∫ s

0
dα

d2

dα2
f (χ + αv)

� (|v1|2 + |v2|2)
∫ 1

0
ds

∫ s

0
dα

[
1 +

1

4β

1

1 − (χ1 + αv1)2
+

1

4β

1

1 − (χ2 + αv2)2

]
where 0 < α < 1. Observe that on Ac, |χ1(r) + αv1(r)| � max{mβ,1, (1 + mβ,1)/2} and
|χ2(r) + αv2(r)| � max{mβ,1, (1 + mβ,1)/2}. �

Thus, we know that if m ∈ M the free energy functional F is well defined on the whole
orbit m(·, t), t � 0. We will prove that F is a Lyapunov function for (1.9), namely that
F(m(·, t)) decreases with t . We also give an explicit expression for its time derivative, which
is well defined only when |m1(·, t)| < 1, |m2(·, t)| < 1. We shall prove that this condition
could only fail at time 0. This proof uses the comparison theorem 2.2.

Theorem 2.7. Suppose m(·, 0) ∈ M, then F (m1(·, t), m2(·, t)) is well defined for all t � 0,
it is differentiable with respect to t if t > 0 and

d

dt
F (m1(·, t), m2(·, t)) = −I (m1(·, t), m2(·, t)) � 0 (2.9)

where, for any (h1, h2) ∈ L∞(R) × L∞(R), ‖hi‖∞ < 1

I (h1(·, t), h2(·, t)) =
∫

R

dx[(J � h̃)(x) + θ − β−1 tanh−1 h1(x)]

×[tanh β((J � h̃)(x) + θ) − h1(x)]

+
∫

R

dx[(J � h̃)(x) − θ − β−1 tanh−1 h2(x)]

×[tanh β((J � h̃)(x) − θ) − h2(x)]. (2.10)
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The integrand in I (h) is a non-negative function which is in L1(R) when hi = mi(·, t). Finally,
for all t0 � 0 and all t � t0

F (m1(·, t), m2(·, t)) − F (m1(·, t0), m2(·, t0)) = −
∫ t

t0

ds I (m1(·, s), m2(·, s)) � 0. (2.11)

Proof. Assume first that, given t > 0, there is ε > 0 such that ‖m1(·, s)‖∞ � 1 − ε and
‖m2(·, s)‖∞ � 1 − ε when s varies in a small finite interval 
 containing t . For s ∈ 
 we
write

F (m1(·, s), m2(·, s)) :=
∫

dx φ(x, s), I (m1(·, s), m2(·, s)) :=
∫

dx ι(x, s).

By lemma 2.5 for any s ∈ 
, ι(·, s) ∈ L1(R) and sups∈
 ‖ι(·, s)‖1 < ∞. Moreover for each x,
φ(x, s) is differentiable in s with ι(x, s) as partial derivative hence sups∈
 ‖(∂/∂s)φ(·, s)‖1 <

∞. It then follows that the time derivative of F(m1(·, t), m2(·, t)) is I (m1(·, t), m2(·, t)),
hence (2.9) is proven for any t > 0, provided ‖mi(·, s)‖ < 1 uniformly when s is in some
finite interval containing t . We next prove that this assumption holds for any t > 0. In fact if
mi(x, 0) � 1 for all x and if we call λi(x, t) the solution of (1.9) such that λi(x, 0) ≡ 1, then
λi(x, t) ≡ λi(t) where

dλ(t)

dt
= −λ(t) + tanhθ {βλ̃(t)}. (2.12)

Thus λi(t), for i = 1, 2 is strictly less than 1 for t > 0. Therefore, by theorem 2.2, we have
that mi(x, t) � λi(t) < 1 for all x. Repeating the same argument starting from the inequality
mi(x, 0) � −1, we then prove that |mi(x, t)| � λi(t) for all x and all t , hence (2.9) and (2.10).
Equation (2.11) then holds for t0 > 0 and by the continuity of F (m1(·, t), m2(·, t)) for t � 0
it also holds for t0 = 0. �

3. Existence of the instanton

In this section we prove theorem 1.3. We denote by l(x) = (l1(x), l2(x)) the following
function:

l1(x) =




−mβ,2 for x � −1
mβ,1 for x � 1
mβ,1 + mβ,2

2
(x − 1) + mβ,1 for |x| < 1

l2(x) =




−mβ,1 for x � −1
mβ,2 for x � 1
mβ,1 + mβ,2

2
(x − 1) + mβ,2 for |x| < 1.

Let l1(x, t), l2(x, t) be the solution of (1.9) such that li(x, 0) = li(x). Then li(x, t) is non-
decreasing as a function of x for any t � 0. In fact let b ∈ R, b > 0, then li(x+b) � li(x), since
the li(x) are increasing. Denote by ui(x, t) the solution of (1.9) with initial datum li(x + b).
Then from theorem 2.2, ui(x, t) = li(x + b, t) � li(x, t). Since b is chosen arbitrarily we
prove that li(x, t) is non-decreasing as a function of x for any t � 0.

By lemma 2.5 for any compact interval of time l(·, t) ∈ M and by proposition 2.6
F(l1(t), l2(t)) < ∞. Moreover, by the comparison theorem, −mβ,2 � l1(x, t) � mβ,1 and
−mβ,1 � l2(x, t) � mβ,2 because that happens at t = 0 and the functions constantly equal
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either to mβ or to T mβ are solutions of (1.9). Therefore, by theorem 2.7, I (l1(t), l2(t)) is well
defined and from (2.11) it follows that

lim inf
t→∞ I (l1(·, t), l2(·, t)) = 0 (3.1)

since otherwise F (l1(·, t), l2(·, t)) < 0 for some t which, by (1.1), is impossible. Therefore,
there is a sequence tn increasing to infinity, such that

lim
n→∞ I (l1(·, tn), l2(·, tn)) = 0. (3.2)

By corollary 2.4 there is a continuous function (m̄1(·), m̄2(·)), with the sup norm bounded by 1
and a subsequence of tn: sn → ∞ so that for any � > 0

lim
n→∞ sup

|x|��

∑
i=1,2

|li(x, sn) − m̄i(x)| = 0. (3.3)

By Fatou’s lemma I (m̄1(·), m̄2(·)) = 0, hence, by the continuity of m̄i , m̄i for i = 1, 2 solves
(1.10) everywhere and is non-decreasing. Moreover, again by Fatou’s lemma, if F is lower
semicontinuous with respect to the convergence almost everywhere, then

lim
n→∞ inf F(l1(sn), l2(sn)) � F(m̄1, m̄2). (3.4)

Therefore, F(m̄) takes a finite positive value and we will prove that this implies

lim
x→+∞ m̄1(x) = mβ,1 lim

x→−∞ m̄1(x) = −mβ,2

lim
x→+∞ m̄2(x) = mβ,2 lim

x→−∞ m̄2(x) = −mβ,1.
(3.5)

We show (3.5) by contradictions. Suppose (3.5) is false. Then, since m̄1 and m̄2 are
increasing functions we would have

lim
x→∞ m̄1(x) = α1, lim

x→−∞ m̄1(x) = −α2

lim
x→∞ m̄2(x) = α3, lim

x→−∞ m̄2(x) = −α4
(3.6)

where at least one αi > 0 is different from the limits value in (3.5). Since fβ,θ (m̄(·))−fβ,θ (mβ)

is a continuous function which is strictly positive when m̄(x) 	= mβ or m̄(x) 	= T mβ , see
(1.6), we obtain∫

[fβ,θ (m̄(x)) − fβ,θ (mβ)] dx = ∞.

This implies that F(m̄) = ∞ and this is impossible.
To prove that the m̄ ∈ C∞, we differentiate the right-hand side of (1.10) with respect to x,

obtaining, since J ′ ∈ L1(R)

∂

∂x
[tanh{β(J � ˜̄m + θ)] = β(1 − m̄2

1)J
′ � ˜̄m

∂

∂x
[tanh{β(J � ˜̄m − θ)] = β(1 − m̄2

2)J
′ � ˜̄m.

(3.7)

This implies that m̄i ∈ C1(R) for i = 1, 2. Iterating we get that m̄i ∈ C∞(R).
To show that the m̄i is strictly increasing we assume that for some x, m̄′

i (x) = 0. Then
by (3.7), integrating by parts, we get∫

dy J (y − x) ˜̄m′
(y) = 0

where recall ˜̄m(x) = 1
2 (m̄1(x) + m̄2(x)). Since J � 0 it then follows that ˜̄m′

(y) = 0. By

iteration, ˜̄m′
(y) must vanish on the set{

y ∈ R :
∑
n�1

J �n(y − x) > 0

}
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which is readily seen to coincide with the whole line, because J is even. Therefore, ˜̄m(y) is
constant and by the structure of (1.10), this implies that m̄1 and m̄2 are constant as well. This
contradicts (3.6).

We consider now, the function l̃(x, t) = 1
2 (l1(x, t) + l2(x, t)) obtained by summing up the

components of l(x, t) defined above. The function l̃(x, t) is then the solution of the equation
obtained by summing up and dividing by two the equations in (1.9)

∂l̃

∂t
= −l̃ +

1

2
tanh{β(J � l̃ + θ)} +

1

2
tanh{β(J � l̃ − θ)} (3.8)

with initial datum l̃(x, 0) = 1
2 (l1(x) + l2(x)). It is easy to see that (3.8) leaves the class of

antisymmetric function unchanged. Then since l̃(x) is antisymmetric, l̃(x, t) is antisymmetric
as well for t � 0. Therefore, ˜̄m = 1

2 (m̄1 + m̄2) is antisymmetric and from (1.10)
m̄1(0) = −m̄2(0) = tanh βθ .

To prove the exponential convergence to the asymptotes of m̄ it is enough to prove that
there exists c > 0 and α > 0 such that

| ˜̄m(x) ∓ m̃β | � c e−α|x|. (3.9)

Namely if (3.9) is satisfied then, for x > 0

|m̄1(x) − mβ,1| = | tanh β(J � ˜̄m(x) + θ) − tanh β(m̃β + θ)| � βc e−αx (3.10)

and when x < 0

|m̄1(x) + mβ,2| = | tanh β(J � ˜̄m(x) + θ) − tanh β(−m̃β + θ)| � βc e−α|x|. (3.11)

Similarly for m̄2. The bounds in (3.9) can be obtained similarly as done in [9]. We recall it
and apply to our case. Using only that m̄′

i (x) > 0 and J has support on the unit interval, we
have that

˜̄m(x − 1) � (J � ˜̄m)(x). (3.12)

Let �(s) = 1
2 tanh β(s + θ) + 1

2 tanh β(s − θ), then �(s) is increasing

�(s) � �(s ′) s � s ′ (3.13)

and

s � �(s) when s ∈ [0, m̃β]. (3.14)

Then from (3.13) and (3.12) we have that

�( ˜̄m(x − 1)) � �((J � ˜̄m)(x)) = ˜̄m(x). (3.15)

Repeating the argument k times we have

�k( ˜̄m(x)) � ˜̄m(x + k) � m̃β.

Let us prove that the orbit �k(s) converges exponentially fast to m̃β . Indeed m̃β is the only
fixed point of the map �(s) which is exponentially stable since (d/ds)�(s) is computed in
m̃β , i.e.

d

ds
�(m̃β) = 1

2
β(1 − m2

β,1) +
1

2
β(1 − m2

β,2) = β

(
1 − 1

2
(m2

β,1 + m2
β,2)

)
< 1. (3.16)

Namely �(s) > s for s ∈ (0, m̃β), �(0) = 0, �(m̃β) = m̃β .
Since (3.16), let x0 > 0 such that (d/ds)�( ˜̄m(x0)) < 1. Denote ˜̄m(x0) = s0. Then there

exists some positive α and c such that

0 < m̃β − ˜̄m(x0 + k) � m̃β − �k(s0) � c e−αk.
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Then for any x > x0, such that x − x0 is integer we obtain the bound (3.9) with c = eα(x0+1).
Since ˜̄m′

> 0 we can interpolate obtaining the bounds (3.9).
We start proving that the first derivative m̄′ of m̄ decays exponentially fast. From (3.7) we

obtain

m̄′
1(x) = β(1 − m̄1(x)2)(J ′ � ˜̄m)(x)

= β(1 − m̄1(x)2)[(J ′ � ˜̄m)(x) − (J ′ � χ̃)(x)] + β(1 − m̄1(x)2)(J ′ � χ̃)(x) (3.17)

where χ̃(x) = −m̃βIx�0 + m̃βIx�0. For |x| > 1, since β(1 − m̄1(x)2)(J ′ � χ̃)(x) = 0 we
have that

m̄′
1(x) = β(1 − m̄1(x)2)(J ′ � ˜̄m)(x) (3.18)

= β(1 − m̄1(x)2)

∫ x+1

x−1
J ′(x − y)[ ˜̄m(y) − χ̃(y)] dy

� β‖J ′‖1c e−α|x| = c1 e−α|x|. (3.19)

By increasing c1 if necessarily the result holds for x ∈ R. Similarly for m̄′
2. Iterating the

argument, i.e. deriving with respect to x

m̄′
1(x) = β(1 − m̄1(x)2)(J � ˜̄m′

)(x)

and using the exponentially decay of m̄′ the exponentially decay of m̄′′ follows. This argument
can be iterated k times obtaining the exponentially decay of the m̄k . So the proof of theorem 1.3
is concluded.

4. Local nonlinear stability

The linearization of the evolution equation (1.9) around m̄ = (m̄1, m̄2) is, for i=1,2 the
following

∂vi

∂t
= −vi + β(1 − m̄2

i )
1

2
J � (v1 + v2). (4.1)

We denote by L the linear operator equal to the right hand side of (4.1); namely

Lv ≡ ((Lv)1, (Lv)2) (4.2)

where

(Lv)i = −vi + β(1 − m̄2
i )

1
2J � (v1 + v2). (4.3)

Define for i = 1, 2 the measures

dνi(x) = 1

(1 − m̄2
i (x))

dx (4.4)

that are equivalent to the Lebesgue measure and call H the Hilbert space H = L2(R, dν1) ×
L2(R, dν2). On H the operator L is self-adjoint and this simplifies the analysis. We denote
by ‖ · ‖H and 〈·, ·〉H, respectively, the norm and the scalar product in H; by ‖ · ‖L2 and (·; ·)L2

the norm and the scalar product in L2(R, dx) × L2(R, dx). Whenever there is no ambiguity,
we will short-hand notation denoting ‖ · ‖H ≡ ‖ · ‖ and 〈·, ·〉H = 〈·, ·〉. Moreover, the norm
and the scalar product in each single component L2(R, dνi) for i = 1, 2 and in L2(R, dx) will
be denoted in the same way as in the full vectorial space. Therefore, if v = (v1, v2) ∈ H and
u = (u1, u2) ∈ H we have

〈v, u〉H ≡ 〈v, u〉 = 〈v1, u1〉H + 〈v2, u2〉H (4.5)
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and

‖v‖2
H ≡ ‖v‖ = ‖v1‖2

H + ‖v2‖2
H. (4.6)

The quadratic form associated to L has the simple expression

〈g, Lv〉H = −〈g, v〉H + 1
2β (g1 + g2; J � (v1 + v2))L2 (4.7)

which proves the symmetry of L in H. In spite of the different signs on the right-hand side of
(4.7) it is possible to prove that the spectrum of L lies on the negative axis. We in fact obtain
the following.

Theorem 4.1. L is a bounded, self-adjoint operator in H. It is negative semidefinite, 0 is a
simple eigenvalue with m̄′ = (m̄′

1, m̄
′
2) its eigenfunction. It has a spectral gap α, α > 0,

namely

〈v, Lv〉H � −α‖v‖2
H for all v ∈ (Null L)⊥. (4.8)

Proof. L is clearly a bounded self-adjoint operator having 0 as eigenvalue and eigenfunction
m̄′ = (m̄′

1, m̄
′
2). This follows easily differentiating, with respect to x, (1.10). To prove that the

spectrum lies on R−, we represent the quadratic form in another way. We set ˜̄m = 1
2 (m̄1 + m̄2)

and use that for i = 1, 2

m̄′
i = β(1 − m̄2

i )(J � ˜̄m′
). (4.9)

Substitute in (4.7), we obtain

〈v, Lv〉 = −β

∫
dx dyJ (x − y) ˜̄m′

(y) ˜̄m′
(x)

[
v1(x)2

m̄′
1(x) ˜̄m′

(x)
+

v2(x)2

m̄′
2(x) ˜̄m′

(x)

−1

2

(v1(x) + v2(x)) (v1(y) + v2(y))

˜̄m′
(y) ˜̄m′

(x)

]
. (4.10)

Since J is invariant in the exchange of x and y, we can write (4.10) as follows

〈v, Lv〉 = −β

∫
dx dyJ (x − y) ˜̄m′

(y) ˜̄m′
(x)

×1

2

[
v1(x)2

m̄′
1(x) ˜̄m′

(x)
+

v2(x)2

m̄′
2(x) ˜̄m′

(x)
+

v1(y)2

m̄′
1(y) ˜̄m′

(y)
+

v2(y)2

m̄′
2(y) ˜̄m′

(y)

− (v1(x) + v2(x)) (v1(y) + v2(y))

˜̄m′
(y) ˜̄m′

(x)

]
. (4.11)
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By some straightforward algebra, we obtain

〈v, Lv〉 = −β

∫
dx dyJ (x − y)

{
1

4
m̄′

1(y)m̄′
1(x)

[
v1(x)

m̄′
1(x)

− v1(y)

m̄′
1(y)

]2

+
1

4
m̄′

2(y)m̄′
2(x)

[
v2(x)

m̄′
2(x)

− v2(y)

m̄′
2(y)

]2

+
1

4
m̄′

1(x)m̄′
2(y)

[
v1(x)

m̄′
1(x)

− v2(y)

m̄′
2(y)

]2

+
1

4
m̄′

2(x)m̄′
1(y)

[
v2(x)

m̄′
2(x)

− v1(y)

m̄′
1(y)

]2
}

� 0. (4.12)

This proves that 0 is a simple eigenvalue with eigenfunction m̄′ = (m̄′
1, m̄

′
2); m̄′ ∈ H since

theorem 1.3. To prove the gap property we consider the transformation from H to H and its
inverse defined as follows

U =
(

1 1
1 −1

)
, U−1 =

(
1
2

1
2

1
2 − 1

2

)
. (4.13)

We denote L̃ = U−1LU the operator obtained under the transformation U . With simple
algebra it is easy to show that

L̃ =
(

L1 0
−L2 −I

)
(4.14)

where I is the identity operator on H2 , L1 and L2 are the operators on H1 such that

L1u1 = −u1 + β

[
1 − m̄2

1 + m̄2
2

2

]
J � u1 (4.15)

L2u1 = β

[
m̄2

1 − m̄2
2

2

]
J � u1. (4.16)

Denote by R(L̃) the resolvent set of L̃ and by Rλ(L̃) = (L̃ − λI)−1 with λ ∈ R(L̃). It is
easy to see that the spectrum of L coincides with the spectrum of L̃ since

Rλ(L̃) = (L̃ − λI)−1 = (U−1LU − λU−1U)−1 = (
U−1 (L − λI) U

)−1 = U−1Rλ(L)U.

Moreover, if we show that R(L̃) = R(L1) then the operator L̃ has a gap in the spectrum
if L1 has a gap and therefore the operator L acting on H has a gap as well. We first prove
that R(L̃) = R(L1). Supposing λ ∈ R(L1), we want to prove λ ∈ R(L̃). We can formally
compute Rλ(L̃) obtaining the following operator

Rλ(L̃) =
(

Rλ(L1) 0
1

(1+λ)
L2 (Rλ(L1)) − 1

(1+λ)
I

)
. (4.17)

The previous representation of Rλ(L̃) makes sense if λ 	= −1 and λ ∈ R(L1). We will see in
the following that −1 	= R(L1), therefore for (4.17) to hold it is enough that λ ∈ R(L1) and
therefore λ ∈ R(L̃).

On the other hand, if λ ∈ R(L̃) then there will exist well-defined operator γi , i = 1, . . . , 4
such that

Rλ(L̃) =
(

γ1 γ2

γ3 γ4

)
. (4.18)
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Then we have that

I = (L̃ − λI)Rλ(L̃) =
(

L1 − λI 0
L2 −(1 + λ)I

)
×

(
γ1 γ2

γ3 γ4

)
=

(
(L1 − λI)γ1 η2

η3 η4

)
(4.19)

where we denoted by ηi , i = 2, . . . , 4 the operators obtained by multiplying the two
matrix operators. Since (L1 − λI)γ1 = I then γ1 = Rλ(L1) and λ ∈ R(L1). The proof
that L1 has a gap is quite standard, see [9]. We set p = β[1 − (m̄2

β,1 + m̄2
β,2)/2] < 1,

ω(x) = β[1 − (m̄2
1(x) + m̄2

2(x))/2] − p and write L1 = L0 + K , where

L0u = −u + pJ � u (4.20)

Ku = ω(x)J � u. (4.21)

Since p < 1, see (3.16), by Fourier analysis, the spectrum of L0 lies in the interval
[−1 − p, −1 + p] which is strictly contained in (−∞, 0).

Moreover, the bounded operator K is compact since it maps the bounded sets of L2(R, dν1)

into relatively compact sets in the same space. These properties are easily proved using the
regularity of the convolution term and the fact that ω(x), vanishing exponentially fast at
infinity, has a bounded derivative. Since the essential spectrum is conserved under compact
perturbations, see [15], we conclude the proof of theorem 4.1. �

Given m̄a(x) = (m̄1(x − a), m̄2(x − a)) we denote by Ha the Hilbert space

Ha = L2

(
R,

dx

1 − m̄2
1(x − a)

)
× L2

(
R,

dx

1 − m̄2
2(x − a)

)
(4.22)

〈·, ·〉a and ‖ · ‖a the scalar product and the norm defined in Ha . We have the following result.

Theorem 4.2 (local nonlinear stability). There exist positive constants c0, δ, α such that if
‖m0 − m̄a(0)‖a(0) � δ, then there exists a(t) such that

‖m(t) − m̄a(t)‖a(t) � c0 e−αt (4.23)

where m(t) is the solution of (1.9) with initial datum m0. Moreover, there exists a(∞) such that

lim
t→∞ a(t) = a(∞) (4.24)

the convergence being exponentially fast and |a(∞) − a(0)| � c1‖m0 − m̄a0‖2
a0

where c1 is a
suitable constant.

Proof. We represent the evolving profile m(·, t) as a solution of (1.9) in terms of a moving
instanton and the corresponding variation, by writing

m(·, t) = m̄a(t)(·) + v(·, t) (4.25)

where m̄a(t)(x) = (m̄1(x−a(t)), m̄2(x−a(t)) and the variation part v = (v1, v2) is orthogonal
to m̄′

a(t) in Ha(t), i.e.

〈v, m̄′
a(t)〉a(t) = 0. (4.26)

It can be proved that any profile m in a suitable small neighbourhood of the manifold of the
instanton can be uniquely represented as in (4.25). The proof is similar to the one already given
in the appendix of [9] and we therefore omit it. In the following, for notational simplicity, we
do not write the explicit dependence on time of a(t) when no confusion arises. Whenever the
representation (4.25) holds we have

∂(m(t) − m̄a(t))

∂t
= −(m̄a(t) + v(t)) + tanhθ βJ �

(
ṽ + ¯̃ma

)
+ ȧ(t)m̄′

a. (4.27)
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Recalling (4.2), we write
∂v

∂t
= Lav + ȧm̄′

a + R[v] (4.28)

where La is the operator obtained linearizing (1.9) around m̄a

R[v] = tanhθ (J � ṽ) − m̄(· − a(t)) − (1 − m̄(· − a(t)))βJ � ṽ. (4.29)

Applying the Taylor formula easily we obtain that

‖R[v]‖L2 � c(β, θ, J )‖ṽ‖2
L2 (4.30)

where c(β, θ, J ) is a positive constant depending only on β , θ and J . Differentiating with
respect to time (4.26) we obtain

〈∂tv, m̄′
a〉a + ȧ(v; �a)L2 = 0 (4.31)

where for i = 1, 2,

�a,i(x) = ∂a

(
m̄′

i (x − a(t))

1 − m̄2
i (x − a(t))

)
. (4.32)

By taking the scalar product in Ha on both sides of (4.28) with m̄′
a , taking care that m̄′

a ∈ Null L
and (4.31) we obtain

ȧ[‖m̄′
a‖2 + (v; �a)L2 ] = −〈R[v], m̄′

a〉a. (4.33)

By taking the scalar product in H on both sides of (4.28) with 2v we obtain, since 〈v, m̄′
a(t)〉a = 0

the following

2〈∂tv, v〉a = 2〈v, Lav〉a + 2〈v, R[v]〉a. (4.34)

Note that

2〈∂tv, v〉a = d

dt
‖v‖2

a − 2ȧ
[
(v2

1; �1)L2 + (v2
2; �2)L2

]
(4.35)

where for i = 1, 2, �i(x) = (m̄i(x − a)m̄′
i (x − a))/(1 − m̄2

i (x − a))2 is a bounded
continuous function. We therefore obtain a system of ordinary differential inequalities

d

dt
‖v‖2

a � −2α‖v‖2
a + k1‖v‖3

a + |ȧ|k1‖v‖2
a

|ȧ| ∣∣‖m̄′
a‖2

a − |(v; �)L2 |∣∣ � k3‖v‖2
a.

(4.36)

We take the initial datum m0 so that v0 = m0 − m̄a(0) satisfies the bound

‖v0‖a(0) � 1
4‖�a(0)‖−1

L2 ‖m̄′
a(0)‖2

a(0). (4.37)

Note that ‖m̄′
a(t)‖2

a(t) = ‖m̄′‖2
H and ‖�a(t)‖L2 = ‖�a(0)‖L2 . We then denote by

t∗ = sup{t : ‖v(·, t)‖a(t) � 1
2‖�a(0)‖−1

L2 ‖m̄′‖2
H}. (4.38)

Then by (4.36) we obtain that there is a suitable constant c0 such that for all t � t∗

‖v(·, t)‖2
a(t) � c0 e−2αt‖v0‖2

a(0). (4.39)

This implies that t∗ = ∞ and that (4.39) holds for all t ∈ R provided ‖v0‖a(0) is taken
sufficiently small, as in (4.37). Moreover, from the estimate on |ȧ(t)| we have that a(t) is a
Cauchy sequence and therefore limt→∞ a(t) = a(∞), the convergence being exponentially
fast. Namely, since (4.36)

|a(t) − a(0)| �
∫ t

0
|ȧ(s)| ds � c0

∫ t

0
‖v(·, s)‖2

a(s) ds.

Then from (4.39) we obtain the exponentially convergence. Moreover, |a(∞) − a(0)| �
c0‖m0 − m̄a(0)‖2

a(0). �
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5. A priori estimates

In this section, we show that any solution of (1.9) m(·, t) with an initial datum in A gets
eventually trapped between two instantons. This is an essential ingredient in the proof of
theorems 1.4 and 1.6. These estimates, already established in [10,13], can be extended in our
case. For completeness we give the main details.

Throughout this section, m(x, t) = (m1(x, t), m2(x, t)) and u(x, t) = (u1(x, t), u2(x, t))

denote two solutions of (1.9) with initial data m(·, 0) = (m1(·, 0), m2(·, 0)) and u(·, 0) =
(u1(·, 0), u2(·, 0)) mi(·, 0) ∈ L∞(R), ui(·, 0) ∈ L∞(R); ‖mi(·, 0)‖∞ � 1, ‖ui(·, 0)‖∞ � 1,
for i = 1, 2. Then, as outlined at the beginning of the introduction, the mi(·, t) and ui(·, t) are
continuous with sup norm bounded by 1, for all t > 0.

Lemma 5.1 (Barrier lemma). There is a constant C > 0 such that for any two solutions m(t)

and u(t) of (1.9), for all t > 0 and all V > e2β

|mi(0, t) − ui(0, t)| � e(β−1)t sup
|x|�V t

2∑
i=1

|mi(x, 0) − ui(x, 0)| + C e−t log(V/e2β) (5.1)

|mi(x, t) − ui(x, t)| � C e−t log(V/e2β) |x| � V t. (5.2)

Proof. Denote by di(x, t) = |mi(x, t)−ui(x, t)| for i = 1, 2, d̃(x, t) = 1
2 (d1(x, t)+d2(x, t))

and J �n the n-fold convolution of J with itself. Then from (2.1) we obtain

di(x, t) � e−t di(x, 0) +
∫ t

0
ds e−(t−s)β(J � d̃)(x, s)

hence by iterating we get

di(x, t) � e−t
∑
n�0

(βt)n

n!
(J �n � d̃)(x, 0). (5.3)

We write d̃ = d̃+ + d̃−, where d̃− = d̃1|x|�V t and d̃+ = d̃1|x|>V t , with 1A the indicator function
of the set A. We set x = 0 in (5.3) and notice that

(J �n � d̃+)(0, 0) = 0 if n < V t. (5.4)

In fact the support of J (x − x ′) is |x − x ′| � 1, therefore the support of J �n, when x = 0, is
[−n, n] from which we get (5.4). Then from (5.3)

di(x, t) � e−t
V t∑

n�0

(βt)n

n!
(J �n � d̃−)(x, 0) + e−t

∑
n�V t

(βt)n

n!
2. (5.5)

For the second-term we have used that |m̃(x, t)| � 1 and |ũ(x, t)| � 1. Setting L = V t

it is easy to check that

e−t
∑
n�L

(βt)n

n!
2 � 2

(βt)L

L!
e(β−1)t � C e−L log(L/e2βt).

The proof of the proposition is immediate. �

Lemma 5.2. Let m ∈ A and m(t, ·) be the solution of (1.9) with initial datum m. Then for
any ε > 0, there are t0 and � > 0 so that

m(x, t0) � mβ + ε for all x and m(x, t0) � mβ − ε for all x � �. (5.6)

m(x, t0) � T mβ − ε for all x and m(x, t0) � T mβ + ε for all x � −�.

(5.7)
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Proof. Denote by Tt (u) the solution at time t of the Cauchy problem (1.9) with initial datum
u. Since −1 � mi(x) � 1 for i = 1, 2 then by the theorem 2.2 Tt (−1) � Tt (m) � Tt (1).
We prove first (5.6), the proof of (5.7) is similar. Note that when the initial datum is constant
equation (1.9) becomes a system of ordinary differential equations and it is easy to see that

‖Tt (1) − mβ‖∞ � c e−ωt (5.8)

where c and ω are positive constants. We take t0 such that c e−ωt0 = ε, so that Tt0(m) �
Tt0(1) � mβ + ε. To prove the second statement in (5.6) we note that, since m ∈ A then there
exists ζ = (ζ1, ζ2), ζi > 0, i = 1, 2 and x0 such that m(x) � ζ for x � x0. Let t0 be so large
that Tt0(ζ ) � mβ − ε/2. Such t0 always exists since ζ > 0 and ‖Tt (ζ ) − mβ‖∞ � c e−ωt .
Define now u(x) = m(x) for x � x0 and u(x) = m(x0) for x � x0 , so that u(x) � ζ

everywhere. Then u(x, t0) � mβ − ε/2 everywhere. Applying the (5.2) we have that

2∑
i=1

|mi(x, t0) − ui(x, t0)| � 2C e−t0 log(V/βe2) for all x � x0 + V t0. (5.9)

We take V in (5.9) such that 2C e−t0 log(V/βe2) � 1
2ε. Hence

m(x, t0) � u(x, t0) − ε

2
� mβ − ε for all x � � = x0 + V t0

thus proving (5.6). �

Lemma 5.3. Let m ∈ A and m(t, ·) be the solution of (1.9) with initial datum m. For any
δ ∈ R such that mβ,2 > δ > 0 there exist t0, a1 > 0, a2 > 0 and 0 � q0 � δ so that

m̄a2(x) − q0 � m(x, t0) � m̄a1(x) + q0 for all x ∈ R. (5.10)

Proof. We will prove the lower bound in (5.10), the proof of the upper bound is similar. From
theorem 1.1 there exists a > 0 be such that m̄(x) � T mβ + ε for all x � −a. Then

m̄�+a(x) = m̄(x − [� + a]) � T mβ + ε, for x � �. (5.11)

Then from the first inequality in (5.7) m(x, t0) � m̄�+a(x) − 2ε for x � �. By the second
inequality in (5.6) and theorem 1.1 we have that m(x, t0) � m̄�+a(x) − 2ε for x � �. Hence

m(x, t0) � m̄�+a(x) − 2ε for all x. (5.12)

Denote 2ε = q0 and a2 = � + a we obtain the lower bound. �

Let δ ∈ R such that mβ,2 > δ > 0, denote by

Bδ = {m = (m1, m2) ∈ Cb(R) × Cb(R); ‖mi‖∞ � 1; ∃a2 = a2(m), a1 = a1(m),

q0 = q0(m) m̄a2(x) − q0 � m(x) � m̄a1(x) + q0, 0 � q0 � δ, for all x ∈ R
}
. (5.13)

From the previous lemma we obtain that for any m ∈ A there exists a suitable time t0 such
that m(·, t0) ∈ Bδ where m(·, t0) is the solution of (1.9) with initial datum m ∈ A.

Proposition 5.4. Let m(x, t) the solution of (1.9) with initial datum m ∈ Bδ , where δ is
taken small enough. There exist positive constants b = b(δ), d = d(δ) and λ = λ(δ)

such that denoting q1(t) = q0[e−t + d(e−λt − e−t )], q2(t) = q0[e−t + (2 − d)(e−λt − e−t )],
q(t) = (q1(t), q2(t)), a2(t) = a2 + bq0(1 − e−λt ), a1(t) = a1 + bq0(1 − e−λt ) we have that for
all x ∈ R, t ∈ R+

m̄(x − a1(t)) − q(t) � m(x, t) � m̄(x − a2(t)) + q(t). (5.14)
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Proof. We start showing the lower bound. The upper bound is done similarly. We set
a1(t) = a(t). It will be sufficient to prove that, v(x, t) = m̄(x − a(t)) − q(t) is a
subsolution of (1.9) provided the parameters b, d and λ are suitably chosen. Observe that
v(x, 0) � m(x, 0) = m(x). Then (5.14) will follow from theorem 2.2 once we verify that for
all (x, t) ∈ R × R

+, v(x, t) satisfies
∂v

∂t
� −v + tanhθ {β (J � ṽ)}. (5.15)

We differentiate v(·, t) with respect to t getting
∂v(x, t)

∂t
= −m̄′(x − a(t))ȧ(t) − q̇(t). (5.16)

We then need to show that

−m̄′(x − a(t))ȧ(t) − q̇(t) � −[m̄(x − a(t)) − q(t)] + tanhθ {β(J � ˜̄m(x − a(t)) − q̃(t))}
(5.17)

where q̃(t) = 1
2 [q1(t) + q2(t)]. To prove (5.17) note that a(t) is increasing, so that the

contribution of the first term of (5.17) will be always negative, as m̄′ is always strictly positive.
We shall take advantage of that, but this will be not sufficient since lim|x|→∞ m̄′(x) = 0, i.e.
when limx→∞ m̄(x) = mβ and limx→−∞ m̄(x) = T mβ . We therefore use different arguments
depending on the value of m̄(x). More precisely, given t > 0 and I = {[mβ,1 − ε, mβ,1] ×
[mβ,2 − ε, mβ,2]} ∪ {[−mβ,2, −mβ,2 + ε] × [−mβ,1, −mβ,1 + ε]} where ε > 0 will be fixed
later, we consider all the values of x such that (J � m̄1(x − a(t)), J � m̄2(x − a(t))) ∈ I . We
use short-hand notation

u = J � ˜̄m(x − a(t)) (5.18)

and therefore u ∈ [m̃β − ε, m̃β] ∪ [−m̃β, −m̃β + ε]. We then need to show that, for i = 1, 2

−q̇i (t) � Fi(u, q1, q2) (5.19)

where
F1(u, q1, q2) = −[tanh β(u + θ) − q1] + tanh β(u − q̃ + θ)

F2(u, q1, q2) = −[tanh β(u − θ) − q2] + tanh (
¯
u − q̃ − θ)

(5.20)

having used (1.10) to write the first term in the right-hand side of (5.17).
Since q̇1(t) = −q1(t) + d(1 − λ)q̃(t) and q̇2(t) = −q2(t) + (2 − d)(1 − λ)q̃(t) proving

(5.19), is equivalent to show that

q1 − d(1 − λ)q̃ � F1(u, q1, q2)

q2 − (2 − d)(1 − λ)q̃ � F2(u, q1, q2)
(5.21)

for all u ∈ [m̃β − ε, m̃β] ∪ [−m̃β, −m̃β + ε], 0 � q1 � δ and 0 � q2 � δ. We have that, since
F1(u, 0, 0) = F2(u, 0, 0) = 0

F1(u, q1, q2) � q1 − β

cosh2 β(m̃β − ε + θ − δ)
q̃

and

F2(u, q1, q2) � q2 − β

cosh2 β(m̃β − ε − θ − δ)
q̃.

Therefore to satisfy (5.21) it is enough to show that there is a suitable choice of d and λ such that

q1 − d(1 − λ)q̃ � q1 − β

cosh2 β(m̃β − ε + θ − δ)
q̃

q2 − (2 − d)(1 − λ)q̃ � q2 − β

cosh2 β(m̃β − ε − θ − δ)
q̃

. (5.22)
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System (5.22) is satisfied provided we take

d = β

cosh2 β(m̃β − ε + θ − δ)

1

(1 − λ)
and λ > 0

such that

0 < λ � 1 − 1

2

β

cosh2 β(m̃β − ε − θ − δ)
− 1

2

β

cosh2 β(m̃β − ε + θ − δ)
. (5.23)

Since

1 − 1

2

β

cosh2 β(m̃β − θ)
− 1

2

β

cosh2 β(m̃β + θ)
> 0,

provided we take ε and δ small enough (5.23) is satisfied.
For the other values of (x, t) there exists c1 > 0 such that m̄′

i (x) � c1 for i = 1, 2. In fact
from theorem 1.3 m̄′ is strictly positive when x varies in a compact set, and the sets

{x : −mβ,2 + ε � J � m̄1(x − a(t)) � mβ,1 − ε}
and

{x : −mβ,1 + ε � J � m̄2(x − a(t)) � mβ,2 − ε}
are compact sets.

Moreover, there is γ > 0 so that F1(u, q1, q2) � −γ q̃ and F2(u, q1, q2) � −γ q̃, since
F1(u, 0, 0) = F2(u, 0, 0) = 0 and the derivatives with respect to q1 and q2 are bounded. Hence
we need to verify that

−c1ȧ(t) − q̇i (t) + γ q̃(t) � 0 (5.24)

for i = 1, 2. Equation (5.24) is satisfied providedb in the definition ofa(t) is chosen sufficiently
large. �

6. Unicity in A

In this section, we prove theorem 1.4; i.e. the unicity, up translations, of the instanton in
the class A. The proof is based essentially on the nonlinear local stability results proven in
section 4 and on the estimates proven in section 5. In fact, using estimates proven in section 5
it is possible to show that starting with an initial datum in A there will be a time, not necessarily
finite, such that the difference between the solution and the manifold of the instantons is in L2.
We then apply the nonlinear local stability results. To pursue in this way we need to show that
there exists only one instanton which minimizes the L2 distance between the solution and the
manifold of the instantons whenever we are close enough to it. This is the content of the next
lemma.

Lemma 6.1. Let m − m̄ ∈ L2. Then there exists a such that

‖m − m̄a‖L2 = inf
b∈R

{‖m − m̄b‖L2} . (6.1)

Further, there exists δ0 such that if ‖m − m̄b‖L2 � δ0 then there exists only one a which
satisfies (6.1).

Proof. There is at least one instanton m̄a minimizing ‖m − m̄b‖2
L2 since this quantity is

differentiable as a function of b and tends to infinity as b → ±∞. Hence the distance is
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minimized at one value at least, which we denote as a. At this value m̄′
a is orthogonal to

m − m̄a in L2. To show the local unicity call

d(b) = ‖m − m̄b‖2
L2 . (6.2)

Differentiating with respect to b one obtains

d ′(b) = 2(m; m̄′
b)L2

and

d ′′(b) = −2(m; m̄′′
b)L2 = −2(m − m̄a; m̄′′

b)L2 + 2(m̄a; m̄′
b)L2 . (6.3)

Since

(m − m̄a; m̄′′
b)L2 � ‖m − m̄a‖L2‖m̄′′

b‖L2 � δ0‖m̄′′
b‖L2

where δ0 will be suitably chosen in the following. By continuity, there exists a positive constant
c = c(β, θ, J ) such that if b ∈ (a − c, a + c)

(m̄′
a; m̄′

b)L2 � 1
2‖m̄′

a‖2
L2 .

Then

d ′′(b) � 1
2‖m̄′

a‖2
L2 − 2δ0‖m̄′′

b‖L2 .

Denote by A(β, θ, J ) = infb∈(a−c,a+c) ‖m̄′′
b‖L2 . Then if

δ0 � 1

4

‖m̄′
a‖2

L2

A(β, θ, J )
(6.4)

we have that d ′′(b) > 0 and therefore the minimum is unique. �

We want to stress that, if m − m̄ ∈ L2 and m̄a minimizes the L2 distance then

(m − m̄a; m̄′
a)L2 = 0. (6.5)

In the following whenever we have a function such that m − m̄ ∈ L2 we simply says that
m has centre a if (6.5) holds. Note that (6.5) can be extended to any function m ∈ A since the
exponential decay to zero of m̄′.

Lemma 6.2. Let ε0 > 0 small enough and v a continuous function such that m̄(x) � v �
m̄(x − ε0). Then if v 	= m̄, there exists a(∞) > 0 such that ‖Tt (v) − m̄a(∞)‖L2 � C e−αt .

Proof. Let λ ∈ [0, 1] and denote

vλ = m̄ + λ[v − m̄]. (6.6)

Then if ε0 > 0 is small enough, Tt (vλ) the solution of (1.9) with initial datum vλ converges
to an instanton denoted m̄aλ(∞). Since vλ is a decreasing function of λ, by the comparison
theorem aλ(∞) is a non-decreasing function of λ, then aλ(∞) � a1(∞). Since v1 = v

lemma 6.2 will follow once we show that if v 	= m̄ then there exists λ such that aλ(∞) > 0.
By theorem 4.2

|aλ(∞) − aλ(0)| � C‖vλ − m̄aλ(0)‖2
L2 . (6.7)

Then from (6.6) we have that

‖vλ − m̄aλ(0)‖2
L2 � 2‖m̄ − m̄aλ(0)‖2

L2 + 2λ2‖v − m̄‖2
L2 . (6.8)

Similarly as in (6.22)

‖m̄ − m̄aλ(0)‖2
L2 � Ca2

λ(0) � Cλ2. (6.9)
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The last inequality in (6.9) follows the next lemma 6.3, see (6.12). Therefore we obtain that,
see (6.7)

|aλ(∞) − aλ(0)| � Cλ2. (6.10)

Again from the next lemma 6.3, see (6.13)

−λ
([v − m̄]; m̄′)L2

(m̄′; m̄′)L2
− Cλ2 � aλ(0).

Since m̄(x) � v(x) and m̄ − v 	= 0 we obtain that

−λ
([v − m̄]; m̄′)L2

(m̄′; m̄′)L2
> 0. (6.11)

Then aλ(0) � λC and the lemma is proved. �

Lemma 6.3. Let vλ = m̄ + λ[v − m̄]. Denote by aλ the centre of vλ. Then there exists λ0 such
that for λ � λ0

|aλ| � Cλ (6.12)

and ∣∣∣∣aλ + λ
([v − m̄]; m̄′)L2

(m̄′; m̄′)L2

∣∣∣∣ � Cλ2 (6.13)

where C is a positive constant.

Proof. Denote by f (ξ) = (vλ − m̄ξ ; m̄′
ξ )L2 . We differentiate with respect to ξ the function

f (ξ) obtaining

f ′(ξ) = −(m̄; m̄′′
ξ )L2 − λ([v − m̄]; m̄′′

ξ )L2 .

Note that

−(m̄; m̄′′
ξ )L2 = (m̄′; m̄′

ξ )L2 > 0

which is strictly positive for all values of ξ ∈ R. Denote by γ0 = infξ (m̄
′; m̄′

ξ )L2 . Since m̄′′
ξ is

exponentially decaying to zero, see theorem 1.3

|([v − m̄]; m̄′′
ξ )L2 | � K

where K is a positive constant. We can therefore take λ0 such that λ0K � γ0/2 obtaining that

f ′(ξ) � γ0

2
ξ ∈ R. (6.14)

Since |f (0)| � 2λmβ and (6.14) holds, by geometrical argument we obtain that

|aλ| � 2

γ0
λmβ.

Denoting by C = (2/γ0)mβ (6.12) follows. Next, since by definition aλ is a centre of vλ when
f (aλ) = 0 we have that

f (aλ) = (m̄ − m̄a(λ); m̄′
a(λ))L2 + λ(v − m̄; m̄′

a(λ))L2 = 0. (6.15)

By the Taylor formula, taking in account that (m̄d; m̄′
d)L2 = 0 for any d ∈ R, as it follows by

integration, we have

(m̄ − m̄a(λ); m̄′
a(λ))L2 = (m̄; m̄′

a(λ))L2

= (m̄; m̄′)L2 − a(λ)(m̄; m̄′′)L2 +
1

2
a(λ)2

2∑
i=1

∫
R

m̄′
i (x)

∫ ξ

x−ξ

m̄′′′
i (s) ds

= a(λ)(m̄′, m̄′) +
1

2
a(λ)2

2∑
i=1

∫
R

m̄′
i (x)

∫ ξ

x−ξ

m̄′′′
i (s) ds. (6.16)
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Again, by the Taylor formula,

(v − m̄; m̄′
a(λ))L2 = (v − m̄; m̄′)L2 − a(λ)

2∑
i=1

∫
dx[vi(x) − m̄i(x)]

∫ ξ

x−ξ

m̄′′
i (s) ds. (6.17)

Inserting (6.16) and (6.17) in (6.15) we get that∣∣∣∣a(λ) + λ
(v − m̄; m̄′)L2

(m̄′; m̄′)L2

∣∣∣∣ � Ca(λ)[a(λ) + λ] � Cλ2 (6.18)

where we have used (6.12) at the last step. �

Proof of theorem 1.4. Let m∗ ∈ A be a solution of (1.10). Then m∗ is a stationary solution
of (1.9), m∗(x, t) = m∗(x, 0) = m∗(x). By taking the limit as t → ∞ from proposition 5.4
we deduce the existence of a1 and a2 such that

m̄a1 � m∗ � m̄a2 . (6.19)

Let a∗
1 and a∗

2 be such that

m̄a∗
1

� m∗ � m̄a∗
2

(6.20)

and

if for all x, m∗(x) � m̄(x − c) then c � a∗
1 (6.21)

with analogous property holding for a∗
2 . Note that

‖m̄a∗
1
− m̄a∗

2
‖L2 � C|a∗

1 − a∗
2 |. (6.22)

Since

‖m̄a∗
1
− m̄a∗

2
‖2

L2 =
2∑

i=1

∫
dx

[∫ x−a∗
1

x−a∗
2

m̄′
i (s) ds

]2

� c1

2∑
i=1

∫
dx

[∫ x−a∗
1

x−a∗
2

e−α|s| ds

]2

� 2c1|a∗
1 − a∗

2 |2
∫

R

dx e−α|x| � C|a∗
1 − a∗

2 |2

where we have used |m̄′
i (s)| � c1 e−α|s|, for i = 1, 2 that follows from theorem 1.3.

If |a∗
1 − a∗

2 | is sufficiently small such that ‖m̄a∗
1
− m̄a∗

2
‖2 � δ, then theorem 1.4 follows

from the local nonlinear stability, see theorem 4.2. Otherwise denote by a = a∗
1 − ε0. Note

that m̄(x − a) = m̄(x − a∗
1 + ε0) > m̄(x − a∗

1). Define for all x,

v(x) = min{m∗(x), m̄(x − a)} (6.23)

and let v(x, t) be the solution of (1.9) starting from v(x). Since from (6.22) we have that

‖v − m̄a∗
1
‖L2 � ‖m̄a∗

1
− m̄a‖L2 � Cε0

theorem 4.2 applies: there exists a(∞) such that ‖v(t) − m̄a(∞)‖L2 � c e−αt .
Since m∗(x) � v(x), by the comparison theorem 2.2, m∗(x) � m̄a(∞)(x), therefore by the

definition of m̄a∗
1

we have that a(∞) � a∗
1 . On the other hand, v(x) � m̄(x −a∗

1) and therefore
by the comparison theorem m̄(x − a(∞)) � m̄(x − a∗

1) and hence a(∞) � a∗
1 . One then has

that a(∞) = a∗
1 . In lemma 6.2 we proved that this implies that m∗(x) = m̄(x − a∗

1). Then
theorem 1.4 is proved. �
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7. Global Stability in K(M, N )

In this section we prove that the manifold of the instanton is asymptotic stable in the class
of functions K(M, N), see (1.12). The method to prove L2-stability relates the free energy
functional F defined in (1.1) with the spectral analysis of the linear operator L defined in (4.2)
in the following way. Let us denote by F ′(m)

v and F ′′(m)
(v, w) respectively the first and

second Frechet derivatives of F computed at m ∈ H in the directions v, w ∈ H. It is easy to
see that for ‖m(·)‖∞ � c < 1 the Frechet derivatives exist with

F ′(m)v = 1

2

∫
R

[
1

β
tanh−1 m1(x) − θ − J ∗ m̃(x)

]
v1(x) dx

+
1

2

∫
R

[
1

β
tanh−1 m2(x) + θ − J ∗ m̃(x)

]
v2(x) dx (7.1)

and

F ′′(m)
(v, w) = 1

2

∫
R

[
1

β

w1(x)

(1 − m2
1(x))

− J ∗ w̃(x)

]
v1(x) dx

= 1

2

∫
R

[
1

β

w2(x)

(1 − m2
2(x))

− J ∗ w̃(x)

]
v2(x) dx. (7.2)

Note that F ′(m̄) = 0 and

F ′′(m̄)
(v, w) = − 1

2β
〈Lw, v〉H. (7.3)

Hence the spectral properties of L govern the local convexity of the free energy. The
analysis carried out in [3] can be adapted to our context obtaining the following results.

Theorem 7.1. For any function m ∈ K(M, N) with ‖mi(·)‖∞ � c < 1, there are constants
C1 and C2 depending only on β, θ , c, N and M so that

C1‖m − m̄a‖2
L2 � F

(
m

) − F
(
m̄a

)
� C2‖m − m̄a‖2

L2 (7.4)

where m̄a is any instanton which minimizes the L2 distance to m among all instantons.

The bounds we obtain depend on certain regularity properties of the magnetization. This is
necessarily the case since the free energy functional is not convex and has two distinct minima.
Indeed, one can ‘patch together’ two instantons to obtain a ‘plateau’ of arbitrarily large width,
but whose free energy is only a bit more than twice the free energy of the instanton. Hence,
without some condition to control the width of such ‘plateau’, the inequality of theorem 7.1
could not hold.

Theorem 7.2. For all initial data m0 ∈ K(M, N) for some finite constants N and M , with
‖m0(·)‖∞ � c < 1, there is a constant C3 depending only on β, θ , c, N and M so that the
corresponding solution of (1.9) satisfies

d

dt
(F

(
m(·, t)) − F(m̄a(t)(·))) � −C3‖m(t) − m̄a(t)‖2

L2 (7.5)

for all t > 0 where m̄a(t)is any instanton minimizing the L2 distance to m(·, t) among all
instantons.

To apply these results we need the result stated in theorem 7.3 which says that for initial
data in one of these sets K(M, N), there are other M ′ and N ′ such that the solution of (1.9)
stays in K(M ′, N ′) for all time. This is what allows us to apply theorems 7.1 and 7.2 to the
long-time behaviour of solutions of (1.9).
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Theorem 7.3. For all initial data m ∈ K(M, N), and for any finite M and N , there are finite
M ′ and N ′ such that if m(·, t) is the solution of (1.9) with m as initial data, then for all t � 0

m(·, t) ∈ K(M ′, N ′) (7.6)

Thus, combining the theorems, one sees that

d

dt
(F(m(·, t)) − F(m̄a(t)(·))) � −C3

C1
(F(m(·, t)) − F(m̄a(t)(·)))

so that the free energy decays exponentially fast. The inequality (7.4) then implies that
‖m(t) − m̄a(t)‖2

L2 decays to zero exponentially fast and therefore theorem 1.5 is proven.

Proof of theorem 7.1. We denote in the following the instanton m̄a minimizing the L2 distance
simply by m̄. We can represent

F(m) − F(m̄) =
∫ 1

0
F ′(m̄ + τ(m − m̄))(m − m̄) dτ

=
∫ 1

0

∫ τ

0
F ′′(m̄ + s(m − m̄))(m − m̄, m − m̄) ds dτ.

In order to get a lower bound for the last term above we expand F ′′(m̄ + s(m − m̄))

(m − m̄, m − m̄) around s = 0 obtaining

F ′′(m̄ + s(m − m̄))(m − m̄, m − m̄)

= F ′′(m̄)(m − m̄, m − m̄) + F ′′′(v)(m − m̄, m − m̄, m − m̄)

where v = m̄ + s0(m − m̄) for some s0 between 0 and 1 by the mean value theorem. From
(7.3) and the estimate (4.8) we obtain that

F ′′(m̄)(m − m̄, m − m̄) = − 1

2β
〈L(m − m̄), m − m̄〉H � 1

2β
α‖P(m − m̄)‖2

H (7.7)

where P is the orthogonal projection in H onto the orthogonal complement, in H, of Null L.
Thus we have that (m − m̄; m̄′)L2 = 0 since m̄ is the profile which minimizes the L2 distance
from m but this does not imply 〈m − m̄, m̄′〉H = 0. To estimate from below ‖P(m − m̄)‖H
we note that

〈m − m̄, m̄′〉H =
∫

R

(m1(x) − m̄1(x))m̄′
1(x)

dx

1 − m̄2
1(x)

+
∫

R

(m2(x) − m̄2(x))m̄′
2(x)

dx

1 − m̄2
2(x)

=
∫

R

(m1(x) − m̄1(x))m̄′
1(x)

1 − m̄2
1(x) + m̄2

1(x)

1 − m̄2
1(x)

dx

+
∫

R

(m2(x) − m̄2(x))m̄′
2(x)

1 − m̄2
2(x) + m̄2

2(x)

1 − m̄2
2(x)

dx

=
∫

R

(m1(x) − m̄1(x))m̄′
1(x)

m̄2
1(x)

1 − m̄2
1(x)

dx

+
∫

R

(m2(x) − m̄2(x))m̄′
2(x)

m̄2
2(x)

1 − m̄2
2(x)

dx

� m2
β,1‖m − m̄‖H‖m̄′‖H. (7.8)

Therefore, if P ⊥ is the orthogonal projection in H onto the span of m̄′,

‖P ⊥(m − m̄)‖H � m2
β,1‖m − m̄‖H
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and then

‖P(m − m̄)‖H �
√

1 − m4
β,1‖m − m̄‖H. (7.9)

Going back to (7.7) we have then

F ′′(m̄)(m − m̄, m − m̄) � 1

2β
α‖P(m − m̄)‖2

H � 1

2β
α(1 − m4

β,1)‖m − m̄‖2
H. (7.10)

Now we need a lower bound on the term involving the third derivative of the free energy.
But by direct computation,

|F ′′′(v)
(m − m̄, m − m̄, m − m̄)| = 1

β

∣∣∣∣
∫

R

v1

(1 − v2
1)

2
(m1(x) − m̄1(x))3 dx

+
1

β

∫
R

v2

(1 − v2
2)

2
(m2(x) − m̄2(x))3 dx

∣∣∣∣
� K

[∫
R

|m1(x) − m̄1(x)|3 dx +
∫

R

|m2(x) − m̄2(x)|3 dx

]
� K̃(‖m − m̄‖H)5/2 (7.11)

for some constant K = Kβ,θ,c and K̃ = K̃β,θ,c,N where c is the bound on ‖m(·)‖∞. The last
inequality in (7.11) is obtained since ‖f ‖2

∞ � 2‖f ‖L2‖f ‖H 1 and elements in K(M, N) satisfy
the bound ‖m − m̄‖H1 � N . If ‖m − m̄‖H is sufficiently small, since 5

2 > 2, we obtain that

F ′′(m̄ + s(m − m̄))(m − m̄, m − m̄) � αD‖m − m̄‖2
H

where D = Dβ,θ,c is a constant depending only on β, θ and c. Suppose ε > 0 is a number so
that this is true whenever ‖m − m̄‖H � ε. Then we have the desired lower bound for such m.

Next consider the functional �

�(m) = F(m) − F(m̄)

‖m − m̄‖2
H

(7.12)

on the set K(M, N) ∩ {m : ‖m − m̄‖2
H � ε} . Since we are excluding in K(M, N) a

neighbourhood of m̄ we have

inf

{
F(m) − F(m̄)

‖m − m̄‖2
H

: m ∈ K(M, N) ∩ {m | ‖m − m̄‖2
H � ε}

}
= B > 0.

From this we conclude that, for all m ∈ K(M, N),

F(m) − F(m̄) � min(B, αD)‖m − m̄‖2
H. (7.13)

The upper bound in theorem 7.1 follows by the same integration of second derivative
simply using the boundedness of L. �
Proof of theorem 7.2. Recall from theorem 2.7 that F(m(·, t)) is well defined for all t � 0,
it is differentiable with respect to t if t > 0 and (d/dt)F(m(·, t)) = −I (m(·, t)) � 0 where
I (h(t)) is given in (2.10). Let I ′(m)v and I ′′(m)(v, w) denote respectively the first and
the second Frechet derivatives of I . With simple, however lengthy calculation we find that
I (m̄) = I ′(m̄) = 0 and

I ′′(m̄)(v, v) = 1

β
〈Lv, Lv〉H � 1

β
α2‖v‖2

H (7.14)

for all v ∈ Null(L)⊥. As in our previous analysis of F , we have

I (m) =
∫ 1

0
I ′(m̄ + τ(m − m̄))(m − m̄) dτ

=
∫ 1

0

∫ τ

0
I ′′(m̄ + s(m − m̄))(m − m̄, m − m̄) ds dτ.
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One can directly compute the third derivative I ′′′, and setting v = m̄+ s(m− m̄), one finds that

|I ′′′(v)(m − m̄, m − m̄, m − m̄)| � K̄ (‖m − m̄‖H)5/2 (7.15)

for some constant K̄ = K̄β,θ,c,N . As before, if ‖m− m̄‖H is sufficiently small, from (7.14) we
obtain that

I ′′(m̄ + s(m − m̄))(m − m̄, m − m̄) � (dα2)‖m − m̄‖2
H

where d = dβ,c,θ is a positive constant. Fix ε > 0 such that this is true whenever ‖m−m̄‖H � ε.

Then we have the result for such m. Next consider the functional

m → I (m)

‖m − m̄‖2
H

(7.16)

on the set K(M, N) ∩ {m | ‖m − m̄‖2
H � ε} . Since we are excluding in K(M, N) a

neighbourhood of m̄ we have that

inf

{
I (m)

‖m − m̄‖2
H

| m ∈ K(M, N) ∩ {m | ‖m − m̄‖2
H � ε}

}
= B1 > 0.

We conclude from this that

I (m) � min(B1, (dα2))‖m − m̄‖2
H

for all m ∈ K(M, N). This completes the proof. �

Proof of theorem 7.3. We begin with the bound on the the L2 norm. In lemma 2.5 such a
bound is proved for compact time intervals but this will not be enough for our purposes.

Observe that for any a and b

m̄b − (m̄b − m)+ � m � m̄a + (m − m̄a)+

where (·)+ denotes the positive part function.
Suppose first that there exists ε0 > 0, which will be chosen later, such that T mβ − ε0 �

m(x) � mβ + ε0. Since m ∈ K(M, N) there exist δ = δ(ε0) > 0 and b such that

‖(m̄b − m)+‖L2 � δ. (7.17)

In the same way, we can choose a so that

‖(m − m̄a)+‖L2 � δ. (7.18)

Next we use the fact that the time evolution specified by (1.9) is order preserving. Hence
if m(x, t) is the solution of (1.9) with initial data m(x), and if m1(x, t) and m2(x, t) are the
solutions of (1.9) with initial data m̄b(x) − (m̄b(x) − m(x))+ and m̄a(x) + (m(x) − m̄a(x))+

respectively, then

m1(x, t) � m(x, t) � m2(x, t)

almost everywhere in x for all t � 0, and hence, setting χ = (χ1, χ2) where we recall
χ1(x) = −mβ,2Ix�0 + mβ,1Ix>0 and χ2(x) = −mβ,1Ix�0 + mβ,2Ix>0 we have

m1(x, t) − χ(x) � m(x, t) − χ(x) � m2(x, t) − χ(x).

Then

‖m(·, t) − χ(·)‖L2 � ‖m1(·, t) − χ(·)‖L2 + ‖m2(·, t) − χ(·)‖L2 . (7.19)

By theorem 4.2 there is a value of δ and therefore of ε0 so that the conditions (7.17) and (7.18)
imply that

sup
t�0

‖m1(·, t) − m̄b‖L2 � 1 and sup
t�0

‖m2(·, t) − m̄a‖L2 � 1. (7.20)
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This together with (7.19) yields for all t � 0

‖m(·, t) − χ(·)‖L2 � ‖m̄a − χ(·)‖L2 + ‖m̄b − χ(·)‖L2 + 2.

For any other m ∈ K(M, N), since lemma 5.2, we have that for any given ε0 > 0,
there exists a finite time t0, depending only on ε0, β and θ such that m(x, t0) � mβ + ε0 and
m(x, t0) � T mβ − ε0. Since lemma 2.5, ‖m(·, t0) − χ(·)‖L2 � M̄ , where M̄ > 0 depends on
ε0 and M . We then choose the ε0 such that (7.20) is satisfied. Applying the previous argument
to m(·, t0) we found the bound we seek.

We now prove an uniform bound on ‖m′(·, t)‖L2 . Recall that in proposition 2.3 we proved
that the Lipschitz norm of m(·, t), actually ‖m′(·, t)‖L∞ , is bounded uniformly in t . This result
will be used here. Let m̄ denote any fixed instanton, and define

φ(x, t) = m(x, t) − m̄(x).

Then rewriting (1.9) as an integral equation one obtains

φ(x, t) = e−tφ(x, 0) +
∫ t

0
es−t [tanhθ (β[(J � m̃)(x, s)] − m̄(x)] ds. (7.21)

By (1.10) the integral on the right of (7.21) is equal to

φ(x, t) = e−tφ(x, 0) +
∫ t

0
es−t [tanhθ β[(J � m̃)(x, s)] − tanhθ β[(J � ˜̄m)(x)]] ds. (7.22)

Then applying the identity tanh(A) − tanh(B) = (1 − tanh(A)tanh(B))tanh(A − B) to
the integrand in (7.22) and differentiating, we obtain

[tanh(β[(J � m̃)(x, s) + θ ] − tanh(β[(J � ˜̄m)(x) + θ ]]

� (|βJ � m̃′| + |βJ � ˜̄m′|)|βJ � φ1| + 2|βJ ′ � φ1|
and similarly for the other component. By the uniform bound on ‖m′(·, t)‖L∞ proved in
proposition 2.3,

sup
t>0

{|βJ � m̃′(·, t)| + |βJ � ˜̄m′
(·)|} � K

for some finite constant K . From the Young inequality ‖βJ ′ � φ‖L2 � β‖J ′‖L1‖φ‖L2 we
obtain

‖φ′(·, t)‖L2 � e−t‖φ′(·, 0)‖L2 + (1 − e−t )β(K + 2‖J ′‖L1)‖φ(·, t)‖L2 .

By the first part of the proof, ‖φ(·, t)‖L2 is bounded uniformly in t , and hence we have the
needed bound. �

8. Global Stability in A
In this last section we prove theorem 1.6. Let m(·, t) be the solution of (1.9) with initial datum
m ∈ A. By corollary 2.4 there exists m� ∈ Cb(R) × Cb(R) and a sequence tn → ∞ such that,
uniformly on the compacts,

lim
n→∞ m(x, tn) = m�(x). (8.1)

By lemma 5.3 and proposition 5.4 we have, see (5.14), that

m̄(x − a1(tn)) − q(tn) � m(x, tn) � m̄(x − a2(tn)) + q(tn) (8.2)

then letting tn → ∞ we obtain that there are a1(∞) and a2(∞) such that

m̄(x − a1(∞)) � m�(x) � m̄(x − a2(∞)). (8.3)
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Then since proposition 2.6 F(m�) < ∞. Denote by m∗(t, ·) the solution of (1.9) with initial
datum m∗, then by theorem 2.7

lim inf
t→∞ I (m�(·, t)) = 0

otherwise F(m�(·, t)) < 0 for some t which by (1.1) is impossible. There are therefore a
function v ∈ Cb(R) × Cb(R) and a sequence sn → ∞ such that, uniformly on the compacts,

lim
sn→∞ m�(x, sn) = v(x) (8.4)

and I (v) = 0. Then v satisfies (1.10) and by theorem 1.4 v = m̄a , for some a. Moreover,
m�(x, sn) is trapped between two instantons since (8.3) and therefore, from (8.4), for any δ > 0
we can find sn(δ), such that for sn � sn(δ)

‖m�(sn) − m̄a‖L2 � δ. (8.5)

From the local L2 stability result, see theorem 4.2 we obtain that there exists a(∞) such that

‖m�(sn + s) − m̄a(∞)‖L2 � c e−αs . (8.6)

Since

‖f ‖3
∞ � 3‖f ′‖∞‖f ‖2

L2 (8.7)

and proposition 2.3 we obtain

‖m�(sn + s) − m̄a(∞)‖∞ � c e−(2/3)αs . (8.8)

Since (8.1) there exists tn so that ‖m(tn + sn) − m�(sn)‖∞ � ε therefore,

‖m(tn + sn + s) − m̄a(∞)‖∞ � ε + ce−(2/3)αs .

Provided we take s large enough

‖m(tn + sn + s) − m̄a(∞)‖∞ � 2ε. (8.9)

To obtain the exponential rate of convergence we perform a suitable surgery as in [13].
We briefly recall it. We will show that the solution starting from an initial datum in A
becomes exponentially close to a function which is flat ouside a finite (t dependent) interval
and equal to the asymptotic values mβ , T mβ . This is close in L2 to some instanton hence we
have exponentially convergence in L2 and in L∞. From proposition 5.4 and the exponential
convergence to mβ , T mβ of m̄ we obtain that there exists positive constants α and c such that

2∑
i=1

|mi(x, t) − χi(x)| � c[e−α|x| + e−αt ], (x, t) ∈ R × R
+ (8.10)

with χi defined in (1.14). To modify the tails of the solutions starting in A we define π+(x)

a non-increasing C∞(R) function equal to 1 when x � 0, to 0 when x � 1 and such that for
x ∈ [− 1

2 , 1
2 ], π+(x + 1

2 ) − 1
2 is antisymmetric. We also define, for all x, π−(x) := π+(−x),

so that π−(x − 1) + π+(x) = 1. Then, given t � 0, the (π, t) regularization of a function
f (·) ∈ Cb(R), is the function Uf,t (·) defined for x � 0 as

Uf,t (x) = f (x)π+(x − t) + mβπ−
(
x − (t + 1)

)
(8.11)

and for x � 0 as

Uf,t (x) = f (x)π−(x + t) − T mβπ+
(
x + (t + 1)

)
. (8.12)

If f depends on t too, we consider for each t its (π, t) regularization, using the same symbol. Set

ψ(x, t) = m(x, t) − e−tm(x, 0) (8.13)
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and define u(·, t) = Uψ,t (·), i.e. the (π, t) regularization of ψ(x, t). Then from (8.10)

2∑
i=1

|ui(x, t) − mi(x, t)| � c[e−αt + e−t ] (x, t) ∈ R × R
+. (8.14)

Since (8.9) ‖u(t)−m̄a(∞)‖∞ → 0 as t → ∞ and by construction ui(t)−χi ∈ L2, for i = 1, 2.
Therefore for all t large enough, there exists a(t), see theorem 4.2, such that

‖u(t) − m̄a(t)‖a(t) � c0 e−αt (8.15)

and a(t) → a(∞) when t → ∞ exponentially fast. Since (8.7) and properties of m̄a(t) we
obtain that ‖u(t) − m̄a(∞)‖∞ � c0 e−αt . By (8.14) we get

‖m(t) − m̄a(∞)‖∞ � c e−αt .

We denote by the same letter α the decay rate even though it changes line by line. Theorem is
proved. �
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