DIVISIBILITY OF REDUCTION IN GROUPS OF RATIONAL NUMBERS
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Abstract. Given a multiplicative group of nonzero rational numbers and a positive integer $m$, we consider the problem of determining the density of the set of primes $p$ for which the order of the reduction modulo $p$ of the group is divisible by $m$. In the case when the group is finitely generated the density is explicitly computed. Some examples of groups with infinite rank are considered.

1. Introduction

It is a well known result due to Hasse [5] and others that the probability that 2 generates a subgroup of $\mathbb{F}_p^\ast$ with even order is $17/24$ while the probability that 3 generates a subgroup of $\mathbb{F}_p^\ast$ with even order is $2/3$. So, it might not be a surprise to read that the probability that 2 and 3 together generate a subgroup of $\mathbb{F}_p^\ast$ with even order is $195/224$ and that the probability that 3 and 5 together generate a subgroup of $\mathbb{F}_p^\ast$ with even order is $6/7$. In general, groups of rational numbers containing 2 have a slightly higher tendency, than those not containing 2, to generate subgroups of $\mathbb{F}_p^\ast$ with even order. This phenomenon is related to the fact that the size of the Galois group of $x^8 - 2$ is half of the size of the Galois group of $x^8 - \ell$ where $\ell$ is an odd prime. This paper deals with these properties in a fairly general context.

Let $\Gamma \subset \mathbb{Q}^\ast$ be a multiplicative subgroup and define the support $\text{Supp} \Gamma$ of $\Gamma$ to be the set of primes $p$ such that the $p$-adic valuation of some elements of $\Gamma$ is nonzero. In the special case of finitely generated $\Gamma$ (see [15]) it is easy to see that $\text{Supp} \Gamma$ is finite. For any prime $p \notin \text{Supp} \Gamma$, we denote by $\Gamma_p$ the reduction of $\Gamma$ modulo $p$. That is,

$$\Gamma_p = \{ g(\text{mod} \ p) : g \in \Gamma \}.$$

It is clear that since $p \notin \text{Supp} \Gamma$, $\Gamma_p \subseteq \mathbb{F}_p^\ast$ is a subgroup. As usual we also denote by $\text{ind}_p(\Gamma)$ and $\text{ord}_p(\Gamma)$ the index and the order of $\Gamma_p$. That is,

$$\text{ord}_p(\Gamma) = \#\Gamma_p \quad \text{and} \quad \text{ind}_p(\Gamma) = [\mathbb{F}_p^\ast : \Gamma_p] = (p - 1)/\text{ord}_p(\Gamma).$$

Here, for $m \in \mathbb{Z}$, we consider the function

$$A_{\Gamma}(x, m) = \#\{ p \leq x : p \notin \text{Supp} \Gamma, \ m \mid \text{ord}_p(\Gamma) \}.$$

The special case of $\Gamma$ generated by a rational number in $\mathbb{Q}^\ast \setminus \{1, -1\}$ has been extensively considered in the literature. For a complete and updated account we refer to Moree’s survey paper [11, Sections 9.2 and 9.3]. Moree [12], Wiertelak [20] and the author [16], give several asymptotic formulas for $A_{\langle g \rangle}(x, m)$ with $g \in \mathbb{Q}^\ast \setminus \{1, -1\}$. More general results have been considered by Moree [13] and by Chinen and Murata [2]. In this paper we propose the following:
Theorem 1. Let $\Gamma \subset \mathbb{Q}^*$ be a finitely generated group of rank $r$ and let $m \in \mathbb{N}$. Then, as $x \to \infty$, uniformly in $m$,

$$A_T(x, m) = g_T, m \frac{x}{\log x} + O_T \left( \tau(m) m \times x \left( \frac{\log \log x}{\log x} \right)^{1 + \frac{1}{r+1}} \right),$$

where if $\gamma(f, t) = \prod (f, \ell) + 1$,

$$S_m = \{ n \in \mathbb{N} : \text{ Rad}(n) \mid m \text{ and } m \mid n \}$$

and if $\mathbb{Q}(\zeta_k, \Gamma^{1/h})$ is the extension of $\mathbb{Q}$ generated by $\zeta_k = e^{2\pi i/k}$ and by the $h$-th roots of all the elements of $\Gamma$, then

$$g_T, m = \sum_{n \in S_m} \sum_{j \mid n} \mu(d) \mu(f) \left( \frac{\mu(d)(\mu(f))}{\mathbb{Q}(\zeta_{nd}, \Gamma^{1/\gamma(f, \ell)})} : \mathbb{Q} \right).$$

In the case when $\Gamma \subset \mathbb{Q}^+$, the group of strictly positive rational numbers, we express $g_T, m$ in terms of the orders of the groups

$$\Gamma(t) = \Gamma \mathbb{Q}^+/\mathbb{Q}^+.$$

Theorem 2. Assume that $\Gamma$ is a finitely generated subgroup of $\mathbb{Q}^+$ and that $m \in \mathbb{N}$. For any squarefree integer $\eta$, let $t_\eta = \infty$ if either $m$ is odd or for all $t \geq 0$, $\eta^n \mathbb{Q}^{2^t + 1} \notin \Gamma(2^{t+1})$ and $t_\eta = \min \left\{ t \in \mathbb{N} : \eta^n \mathbb{Q}^{2^t + 1} \in \Gamma(2^{t+1}) \right\}$ otherwise. Furthermore, let $s_\eta = v_2 \left( \frac{2^{(\eta)}}{m} \right)$, where $\delta(\eta)$ is the discriminant of $\mathbb{Q}(\sqrt{\eta})$ and let $\sigma_T = \prod_{\ell \in \Supp \Gamma} \ell$. Then

$$g_T, m = \frac{1}{\varphi(m)} \prod_{\ell \mid n} \left( 1 - \sum_{j \geq 1} \frac{\ell - 1}{j \mid \Gamma(\ell)} \right) \left( 1 - \sum_{\eta \mid \text{gcd}(m, \sigma_T)} \psi_\eta \right),$$

where

$$\psi_\eta = \begin{cases} 0 & \text{if } t_\eta = \infty, \\ \frac{1}{2^k |\Gamma(2^k)|} & \text{if } s_\eta \leq t_\eta < \infty, \\ -\frac{1}{2^k |\Gamma(2^k)|} + \sum_{k > s_\eta} \frac{1}{2^k |\Gamma(2^k)|} & \text{if } s_\eta > t_\eta. \end{cases}$$

Remarks.

(1) The condition $\Gamma \subset \mathbb{Q}^+$ is not essential. It is mainly due to the fact that the group $(\Gamma \cap \mathbb{Q}(\zeta_m)^{2^\infty}) \cdot \mathbb{Q}^{2^\infty}/\mathbb{Q}^{2^\infty}$ is easy to describe when $\Gamma \subset \mathbb{Q}^+$. This is done in Corollary 1. However, similar expressions for $g_T, m$ as in Theorem 3 should be derived also for groups containing negative numbers and, in particular, containing $-1$.

(2) It is plain that the Generalized Riemann Hypothesis for the Dedekind zeta functions of the fields $\mathbb{Q}(\zeta_m, \Gamma^{1/d})$ $(d \mid m)$ allows a sharper error term in Theorem 1. In fact, applying the Generalized Riemann Hypothesis, and proceeding along the lines of the proof of Theorem 1 and applying [17, Lemma 5] rather than Lemma 4, it can be shown that, as $x \to \infty$, uniformly in $m$,

$$A_T(x, m) = g_T, m \log x + O_T \left( \tau(m)^3 x^{3/4} \log x \right).$$
(3) All the series involved in the expression for \( q_{\Gamma,m} \) are convergent since they are bounded by geometric series. In the case when \( \Gamma \) is finitely generated with rank \( r \), for every prime power \( \ell^q \), the following identity holds (see (5)):

\[
|\Gamma(\ell^q)| = \ell^{\max(0,j-v_\ell(\Delta_1),\ldots,(r-1)j-v_\ell(\Delta_{r-1}),rj-v_\ell(\Delta_r))},
\]

where for \( i = 1, \ldots, r \), \( \Delta_i \) is the \( i \)-th exponent of \( \Gamma \) (defined in (4)). Therefore,

\[
\sum_{j > v_\ell(\Delta_r)} \frac{1}{\ell^j |\Gamma(\ell^j)|} = \frac{1}{\ell^{v_\ell(\Delta_r)}} \sum_{j > v_\ell(\Delta_r)} \frac{1}{\ell^{j(r+1)}} = \frac{1}{\ell^{r+1} - 1}.
\]

This implies that \( q_{\Gamma,m} \in \mathbb{Q}^+ \). Another immediate consequence of (1) is that if \( \gcd(m,\Delta_{r-1}) = 1 \) and either \( m \) is odd or \( \gcd(m,\sigma_\Gamma) = 1 \), then

\[
q_{\Gamma,m} = \frac{1}{\varphi(m)} \prod_{\ell \mid m} \left( 1 - \frac{\ell - 1}{\ell^{r+1} - 1} \right).
\]

(4) If one sets \( \Delta_0 = 1 \), then (2) holds also for \( r = 1 \). More precisely, if \( \Gamma = \langle a \rangle \), where \( a \in \mathbb{Q}^* \setminus \{ \pm 1 \} \), \( a = b^h \) where \( b \) is not the power on any rational number so that \( h = \Delta_1 \), we write (in a unique way) \( b = a_1 a_2^2 \), where \( a_1 \) is a squarefree integer. Then

\[
1 - \sum_{j \geq 1} \frac{\ell - 1}{\ell^j} \left( \frac{\psi(h) \frac{Q Q' \delta}{Q' \delta}}{Q + \delta} \right) = \sum_{k > r_{a_1}} \frac{2k}{k^2 + 1} \left( \frac{\psi(h) \frac{Q Q' \delta}{Q' \delta}}{Q + \delta} \right)
\]

since \( r_{a_1} = v_2(h) \), \( r_1 = 0 \) and since \( s_{a_1} = v_2 \left( \frac{\delta(a_1)}{m} \right) \). By Theorem 2 we obtain that \( q_{\langle b^h \rangle,m} \) equals:

\[
\frac{1}{m} \prod_{\ell \mid m} \left( \frac{\ell^2 - v_\ell(h)}{\ell^2 - 1} \right)^{2r_{a_1}} \times \begin{cases} \frac{2}{1 + \frac{1}{2^{v_2(r_{a_1})}}} & \text{if } [2,a_1] \mid m \text{ and } v_2(\delta(a_1)) \leq v_2(mh), \\ 1 & \text{if } [2,a_1] \nmid m \text{ and } v_2(\delta(a_1)) > v_2(mh), \\ \frac{1}{[2,a_1]} & \text{if } [2,a_1] \mid m. \end{cases}
\]

This immediate formula is consistent with the formula in [16, Theorem 1.3].

(5) An immediate consequence of the previous remark is that \( q_{\Gamma,m} \neq 0 \) for any group \( \Gamma \) and for any \( m \). In fact, \( q_{\langle a \rangle,m} > 0 \) for any \( a \in \mathbb{Q}^* \) and if \( \Gamma' \subset \mathbb{Q}^* \) is a subgroup with \( \Gamma' \subset \Gamma \), then \( \ord_p \Gamma' \mid \ord_p \Gamma \) for any prime \( p \notin \text{Supp} \Gamma \). Therefore, \( q_{\Gamma,m} \geq q_{\Gamma',m} > 0 \).

(6) In the special case when \( \Gamma = \langle d_1, d_2 \rangle \) with \( d_1, d_2 \in \mathbb{Q}^+ \) multiplicatively independent, we have that rank \( \Gamma = 2 \). So, for \( \ell \geq 3 \),

\[
\Gamma(\ell^j) = \begin{cases} 1 & \text{if } j \leq v_\ell(\Delta_1), \\ \ell^{j - v_\ell(\Delta_1)} & \text{if } v_\ell(\Delta_1) < j \leq v_\ell(\Delta_2/\Delta_1), \\ \ell^{2j - v_\ell(\Delta_2)} & \text{if } j > v_\ell(\Delta_2/\Delta_1). \end{cases}
\]

Hence

\[
1 - \sum_{j \geq 1} \frac{\ell - 1}{\ell^{j} |\Gamma(\ell^j)|} = \frac{1}{\ell^{v_\ell(\Delta_1)}} \cdot \frac{\ell}{\ell + 1} + \frac{1}{\ell^{2v_\ell(\Delta_2/\Delta_1)}} \cdot \left( \frac{v_\ell(\Delta_1)}{\ell + 1} - \frac{1}{\ell^2 + \ell + 1} \right).
\]

This identity can be used in Theorem 3 to explicitly compute \( q_{\langle d_1, d_2 \rangle,m} \) in the case when \( m \) is odd or when \( \gcd(m,\sigma_{\langle d_1, d_2 \rangle}) = 1 \).

(7) If \( \Gamma \subset \mathbb{Q}^* \) is the multiplicative subgroup generated by \( r \) distinct prime numbers \( p_1, \ldots, p_r \), then \( |\Gamma(\ell^j)| = \ell^j \) for all \( j \), and if \( \eta \) is a divisor of
Among the various consequences of Theorem 1, one can also compute the density of the set of primes for which \( \text{ord}_p \Gamma \) is \( k \)-free (i.e., not divisible by the \( k \)-power of any prime). More precisely, if \( k \geq 2 \) and \( \Gamma \) is finitely generated with rank \( r \), then
\[
\# \{ p \leq x : p \not\in \text{Supp} \Gamma, \text{ord}_p(\Gamma) \text{ is } k\text{-free} \} = \left( \beta_{r,k} + O_{k,\Gamma} \left( \frac{(\log \log x)^3}{\log(k-1)/((k+1)(3r+3))} \right) \right) \frac{x}{\log x},
\]
where
\[
\beta_{r,k} = \sum_{m=1}^{\infty} \mu(m) g_{r,m}.
\]
In the special case when \( \Gamma = \langle p_1, \ldots, p_r \rangle \subset \mathbb{Q}^* \), where \( p_j \) is prime for all \( j = 1, \ldots, r \) and \( p_j < p_{j+1} \) for all \( j = 1, \ldots, r-1 \), we have that
\[
\beta_{r,k} = \beta_{r,k} \times \tilde{\beta}_{r,k},
\]
where
\[
\tilde{\beta}_{r,k} = \prod_{\ell > 2} \left( 1 - \frac{\ell-1}{\ell^k - 1} \right)
\]
and \( \tilde{\beta}_{r,k} \in \mathbb{Q}^+ \). Furthermore, if \( k \geq 3 \) or \( p_1 \geq 3 \), then \( \tilde{\beta}_{r,k} \) equals
\[
1 - \frac{1}{2^{k-1}} \left( 1 - \frac{\gcd(2, p_1)}{2^{r+1} - 1} \prod_{j=1}^{r} \left( 1 - \frac{\ell^j - 1}{p^j - 1} \right) \right),
\]
while, if \( k = 2 \) and \( p_1 = 2 \), \( \tilde{\beta}_{r,k} \) equals
\[
\frac{1}{2} + \frac{1}{2^{r+1} - 1} \prod_{j=1}^{r} \left( 1 - \frac{\ell^j - 1}{p^j - 1} \right).
\]
The proof of the above statement is carried out along the lines of [16, Theorem 1.2]. Indeed, one starts from the identity
\[
\# \{ p \leq x : p \not\in \text{Supp} \Gamma, \text{ord}_p(\Gamma) \text{ is } k\text{-free} \} = \sum_{m=1}^{\infty} \mu(m) A_r(x, m^k).
\]
The main term is obtained by applying Theorem 1 to the values of \( m \leq \log x^{1/(2k(3r+3))} \). For \( \log x^{1/(2k(3r+3))} < m \leq \log x \), one uses the bound \( A_r(x, m^k) \leq \pi(x, m^k, 1) \) and the Brun–Titchmarsh Theorem. We will omit further details.
As for most of the results regarding properties of the index and the order of subgroups of $\mathbb{F}_p^*$, the techniques are those of the pioneering work by C. Hooley [7], where Artin’s Conjecture for primitive roots is established as one of the consequences of the Generalized Riemann Hypothesis.

The first to consider higher rank groups in relation to the Lang–Trotter Conjecture, were Gupta and Ram Murty in [4]. Their approach led to the quasi–resolution of the Artin’s Conjecture by Gupta, Ram Murty and Heath–Brown [3, 6].

2. Notational conventions

Throughout the paper, the letters $p$ and $\ell$ always denote prime numbers. As usual, we use $\pi(x)$ to denote the number of $p \leq x$ and

$$\text{li}(x) = \int_2^x \frac{dt}{\log t}$$

denotes the logarithmic integral function.

$\varphi, \mu$ and $\tau$ are, respectively, the Euler, the M"obius and the number of divisors functions. An integer is said to be squarefree if it is not divisible for the square of any prime number and more generally it is said $k$–free if it is not divisible by the $k$–th power of any prime number.

For $n \in \mathbb{N}$, $\text{Rad}(n)$ denotes the radical of $n$, the largest squarefree integer dividing $n$. For $\alpha \in \mathbb{Q}^*$, $v_\ell(\alpha)$ denotes the $\ell$–adic valuation of $\alpha$ and if $\eta \in \mathbb{Q}^*$, $\delta(\eta)$ denotes the field discriminant of $\mathbb{Q}(\sqrt{\eta})$. So, if $\delta_0(\alpha) = \text{sgn}(\alpha) \prod_{\ell \mid v_\ell(\alpha) \equiv 1 \mod 2} \ell$, then $\delta(\eta) = \delta_0(\eta)$ if $\delta_0(\eta) \equiv 1 \mod 4$ and $\delta(\eta) = 4\delta_0(\eta)$ otherwise.

For functions $F$ and $G > 0$ the notations $F = O(G)$ and $F \ll G$ are equivalent to the assertion that the inequality $|F| \leq cG$ holds with some constant $c > 0$. In what follows, all constants implied by the symbols $O$ and $\ll$ may depend (where obvious) on the small real parameter $\epsilon$ but are absolute otherwise; we write $O_\rho$ and $\ll_\rho$ to indicate that the implied constant depends on a given parameter $\rho$.

3. Finitely generated subgroups of $\mathbb{Q}^*$

Let $\Gamma$ be a finitely generated subgroup of $\mathbb{Q}^*$ of rank $r$ and let $(a_1, \ldots, a_r)$ be a $\mathbb{Z}$–basis of $\Gamma$. We write $\text{Supp}(\Gamma) = \{p_1, \ldots, p_s\}$. Then we can construct the $s \times r$–matrix with coefficients in $\mathbb{Z}$:

$$M(a_1, \ldots, a_r) = \begin{pmatrix} a_{1,1} & \cdots & a_{1,r} \\ \vdots & & \vdots \\ a_{s,1} & \cdots & a_{s,r} \end{pmatrix},$$

defined by the property that $|a_i| = p_1^{\alpha_{i,1}} \cdots p_s^{\alpha_{i,s}}$. It is clear that the rank of $M(a_1, \ldots, a_r)$ equals $r$. This of course implies $r \leq s$. For all $i = 1, \ldots, r$, we define the $i$–th exponent of $\Gamma$ by

$$\Delta_i = \Delta_i(\Gamma) = \gcd(\det A : A \text{ is a } i \times i–\text{minor of } M(a_1, \ldots, a_r)).$$

So $\Delta_i$ is the nonnegative greatest common divisor of all the minors of size $i$ of $M(a_1, \ldots, a_r)$. We also set $\Delta_k = \Delta_k(\Gamma) = 1$ for $k \leq 0$ and $\Delta_k = \Delta_k(\Gamma) = 0$ for $k > r$. It can be shown (see [1, Section 3]) that $\Delta_1, \ldots, \Delta_r$ are well defined and do not depend on the choice of the basis $(a_1, \ldots, a_r)$ and on the ordering of
the support \( \{p_1, \ldots, p_s\} \). Furthermore, from the Dedekind formula expansion for determinants, we deduce that
\[
\Delta_i \Delta_j \mid \Delta_{i+j} \quad \forall i, j \geq 0.
\]
For \( m \in \mathbb{N} \), we have the following identity (see [1, Proposition 2, page 129 and the preceding pages])
\[
|\Gamma(m)| = |\Gamma Q^m/Q^m| = \frac{\varepsilon_m \times m^r}{\gcd(m^r, m^{r-1}) \Delta_1, \ldots, m \Delta_{r-1}, \Delta_r),}
\]
where
\[
\varepsilon_m = \begin{cases} 
1 & \text{if } m \text{ is odd or if } -1 \notin \Gamma Q^m, \\
2 & \text{if } m \text{ is even and } -1 \in \Gamma Q^m.
\end{cases}
\]
Finally, from (5) and (6), we deduce the bounds
\[
2m^r \geq |\Gamma(m)| \geq \frac{m^r}{\Delta_r(\tilde{\Gamma})},
\]
4. Locally finite subgroups of \( \mathbb{Q}^* \)

The case when \( \Gamma \) is not finitely generated is also of interest. In order to apply the machinery used for finitely generated groups, we shall make some necessary assumptions. We say that \( \Gamma \) has thin support if \( \text{Supp} \Gamma \) has 0 density in the set of prime numbers. This hypothesis assures that \( \text{ord}_p(\Gamma) \) is defined for almost all primes \( p \). Furthermore, we say that \( \Gamma \) is locally finite if \( \Gamma Q^m/Q^m \) is finite for every \( m \in \mathbb{N} \).

If \( \Gamma \) is locally finite, we know that the exponent of finite group \( \Gamma(m) \) is a divisor of \( m \). We denote by \( r(\Gamma(m)) \) the finite group rank of \( \Gamma(m) \). This means that
\[
\Gamma(m) \cong \mathbb{Z}/m_1 \mathbb{Z} \oplus \cdots \oplus \mathbb{Z}/m_r \mathbb{Z},
\]
where \( r = r(\Gamma(m)) \), \( m_1 \mid m_2 \mid \cdots \mid m_r \mid m \), \( m_1 > 1 \). If \( \eta_1 Q^m, \ldots, \eta_r Q^m \) is a set of generators for \( \Gamma(m) \), we define the \( m \)-th local support as
\[
\text{Supp}_m \Gamma = \{ p \in \text{Supp} \Gamma : v_p(\eta_j) \neq 0, \text{ for some } j = 1, \ldots, r(\Gamma(m)) \}.
\]
and
\[
\sigma_{\Gamma,m} = \prod_{p \in \text{Supp}_m \Gamma} p.
\]
Furthermore, it is easy to check that
\[
\Gamma(m) = (\eta_1, \ldots, \eta_r Q^m) Q^m/Q^m.
\]
So we can apply the identity of (5) obtaining
\[
|\Gamma(m)| = \frac{\varepsilon_m \times m^{r(\Gamma(m))}}{\gcd(m^{r(\Gamma(m))}, m^{r(\Gamma(m))-1}\Delta_1(\tilde{\Gamma}), \ldots, m \Delta_{r(\Gamma(m))-1}(\tilde{\Gamma}), \Delta_{r(\Gamma(m))}(\tilde{\Gamma})},
\]
where \( \tilde{\Gamma} = (\eta_1 \ldots \eta_r Q^m) \) and \( \varepsilon_m \Gamma \) is defined in (6).

The free subgroup of \( \mathbb{Q}^* \) generated by any fixed set of primes \( S \) with zero density is a thin support subgroup. However, if \( S \) is infinite, such subgroup is not locally finite. Here we consider the following family of locally finite, thin support, not finitely generated subgroups of \( \mathbb{Q}^* \):
Definition 1. Let $S$ be a set of primes with 0 density and write
\[ S = \{p_1, p_2, \ldots \}, \]
where $p_i \leq p_{i+1}$ for all $i \in \mathbb{N}$. Let $\Gamma_S$ be the subgroup of $\mathbb{Q}^*$ generated by the $k!$-powers of the $p_k$'s. That is,
\[ \Gamma_S = \langle p_1, p_2^2, \ldots, p_k^k, \ldots \rangle. \]

It is plain that $\Gamma_S$ is a free $\mathbb{Z}$–module of infinite rank. Furthermore, $S = \text{Supp } \Gamma_S$ so that $\Gamma_S$ has thin support. However, for every $m \in \mathbb{N}$, we have the identity:
\[ \Gamma_S(m) = \mathfrak{m}^{\phi(m)} = \langle p_1, p_2^{m}, \ldots, p_k^{(m-1)!} \rangle Q^*_m. \]

Hence

Proposition 1. Let $m \in \mathbb{N}$ and let $S$ be a set of prime numbers. Then $\Gamma_S$ is locally finite and satisfies the following properties:

1. $r(\Gamma_S(m)) = r(m) = \max \{k \in \mathbb{N} : m \nmid k! \} \leq m - 1$;
2. if $\ell$ is prime, then $r(\ell^\alpha) \leq \alpha \ell - 1$;
3. $r(\ell^\alpha) = \alpha \ell - 1$ for $\alpha \leq \ell$;
4. $\# \Gamma_S(m) = \prod_{\ell \leq \sigma(m) \text{ odd}} \mathfrak{m}^{\phi(m)}$ is a multiplicative function;
5. $\text{Supp}_m \Gamma_S = \{p_1, \ldots, p_{r(m)} \} \subset \{p_1, \ldots, p_m-1\}$.

Proof. The first statement is clear from the definition and, for the second, observe that $v_\ell((\alpha \ell)!)$ satisfies
\[ v_\ell((\alpha \ell)!) = \alpha + \sum_{j \geq 1} \left\lfloor \frac{\alpha}{j} \right\rfloor \geq \alpha. \]

This observation also implies that $r(\ell^\alpha) = \alpha \ell - 1$ for $\alpha \leq \ell$. As for the fourth statement, it is enough to observe that
\[ \frac{\Gamma_S Q^*_m}{Q^*_m} \cong \bigoplus_{j=1}^\infty \frac{(p_j^j) Q^*_m}{Q^*_m} \]
and to apply the fact that
\[ \# \langle p_j^j \rangle Q^*_m = \frac{m}{\gcd(m, j!)} \]
is a multiplicative function of $m$ which is identically 1 if $j > r(m)$. The last statement is also clear from the definition of $\text{Supp}_m \Gamma_S$. \[ \Box \]

Theorem 3. Let $S$ be a set of prime numbers with 0 density and let $m \in \mathbb{N}$ be either an odd number or such that $\gcd(m, \sigma \Gamma_S, m) = 1$. Then, as $x \to \infty$,
\[ A_{\Gamma_S}(x, m) \sim \frac{X_{\Gamma_S, m}}{\varphi(m)} \cdot \frac{x}{\log x}, \]
where
\[ X_{\Gamma_S, m} = \prod_{\ell \mid m} \left( 1 - \sum_{\alpha \geq 1} \frac{\ell - 1}{\ell^{\alpha+\sum_{j \geq 1} \max\{0, \alpha - v_\ell(j)\}}} \right). \]

We will omit the proof of Theorem 3 since it is similar to the proof of Theorem 1, where the main ingredient Lemma 4 is replaced with Lemma 5.

Remarks.
(1) When $\Gamma$ is not finitely generated, the rationality of $\varrho_{\Gamma,m}$ does not hold in general. In fact, if $\ell$ is an odd prime, $\Gamma = \langle p_1, p_2^{a_2}, \ldots, p_k^{a_k}, \ldots \rangle$ where $\{p_1, p_2, \ldots\}$ is a zero density set of primes and $a_k = \ell^{\beta_k} k! / \ell^{\alpha(k)}$ where $\beta_1 = 0$ and for $k \geq 2$, $\beta_k$ is defined by

$$\beta_k = j \text{ if and only if } j! - j < k \leq (j + 1)! - j - 1,$$

then $\Gamma$ has thin support and it is locally finite. Furthermore, $\Gamma(\ell^j) = \ell^{\max\{k \in \mathbb{N} : \beta_k < j\}} = \ell^{j! - j}$.

Hence

$$\varrho_{\Gamma,\ell} = 1 - (\ell - 1) \sum_{j \geq 1} \frac{1}{\ell^j}$$

is rationally dependent to the Liouville transcendental number.

(2) The conditions that either $m$ is odd or that $\gcd(m, \sigma_{\Gamma,S,m}) = 1$ in the statement of Theorem 3 can be removed at the cost of complicating the expression for $\chi_{\Gamma,S,m}$.

(3) It was proven in [1] that if $\Gamma \subset \mathbb{Q}^*$ is a finitely generated subgroup, the Generalized Riemann Hypothesis implies that the set of primes for which $\text{ind}_p(\Gamma) = 1$ has a density $\delta_{\Gamma}$ that equals

$$\prod_{\ell > 2} \left(1 - \frac{1}{|\Gamma(\ell)|(\ell - 1)}\right)^{\frac{1}{\ell - 1}} \prod_{\xi \equiv 1 \mod 4} \frac{1}{|\Gamma(\xi)|(\ell - 1)} \prod_{\ell \mid |\Gamma(\ell)|(\ell - 1)} \frac{1}{1 - 1/|\Gamma(\ell)|(\ell - 1)}.$$

This formula also holds for thin support, locally finite subgroups. In particular, if $S = \{p_1, p_2, \ldots\}$ is a set of prime numbers with zero density, then

$$\Gamma_S(\ell) = \frac{\langle p_1, p_2^{a_2}, \ldots, p_{\ell-1}^{(\ell-1)!} \rangle_{\mathbb{Q}^*}}{\mathbb{Q}^*},$$

and $|\Gamma_S(\ell)| = \ell^{\ell - 1}$ by (3) in Proposition 1. Therefore,

$$\delta_{\Gamma,S} = \prod_{\ell} \left(1 - \frac{1}{\ell^{\ell - 1}(\ell - 1)}\right) \times (1 + \tau_{p_1}),$$

where

$$\tau_{p_1} = \begin{cases} \frac{1}{p_1^{p_1 - 1}(p_1 - 1) - 1} & \text{if } p_1 \equiv 1 \mod 4, \\ 0 & \text{otherwise.} \end{cases}$$

Example: Let $G = \{3, 5, 11, 17, 29, \ldots\}$ denote the set of (youngest) twin primes which is well known to have density 0 and we will also assume to be infinite. Hence

$$\Gamma_G = \langle 3, 5^2, 11^6, 17^{24}, 29^{120}, \ldots \rangle.$$

In the following table we compare:

- the values of $\varrho_{\Gamma_G,m}$ (1st row);
- the values of $\frac{\varrho_{\Gamma_G,m}(10^6, 3)}{\pi(10^6)}$ (2nd row);
- the values of $\frac{\varrho_{\Gamma_G,m}(10^{10}, 3)}{\pi(10^{10})}$ (3rd row),

for $m = 2, \ldots, 13$. Note that the numbers are truncated (not approximated) to the ninth decimal digit.
Finally, \( \delta_{\Gamma_{\xi}} = 0.47203266462865646291 \cdots \) while

\[
\frac{|\{p \leq 10^6: p \notin \mathbb{G}, \text{ind}_p(\Gamma_{\xi}) = 1\}|}{\pi(10^6)} = \frac{33059}{78498} = 0.421144878 \cdots
\]

and

\[
\frac{|\{p \leq 10^6: p \notin \mathbb{G}, \text{ind}_p(\Gamma_{\xi}) = 1\}|}{|\{p \leq 10^6: p \notin \mathbb{G}\}|} = \frac{33059}{70335} = 0.4700220374 \cdots.
\]

5. The degree \([\mathbb{Q}(\zeta_m, \Gamma^{1/d}): \mathbb{Q}]\).

Let \( \Gamma \subset \mathbb{Q}^* \) be a locally finite subgroup and let \( m \) and \( d \) be positive integers with \( d \mid m \). We denote by \( K_m \) the \( m \)-th cyclotomic field. So \( K_m = \mathbb{Q}(\zeta_m) \), where \( \zeta_m = e^{2\pi i/m} \) is the primitive \( m \)-th root of unity. Furthermore, we denote \( K_m(\Gamma^{1/d}) \) the subfield of \( \mathbb{C} \) generated over \( K_m \) by the \( d \)-th roots of all elements of \( \Gamma \). It is well known that \( K_m(\Gamma^{1/d}) \) is a finite Galois extension of \( \mathbb{Q} \) and that there is an isomorphism

\[
\text{Gal}(K_m(\Gamma^{1/d})/K_m) \cong \Gamma(K_m^{1/d}/(K_m^*)^d).
\]

Details on the theory of Kummer’s extensions can be found in Lang’s book [10, Theorem 8.1]. The goal of this section is to prove the following:

Lemma 1. Let \( \Gamma \subset \mathbb{Q}^* \) be a locally finite subgroup. Let \( m \) and \( d \) be positive integers with \( d \mid m \), set \( \alpha = v_2(d) \) to be the \( 2 \)-adic valuation and let \( k_{m,d}(\Gamma) \) denote the degree of the extension \( K_m(\Gamma^{1/d})/\mathbb{Q} \). Then the degree

\[
k_{m,d}(\Gamma) = \frac{\varphi(m) \times |\Gamma(d)|}{|H_{m,\alpha}|},
\]

where

\[
H_{m,\alpha} = (\Gamma \cap K_m^{*2^\alpha})\mathbb{Q}^{*2^\alpha}/\mathbb{Q}^{*2^\alpha}.
\]

It is clear that if \( d \) is odd, so that \( \alpha = 0 \), then \( |H_{m,0}| = 1 \). In the following statement we will describe explicitly \( H_{m,\alpha} \) in the case when \( \Gamma \) contains only positive numbers.

Corollary 1. Given the Hypothesis of Lemma 1, also assume that \( \Gamma \subset \mathbb{Q}^* \) and that \( d \) is even so that \( \alpha > 0 \). Then

\[
H_{m,\alpha} = \{ \eta \in \mathbb{N}: \eta \mid \text{gcd}(m, \sigma_{1,m}), \eta^{2^{\alpha-1}} \mathbb{Q}^{*2^\alpha} \subseteq \Gamma(2^\alpha), \delta(\eta) \mid m \}.
\]

Proof of Corollary 1. First note that if \( \zeta \in \Gamma \), then \( \zeta \in K_m^{*2^\alpha} \) if and only if \( \sqrt[2^\alpha]{\zeta} \in K_m^* \). Since, for \( \zeta > 0 \), \( \mathbb{Q}[\sqrt[2^\alpha]{\zeta}] \) is a Galois extension of \( \mathbb{Q} \) only if its degree over \( \mathbb{Q} \) is less than or equal to 2, we deduce that \( \zeta \mathbb{Q}^{*2^\alpha} = \eta^{2^{\alpha-1}} \mathbb{Q}^{*2^\alpha} \) for a unique squarefree \( \eta \in \mathbb{N} \). Furthermore, \( \mathbb{Q}(\sqrt[2^\alpha]{\eta}) \subset K_m \) if and only if \( \delta(\eta) \mid m \) (see, for example, Weiss [19, page 264]). Finally, the conditions \( \delta(\eta) \mid m \) and \( \eta \) squarefree imply in particular that \( \eta \mid \text{Rad}(m) \) and this completes the proof.

Proof of Lemma 1. By the multiplicative property of the degree, we have that

\[
k_{m,d}(\Gamma) = [K_m(\Gamma^{1/d}) : \mathbb{Q}] = \varphi(m) \times \text{Gal}(K_m(\Gamma^{1/d})/K_m).
\]
By (8), since $\Gamma(K_m^*)^d/(K_m^*)^d$ is an abelian torsion group with exponent dividing $d$, we have that
\[
k_{m,d}(\Gamma) = \varphi(m) \prod_{\ell \text{ prime}} \left[ K_m(\Gamma^{1/\ell^e}) : K_m \right] = \varphi(m) \prod_{\ell \text{ prime}} \left[ \Gamma K_m^{\ell^e} / K_m^{\ell^e} \right].
\]

Now we apply the standard Isomorphism Theorems of finite groups and obtain that:
\[
\frac{\Gamma K_m^e}{K_m^e} \simeq \frac{\Gamma}{\Gamma \cap K_m^e} \simeq \frac{\Gamma Q^{\ell^e}}{(\Gamma \cap K_m^e) Q^{\ell^e} / Q^{\ell^e}}.
\]

If $\ell$ is odd, then $\Gamma \cap K_m^e = \Gamma \cap Q^{\ell^e}$. Therefore,
\[
k_{m,d}(\Gamma) = \frac{\varphi(m)}{|H_{m,v_2(d)}|} \times \prod_{\ell \text{ prime}} |\Gamma(\ell^e)| = \frac{\varphi(m)}{|H_{m,v_2(d)}|} \times |\Gamma(d)|,
\]
where $H_{m,\alpha} = (\Gamma \cap K_m^{2^\alpha}) Q^{2^\alpha} / Q^{2^\alpha}$ and this concludes the proof. \(\square\)

6. Chebotarev Density Theorem for $\mathbb{Q}(\zeta_m, \Gamma^{1/d})$

In this section we apply the celebrated Chebotarev Density Theorem to the fields $\mathbb{Q}(\zeta_m, \Gamma^{1/d})$. We start by stating the result proven in [9] which, for simplicity, we specialize to the case of extensions of $\mathbb{Q}$ and trivial conjugacy classes:

**Lemma 2 (Effective, “unconditional” Chebotarev Density Theorem).** Assume that $L/\mathbb{Q}$ is a Galois extension and denote by $n_L$ and $d_L$ the degree and the discriminant of $L$. Then there exist constants $c_1$ and $c_2$ such that if
\[
\log x > 10 n_L \log^2 d_L,
\]
then
\[
\# \{p \leq x: \ p \mid d_L, p \text{ split totally in } L/\mathbb{Q} \} = \frac{\text{li}(x)}{n_L} + O \left( \frac{\text{li}(x^{\beta_0})}{n_L} + \frac{x}{e^{c_1 \sqrt{\log x}}} \right)
\]
and $\beta_0 \geq \frac{1}{2}$ satisfies
\[
\beta_0 \leq \max \{ 1 - \frac{1}{4 \log d_L}, 1 - \frac{1}{c_2 d_L^{1/n_L}} \}.
\]

In order to apply the above result, we need a sufficiently sharp estimate for $\log d_L$. An adequate one can be found in [18].

**Lemma 3.** Assume that $L/\mathbb{Q}$ is a Galois extension and denote by $n_L$ and $d_L$ the degree and the discriminant of $L$. Then
\[
\frac{n_L}{2} \log(\text{Rad}(d_E)) \leq \log d_L \leq (n_L - 1) \log(\text{Rad}(d_E)) + n_L \log n_L.
\]

Consider the Galois extension $\mathbb{Q}(\zeta_m, \Gamma^{1/d})$, where $d \mid m$ and where $\Gamma \subset \mathbb{Q}^*$ is a locally finite subgroup. So, by Lemma 1,
\[
n_{\mathbb{Q}(\zeta_m, \Gamma^{1/d})} = k_{m,d}(\Gamma) \leq m |\Gamma(d)|.
\]

Also note that the primes that ramify in such an extension are exactly those that either divide $m$ or those in $\text{Supp}_d \Gamma$. Therefore, $\text{Rad}(d_{\mathbb{Q}(\zeta_m, \Gamma^{1/d})}) = \text{lcm}(\text{Rad}(m), \sigma_{\Gamma,d})$ and, by Lemma 3,
\[
\log(d_{\mathbb{Q}(\zeta_m, \Gamma^{1/d})}) \leq 2m |\Gamma(d)| \log(m |\Gamma(d)|) \sigma_{\Gamma,m}.
\]

The conditions of uniformity of Lemma 2 are satisfied if
\[
(m |\Gamma(d)|)^3 \log^2 (m |\Gamma(d)|) \leq c \log x
\]
for some $c > 0$. We set $\pi_\Gamma(x,n,d)$ to be the number of primes up to $x$ that are unramified and split completely in $K_n(\Gamma^{1/d})$.

If we specialize the previous discussion to the case when $\Gamma$ is a finitely generated group and we use the upper bound in (7), we obtain:

**Lemma 4.** Assume that $\Gamma \subset \mathbb{Q}^\ast$ is a fixed finitely generated subgroup of rank $r$. Let $m,d \in \mathbb{N}$ be integers such that $d \mid m$. Then there exist constants $c_1$ and $c_2$ depending only on $\Gamma$ such that, uniformly for $m \leq c_1 \left( \frac{\log x}{(\log \log x)^2} \right)^{1/(3r+3)}$, as $x \to \infty$,

$$
\pi_\Gamma(x,m,d) = \frac{1}{k_{m,d}(\Gamma)} \log(x) + O_T \left( \frac{x}{e^{c_2 \sqrt{\log x} \sqrt{\log \log x}}} \right).
$$

If we specialize the previous discussion to the case when $\Gamma = \Gamma_S$, where $S$ is a set of primes with zero density, we obtain:

**Lemma 5.** Let $S$ be a set of prime numbers with density zero. Let $m,d \in \mathbb{N}$ be integers such that $d \mid m$. Assume also that $\log \sigma_{\Gamma,m} \leq m^{m}$. Then, there exist absolute positive constants $c_1$ and $c_2 < 1$ such that for $x \to \infty$, uniformly for $m \leq c_1 \log \log x / \log \log \log x$ we have

$$
\pi_{\Gamma_S}(x,m,d) = \frac{1}{k_{m,d}(\Gamma_S)} \log(x) + O(x \exp(-\left(\log x\right)^{c_2})).
$$

### 7. Proofs of Theorems 1 and 2

It is a criterion due to Dedekind that an odd prime $p \notin \text{Supp} \Gamma$ splits totally in $K_n(\Gamma^{1/d})$ if and only if $d$ divides the index $\text{ind}_p(\Gamma)$ and $p \equiv 1 \pmod{n}$. Therefore,

$$
\pi_\Gamma(x,n,d) = \# \{ p \leq x : p \notin \text{Supp} \Gamma, p \equiv 1 \pmod{n}, d \mid \text{ind}_p(\Gamma) \}.
$$

The following combinatorial identity allows us to apply the Chebotarev Density Theorem.

**Lemma 6.** Let $m \in \mathbb{Z}$ and $\Gamma \leq \mathbb{Q}^\ast$. We have the identity

$$
A_\Gamma(x,m) = \sum_{n \in \mathcal{S}_m} \sum_{d \mid m} \sum_{f \mid m} \mu(d) \mu(f) \pi_\Gamma(x,nd,\gamma(f,n/m)),
$$

where

$$
\mathcal{S}_m = \{ n \in \mathbb{N} : \text{Rad}(n) \mid m \text{ and } m \mid n \}
$$

and

$$
\gamma(f,k) = \prod_{\ell \mid f} \ell^{v_\ell(k)+1}.
$$

Note that with the notation above, $\gamma(f,n/m) \mid nd$. In fact, for every $\ell \mid f$, $v_\ell(n) - v_\ell(m) + 1 \leq v_\ell(n) + v_\ell(d)$ since $v_\ell(m) \geq 1$.

**Proof.** Let $p$ be a prime such that $p \notin \text{Supp} \Gamma$ and $m \mid \text{ord}_p(\Gamma)$. Then $m \mid p - 1$ and there exists a unique $n \in \mathcal{S}_m$ such that $p \equiv 1 \pmod{n}$ and $(\frac{e-1}{m},m) = 1$ (indeed $n = \prod_{\ell \mid m} \ell^{v_\ell(p-1)}$). Hence

$$
A_\Gamma(x,m) = \sum_{n \in \mathcal{S}_m} B_\Gamma(x,m),
$$
where \( B_\Gamma(x, m) \) equals

\[
\# \left\{ p \leq x : p \not\in \text{Supp} \; \Gamma, \; m \mid \text{ord}_p(\Gamma), \; p \equiv 1(\text{mod} \; n), \; \left( \frac{p-1}{n}, m \right) = 1 \right\} .
\]

Now note that if \( p \) is a prime with \( p \not\in \text{Supp} \; \Gamma, \; p \equiv 1(\text{mod} \; n) \) and \( \left( \frac{p-1}{n}, m \right) = 1 \), then

\[
m \mid \text{ord}_p(\Gamma) \iff \left( \text{ind}_p(\Gamma), n \right) \mid \frac{n}{m} .
\]

Indeed, from the hypothesis that \( n \in S_m \) and from

\[
n = (p - 1, n) = (\text{ind}_p(\Gamma), n)(\text{ord}_p(\Gamma), n)
\]

we deduce that \( m \mid \text{ord}_p(\Gamma) \) if and only if \( m \mid (\text{ord}_p(\Gamma), n) \) i.e., \( (\text{ind}_p(a), n) \mid \frac{n}{m} \). So we can rewrite \( B_\Gamma(x, m) \) in (10) as

\[
\# \left\{ p \leq x : p \not\in \text{Supp} \; \Gamma, \; (\text{ind}_p(\Gamma), n) \mid \frac{n}{m}, \; p \equiv 1(\text{mod} \; n), \; \left( \frac{p-1}{n}, m \right) = 1 \right\} .
\]

Next we apply the inclusion–exclusion formula to the conditions \( p \equiv 1(\text{mod} \; n) \) and \( \left( \frac{p-1}{n}, m \right) = 1 \), so that \( A_\Gamma(x, m) \) equals

\[
\sum_{n \in S_m, d \mid m} \mu(d) \# \left\{ p \leq x : p \not\in \text{Supp} \; \Gamma, \; (\text{ind}_p(\Gamma), n) \mid \frac{n}{m}, \; p \equiv 1(\text{mod} \; nd) \right\}.
\]

Finally, observe that, if \( \gamma(f, n/m) \) is the quantity defined in the statement of the lemma, then

\[
\sum_{f \mid n} \mu(f) = \prod_{\ell \mid n, \ell \not\mid (\text{ind}_p(\Gamma))} (1 + \mu(\ell)) = \begin{cases} 1 & \text{if } (\text{ind}_p(\Gamma), n) \mid \frac{n}{m}, \\ 0 & \text{otherwise}. \end{cases}
\]

So \( A_\Gamma(x, m) \) equals

\[
\sum_{n \in S_m, d \mid m} \mu(d) \# \left\{ p \leq x : p \not\in \text{Supp} \; \Gamma, \; \gamma(f, \frac{n}{m}) \mid \text{ind}_p(\Gamma), \; p \equiv 1(\text{mod} \; nd) \right\}.
\]

Applying the definition in (9) and the fact that \( n \) and \( m \) have the same radical, we deduce the claim. \( \square \)

**Proof of Theorem 1.** Let us start from the identity of Lemma 6 and rewrite it as:

\[
A_\Gamma(x, m) = \sum_{n \in S_m, d \mid m} \mu(d) \mu(f) \pi_\Gamma \left( x, nd, \gamma \left( f, \frac{n}{m} \right) \right) + O \left( \sum_{n \in S_m, d \mid m} \pi_\Gamma \left( x, nd, \gamma \left( f, \frac{n}{m} \right) \right) \right) = \Sigma_1 + O(\Sigma_2).
\]
Applying one more (11), we obtain the estimate

\[
\Sigma_1 = \sum_{n \in S_m, d|m \atop nm \leq y} \mu(d) \mu(f) \pi_T \left( x, nd, \gamma \left( f, \frac{n}{m} \right) \right)
\]

\[
= \sum_{n \in S_m, d|m \atop nm \leq y} \left( \frac{\mu(d) \mu(f)}{k_{dn, \gamma(f, \frac{n}{m})}} \right) + O_T \left( \frac{x}{e^{\nu \log x} \sqrt{\log \log x}} \right)
\]

\[
= g_{T, m} \log(x) + E(x, y, m),
\]

where

\[
E(x, y, m) \ll \sum_{n \in S_m, d|m \atop nm \leq y} \frac{\tau(n) \tau(m) x}{m} \ll \sum_{n \in S_m, d|m \atop nm > y} \frac{\mu^2(d) \mu^2(f)}{k_{dn, \gamma(f, n/m)}} \log(x)
\]

\[
\ll \frac{\tau(m) x}{m} \ll \frac{\tau(m) x}{m} \ll \frac{\tau(m) x}{m} \ll \frac{\tau(m) x}{m}
\]

since \( k_{dn, \gamma(f, n/m)} \geq d \varphi(n) \). The choice made for \( y \) implies that the first term is negligible. For the second term observe that the Rankin Method (see [16, Lemma 3.3]) implies that for any \( c \in (0, 1) \), uniformly in \( m 
\]

(11)

\[
\sum_{n \in S_m, n \geq T} \frac{1}{n} \ll \frac{1}{T^c}.
\]

Hence

\[
\frac{\tau(m) m}{\varphi(m) \log x} \sum_{n \in S_m, n > y/m} \frac{1}{\varphi(n)} = \tau(m) \left( \frac{m}{\varphi(m)} \right)^2 \frac{x}{\log x} \sum_{n \in S_m, n > y/m} \frac{1}{n}
\]

\[
\ll \frac{\tau(m) m^c x (\log x)^{3/2 + 2}}{(\log x)^{1 + 1/c}}.
\]

Now let us deal with \( \Sigma_2 \). We have that

\[
\sum_{n \in S_m, d|m \atop nm \leq z} \pi_T \left( x, nd, \gamma \left( f, \frac{n}{m} \right) \right)
\]

\[
\ll \tau(m) \left( \sum_{n \in S_m, d|m \atop nm \leq y} \pi(n) + \sum_{n \in S_m, d|m \atop nm > z} \# \{ k \leq x: nd | k \} \right),
\]

where \( z \) is a suitable parameter that will be determined momentarily. By the Brun–Tichmarsh Theorem and the trivial estimate, the above is

\[
\ll \frac{\tau(m) m}{\varphi(m)} \frac{1}{\log(x/z)} \sum_{n \in S_m, n > y/m} \frac{1}{\varphi(n)} + \sum_{n \in S_m, nm \geq z} \frac{1}{n}
\]

Applying one more (11), we obtain the estimate

\[
\Sigma_2 \ll \tau(m) \left( \frac{m}{\varphi(m)} \right)^2 \frac{m^c x}{(\log(x/z)^{y^c} + \frac{1}{z^c})}
\]
Finally, setting \( z = \log^{2+1/c} x \) and \( c = 1 - 1/\log \log x \) we obtain the claim. \( \square \)

**Proof of Theorem 2.** We use the formulas for the degrees \( k_{nd, \gamma(f, \frac{n}{m})}(\Gamma) \) of Lemma 1 and of Corollary 1 which in this case reads as:

\[
k_{nd, \gamma(f, \frac{n}{m})}(\Gamma) = \frac{d \varphi(n)}{|H_{nd,v_2(\gamma(f, \frac{n}{m}))}|} \prod_{\ell \mid f} \left| \Gamma(\ell^{v_\ell(n/m)+1}) \right|,
\]

where \( H_{nd,v_2(\gamma(f, \frac{n}{m}))} \) is trivial if \( f \) is odd while if \( 2 \mid f \), then \( v_2(\gamma(f, \frac{n}{m})) = v_2(\frac{n}{m}) + 1 \) and

\[
H_{nd,v_2(\frac{n}{m})+1} = \left\{ \eta \in \mathbb{N} : \eta | \text{Rad}(m), \eta^{2^{2^n} \cdot 2^{v_{2^n}(\frac{n}{m})+1}} \in \Gamma(2^{v_2(\frac{n}{m})+1}), \delta(\eta) | nd \right\}.
\]

Thus, if for brevity we write \( v = v_2(\frac{n}{m}) \), the sum defining \( \varrho_{\epsilon,n} \) in the statement of Theorem 1, equals

\[
\sum_{n \in S_m} \frac{1}{\varphi(n)} \sum_{d \mid n} \frac{\mu(d)}{d} \sum_{f \mid n} \mu(f) \prod_{\ell \mid f} \left| \Gamma(\ell^{v_\ell(n/m)+1}) \right|^{-1}
\]

\[
+ \sum_{\eta | \text{Rad}(m) \neq 1} \frac{1}{\varphi(n)} \sum_{n \in S_m} \frac{\mu(d)}{d} \sum_{f \mid n} \mu(f) \prod_{\ell \mid f} \left| \Gamma(\ell^{v_\ell(n/m)+1}) \right|^{-1}.
\]

\[
= S_1 + S_2,
\]

say. To compute \( S_1 \), we use the identity

\[
\frac{1}{\varphi(n)} \sum_{d \mid n} \frac{\mu(d)}{d} = \frac{1}{n}.
\]

So that

\[
S_1 = \sum_{n \in S_m} \frac{1}{n} \prod_{\ell \mid m} \left( 1 - \left| \Gamma(\ell^{v_\ell(n/m)+1}) \right|^{-1} \right)
\]

\[
= \prod_{\ell \mid m} \sum_{j \geq v_\ell(m)} \frac{1}{\ell^j} \left( 1 - \left| \Gamma(\ell^{-v_\ell(m)+1}) \right|^{-1} \right)
\]

\[
= \frac{1}{m} \prod_{\ell \mid m} \sum_{j \geq 0} \frac{1}{\ell^j} \left( 1 - \left| \Gamma(\ell^{-1}) \right|^{-1} \right)
\]

\[
= \frac{1}{\varphi(m)} \prod_{\ell \mid m} \left( 1 - (\ell - 1) \sum_{j \geq 1} \frac{1}{\ell^j | \Gamma(\ell^j) |} \right).
\]

We also deduce that for \( m \) odd,

\[
\varrho_{\epsilon,n} = \frac{1}{\varphi(m)} \prod_{\ell \mid m} \left( 1 - \sum_{j \geq 1} \frac{\ell - 1}{\ell^j | \Gamma(\ell^j) |} \right).
\]

In order to compute \( S_2 \), we need to use the following lemma:

**Lemma 7.** With the notation above, let

\[
S = \frac{1}{\varphi(n)} \sum_{d \mid n} \frac{\mu(d)}{\delta(\eta) | nd|}.
\]

Then

\[
S = \frac{\tau_{\eta,n}}{n}, \quad \text{where} \quad \tau_{\eta,n} = \begin{cases} 
1 & \text{if } \delta(\eta) | n \\
-1 & \text{if } \delta(\eta) \nmid n \text{ but } \delta(\eta) | 2n \\
0 & \text{if } \delta(\eta) \nmid 2n.
\end{cases}
\]
Proof of Lemma 7. Set $\delta(\eta) = x2^\beta$ with $x$ odd squarefree and $\beta \in \{0, 2, 3\}$. Furthermore, set $n = n'2^n$ with $n'$ odd.

The condition $\delta(\eta) \mid n$ implies that $\delta(\eta) \mid nd$ for all possible $d$ and in such a case, we have that $S = \frac{1}{n'}$ by the multiplicativity of the involved functions.

The condition $\delta(\eta) \mid n$, $\delta(\eta) \mid 2n$ is equivalent to $x \mid n'$ and $\beta = \alpha + 1$, which in particular, implies that $n$ is even. Therefore, in this case, by multiplicativity,

$$S = \frac{1}{n'} \times \frac{1}{2^n - 1} \sum_{\gamma \in \{0, 1\}, \beta \leq \alpha + \gamma} \frac{(-1)^\gamma}{2^\gamma} = -\frac{1}{n}.$$

Finally, if the condition $\delta(\eta) \nmid 2n$ is satisfied, since $x \nmid n'$, for all squarefree $d \mid n$, we have that $\delta(\eta) \nmid nd$ so, in such a case, $S = 0$. So we can assume that $x \mid n'$, $\beta > \alpha + 1$ and that $\beta \in \{2, 3\}$. It follows that

$$S = \frac{1}{n'} \times \frac{1}{\varphi(2^n)} \sum_{\gamma \in \{0, 1\}, \alpha + 1 < \beta < \alpha + \gamma} \frac{(-1)^\gamma}{2^\gamma} = 0,$$

since the conditions on $\gamma$ in the sum are never satisfied. This concludes the proof.

Next note that $S_2 = 0$ unless $m$ is even. In the latter case we write

$$S_2 = \sum_{\eta \mid \text{Rad}(m), \eta \neq 1} S_\eta,$$

where, by Lemma 7,

$$S_\eta = \sum_{n \in S_m \delta_m} \tau_{\eta, n} \frac{\tau_{\eta, n}}{n} \sum_{f \mid n \, \text{even}} \mu(f) \prod_{\ell \mid f} \left| \Gamma(\ell v(n/m)+1) \right|^{-1}.$$

Next, we use the fact that $S_\eta = 0$ unless $\delta(\eta) \mid 2n$ and this happens only if $\eta \mid m$.

Furthermore, $S_\eta = 0$ unless there exists $t \geq 0$ such that $\eta^2 Q^\delta 2^t \in \Gamma(2^{t+1})$. We will set $t_\eta$ to be the least of such $t$ so that $t_\eta = \infty$ if there is no $t$ with such a property. Furthermore, if $s \geq t_\eta$, then $\eta^2 Q^\delta 2^t \in \Gamma(2^{s+1})$.

Hence, for $m$ even, we can rewrite

$$S_2 = \sum_{\eta \mid \text{Rad}(m), \eta \neq 1, t_\eta < \infty} S_\eta.$$

We deduce that if $S_\eta$ is one of the summands above, then it equals

$$= \sum_{n \in S_m \delta_m} \frac{\tau_{\eta, n}}{n} \left| \Gamma(2^{v_2(n/m)+1}) \right| \prod_{\ell \mid n} \left( 1 - \left| \Gamma(\ell v(n/m)+1) \right|^{-1} \right)$$

$$= \sum_{n \in S_m \delta_m} \frac{\epsilon_\eta(v_2(n))}{n} \left| \Gamma(2^{v_2(n/m)+1}) \right| \prod_{\ell \mid n} \left( 1 - \left| \Gamma(\ell v(n/m)+1) \right|^{-1} \right).$$
where \( \epsilon_\eta(j) = 1 \) if \( j = v_2(\delta(\eta)/2) \) and \( \epsilon_\eta(j) = -1 \) if \( j > v_2(\delta(\eta)/2) \). So \( S_\eta \) equals

\[
S_1 \times 2^{v_2(m)-1} \left( 1 - \sum_{j \geq 1} \frac{1}{2^j |\Gamma(2^j)|} \right)^{-1} \times \sum_{j > t_\eta \vee v_2(\delta(\eta)/2) \atop j \geq v_2(\delta(\eta)/2) + 1} \frac{\epsilon_\eta(j)}{2^j |\Gamma(2^j - v_2(m) + 1)|}
\]

\[
= S_1 \times \left( 1 - \sum_{j \geq 1} \frac{1}{2^j |\Gamma(2^j)|} \right)^{-1} \times \sum_{k \geq \max(t_\eta + 1, v_2(\delta(\eta)/m))} \frac{\epsilon_\eta(k + v_2(m/2))}{2^k |\Gamma(2^k)|}.
\]

Hence,

\[
\varrho_{T,m} = \frac{1}{\varphi(m)} \prod_{\ell | m} \left( 1 - \sum_{j \geq 1} \frac{\ell - 1}{\ell |\Gamma(\ell)|} \right) \times \nu_{T,m},
\]

where, if \( m \) is odd, \( \nu_{T,m} = 1 \) and, if \( m \) is even, \( \nu_{T,m} \) equals

\[
1 + \left( 1 - \sum_{j \geq 1} \frac{1}{2^j |\Gamma(2^j)|} \right)^{-1} \sum_{\eta \neq 1 \atop t_\eta < \infty} \sum_{v_2(\delta(\eta)/m) \atop k \geq t_\eta + 1} \frac{\epsilon_\eta(k + v_2(m/2))}{2^k |\Gamma(2^k)|}.
\]

If we add to the last sum above the term \( \eta = 1 \) and we observe that

\[
- \sum_{k \geq t_\eta + 1 \atop k > v_2(\delta(1)/m)} \frac{\epsilon_1(k + v_2(m/2))}{2^k |\Gamma(2^k)|} = \sum_{j \geq 1} \frac{1}{2^j |\Gamma(2^j)|}
\]

since \( t_1 = 0, \delta(1) = 1 \) and \( \epsilon_1(k + v_2(m/2)) = -1 \), we mildly simplify the formula for \( \nu_{T,m} \) when \( m \) is even, obtaining:

\[
\nu_{T,m} = \left( 1 - \sum_{j \geq 1} \frac{1}{2^j |\Gamma(2^j)|} \right)^{-1} \left( 1 + \sum_{\eta | \text{Rad}(m) \atop t_\eta < \infty} \sum_{v_2(\delta(\eta)/m) \atop k \geq s_\eta} \frac{\epsilon_\eta(k + v_2(m/2))}{2^k |\Gamma(2^k)|} \right)
\]

\[
= \left( 1 - \sum_{j \geq 1} \frac{1}{2^j |\Gamma(2^j)|} \right)^{-1} \left( 1 - \sum_{\eta | \text{Rad}(m)} \psi_\eta \right),
\]

where \( s_\eta = v_2(\delta(\eta)/m) \) and

\[
\psi_\eta = \begin{cases} 0 & \text{if } s_\eta = \infty, \\ \sum_{k > s_\eta} \frac{1}{2^k |\Gamma(2^k)|} & \text{if } s_\eta \leq s_\eta < \infty, \\ \sum_{k > s_\eta} \frac{1}{2^k |\Gamma(2^k)|} + \sum_{k > t_\eta} \frac{1}{2^k |\Gamma(2^k)|} & \text{if } s_\eta > t_\eta, \end{cases}
\]

and this completes the proof. \( \square \)

8. Numerical Data

In this section we compare numerical data. The density \( \varrho_{T,m} \) can be explicitly computed once a set of generators of \( \Gamma \) is given. In particular, the following Pari-GP [21] code allows us to compute \( \varrho_{(p_1, \ldots, p_r),m} = \text{rho}(m, p_1, \ldots, p_r) \).
\( \rho(m,q) = \{ \text{local}(a,B,l,rh); \\
    r = \omega(q); rh = \gcd(2,m)/m; \\
    B = \text{divisors}(m); b = \text{matsize}(B)[2]; \\
    \text{for}(k=1,b,l = B[k]; \\
    \text{if}(\text{isprime}(l) \&(l>2), \\
        rh = rh*(l^2*(l^r-1)/(l-1)/(l^(r+1)-1))); \\
    A = \text{divisors}(\gcd(m,q)); a = \text{matsize}(A)[2]; \\
    u1 = 0; u3 = 0; u2 = 0; \\
    \text{for}(j=1,a,l = A[j]; \\
    \text{if}(l \% 4 == 1, u1++); \text{if}(l \% 4 == 3, u3++); \text{if}(l \% 4 == 2, u2++)); \\
    \psi = \text{if}(m \% 2 == 1, 0, \text{if}(m \% 4 == 2, u1+(2^{-r}-1)*(u3+u2/2^{r+1}), \text{if}(m \% 8 == 4, u1+u3+(2^{-r}-1)*u2, u1+u3+u2))); \\
    rh*(1-\psi/(2^{r+1}-1)) \} \)

The first table compares the values of \( \varrho \Gamma_r^\sigma m \) as in Theorem 1 (second row) and \( A_{\varrho}(10^9, m) \) (first row) with \( \Gamma_r = \langle 2, \ldots, p_r \rangle, r \leq 7 \) (\( p_i \) is the \( i \)-th prime) and \( m = 2, \ldots, 16 \). All values have been truncated to 7 decimal digits.

<table>
<thead>
<tr>
<th>m ( \Gamma_r )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.0834295</td>
<td>0.07903429</td>
<td>0.9409869</td>
<td>0.93880946</td>
<td>0.9843126</td>
<td>0.9921912</td>
<td>0.9690077</td>
</tr>
<tr>
<td>3</td>
<td>0.7033333</td>
<td>0.7053437</td>
<td>0.9369791</td>
<td>0.9068689</td>
<td>0.9843126</td>
<td>0.9921912</td>
<td>0.9690096</td>
</tr>
<tr>
<td>4</td>
<td>0.4166666</td>
<td>0.4178437</td>
<td>0.4958333</td>
<td>0.4999999</td>
<td>0.9921912</td>
<td>0.9921912</td>
<td>0.9921912</td>
</tr>
<tr>
<td>5</td>
<td>0.2633333</td>
<td>0.2639348</td>
<td>0.4986746</td>
<td>0.4999999</td>
<td>0.9921912</td>
<td>0.9921912</td>
<td>0.9921912</td>
</tr>
<tr>
<td>6</td>
<td>0.2656250</td>
<td>0.2657497</td>
<td>0.4986746</td>
<td>0.4999999</td>
<td>0.9921912</td>
<td>0.9921912</td>
<td>0.9921912</td>
</tr>
<tr>
<td>7</td>
<td>0.1458333</td>
<td>0.1458489</td>
<td>0.4986746</td>
<td>0.4999999</td>
<td>0.9921912</td>
<td>0.9921912</td>
<td>0.9921912</td>
</tr>
<tr>
<td>8</td>
<td>0.0912625</td>
<td>0.0912625</td>
<td>0.4986746</td>
<td>0.4999999</td>
<td>0.9921912</td>
<td>0.9921912</td>
<td>0.9921912</td>
</tr>
<tr>
<td>9</td>
<td>0.1249966</td>
<td>0.1249966</td>
<td>0.4986746</td>
<td>0.4999999</td>
<td>0.9921912</td>
<td>0.9921912</td>
<td>0.9921912</td>
</tr>
<tr>
<td>10</td>
<td>0.1475587</td>
<td>0.1475587</td>
<td>0.4986746</td>
<td>0.4999999</td>
<td>0.9921912</td>
<td>0.9921912</td>
<td>0.9921912</td>
</tr>
<tr>
<td>11</td>
<td>0.0916644</td>
<td>0.0916644</td>
<td>0.4986746</td>
<td>0.4999999</td>
<td>0.9921912</td>
<td>0.9921912</td>
<td>0.9921912</td>
</tr>
<tr>
<td>12</td>
<td>0.1562500</td>
<td>0.1562500</td>
<td>0.4986746</td>
<td>0.4999999</td>
<td>0.9921912</td>
<td>0.9921912</td>
<td>0.9921912</td>
</tr>
<tr>
<td>13</td>
<td>0.1032986</td>
<td>0.1032986</td>
<td>0.4986746</td>
<td>0.4999999</td>
<td>0.9921912</td>
<td>0.9921912</td>
<td>0.9921912</td>
</tr>
<tr>
<td>14</td>
<td>0.0731090</td>
<td>0.0731090</td>
<td>0.4986746</td>
<td>0.4999999</td>
<td>0.9921912</td>
<td>0.9921912</td>
<td>0.9921912</td>
</tr>
<tr>
<td>15</td>
<td>0.0562990</td>
<td>0.0562990</td>
<td>0.4986746</td>
<td>0.4999999</td>
<td>0.9921912</td>
<td>0.9921912</td>
<td>0.9921912</td>
</tr>
<tr>
<td>16</td>
<td>0.0416666</td>
<td>0.0416666</td>
<td>0.4986746</td>
<td>0.4999999</td>
<td>0.9921912</td>
<td>0.9921912</td>
<td>0.9921912</td>
</tr>
</tbody>
</table>

The next table compares the values of \( \varrho \Gamma_{r,m} \) as in Theorem 1 (second row) and \( A_{\varrho}(10^9, m) \) (first row) with \( \Gamma_r = \langle 3, \ldots, p_{r+1} \rangle, \ r \leq 7 \) and \( 2 \leq m \leq 16 \).
Example. Let $\Gamma = (3^3 \cdot 11^{15}, 3^3 \cdot 11^3, 3^7 \cdot 13^7, 2^2 \cdot 5^2 \cdot 11 \cdot 13)$. Then $\text{Supp}(\Gamma) = (2, 3, 5, 11, 13)$ and the matrix associated to $\Gamma$ is

$$ M = \begin{pmatrix} 0 & 0 & 0 & 2 \\ 3 & 3 & 7 & 0 \\ 0 & 0 & 0 & 2 \\ 15 & 3 & 0 & 1 \\ 0 & 0 & 7 & 1 \end{pmatrix}, $$

so $\Delta_4(\Gamma) = 3^2 \cdot 2^2 \cdot 7$, $\Delta_3(\Gamma) = 2 \cdot 3$ and $\Delta_2(\Gamma) = \Delta_1(\Gamma) = 1$. Hence, if $\ell \notdivides 42$, then

$$ 1 - \sum_{j \geq 1} \frac{\ell - 1}{\ell^{|\Gamma(j)|}} = \frac{\ell(\ell^4 - 1)}{\ell^5 - 1}. $$
while
\[
1 - \sum_{j \geq 1} \frac{2}{3^j \Gamma(3^j)} = \frac{2^4 \times 21}{3 \times 11^2} \quad \text{and} \quad 1 - \sum_{j \geq 1} \frac{6}{7^j \Gamma(7^j)} = \frac{2 \times 11 \times 127}{2801}.
\]

Furthermore, if \( \eta \) is squarefree and \( t_\eta \) is finite (i.e., \( \eta^p \mathbb{Q}^{2^{t+1}} \in \Gamma(2^{t+1}) \) for some \( t \geq 0 \)), then \( \eta \mid 2 \times 3 \times 5 \times 11 \times 13 \). More precisely, after some calculations, one obtains that
\[
t_\eta = \begin{cases} 
0 & \text{if } \eta \in \{1, 33, 39, 143\}, \\
1 & \text{if } \eta \in \{30, 110, 130, 4290\}, \\
2 & \text{if } \eta \in \{3, 11, 10, 13, 330, 390, 1430\}, \\
\infty & \text{otherwise}.
\end{cases}
\]

So by (5)
\[
\sum_{j \geq j_0} \frac{1}{2^j \Gamma(2^j)} = \begin{cases} 
\frac{33}{2^t \times 3!} & \text{if } j_0 = 1, \\
\frac{1}{2^t \times 3!} & \text{if } j_0 = 2, \\
\frac{15}{2^t \times 3!} & \text{if } j_0 = 3.
\end{cases}
\]

We conclude that
\[
\psi_\eta = \begin{cases} 
\frac{33}{2^t \times 3!} & \text{if } \eta \in \{1, 33\} \text{ or if } \eta \in \{39, 143\} \text{ and } 4 \mid m, \\
\frac{1}{2^t \times 3!} & \text{if } \eta \in \{30, 110, 130, 4290\} \text{ and } 4 \mid m, \\
\frac{-90}{2^t \times 3!} & \text{if } \eta \in \{3, 11, 10, 13, 330, 390, 1430\}, \\
\frac{-15}{2^t \times 3!} & \text{if } \eta \in \{39, 143\} \text{ and } 2 \mid m, \\
0 & \text{otherwise}.
\end{cases}
\]

The following table compares the values of \( \vartheta_{m,n} \) as in Theorem 1 (second row) and \( A_{10}(m) \Gamma(m) \) (first row) with \( \Gamma \) and \( m = 2, \ldots, 25 \). The numbers are truncated (not approximated) to the seventh decimal digit.

<table>
<thead>
<tr>
<th>m</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>2801</td>
<td>0.06601300</td>
<td>0.42880253</td>
<td>0.43488384</td>
<td>0.23967277</td>
<td>0.40102397</td>
<td>0.40109979</td>
<td>0.16281556</td>
</tr>
<tr>
<td>2801</td>
<td>0.06603548</td>
<td>0.42880992</td>
<td>0.43488774</td>
<td>0.23967990</td>
<td>0.40106318</td>
<td>0.40116756</td>
<td>0.16282505</td>
</tr>
<tr>
<td>2801</td>
<td>0.15427069</td>
<td>0.21636990</td>
<td>0.09998578</td>
<td>0.20057492</td>
<td>0.20055485</td>
<td>0.08332998</td>
<td>0.14412518</td>
</tr>
<tr>
<td>2801</td>
<td>0.15429092</td>
<td>0.21639314</td>
<td>0.09999579</td>
<td>0.20055485</td>
<td>0.08332998</td>
<td>0.14412518</td>
<td>0.11554303</td>
</tr>
<tr>
<td>2801</td>
<td>0.10836781</td>
<td>0.06248592</td>
<td>0.13371643</td>
<td>0.05554725</td>
<td>0.10815049</td>
<td>0.07069501</td>
<td>0.08666158</td>
</tr>
<tr>
<td>2801</td>
<td>0.10836994</td>
<td>0.06249929</td>
<td>0.13374211</td>
<td>0.05555515</td>
<td>0.10822818</td>
<td>0.07064221</td>
<td>0.08666296</td>
</tr>
<tr>
<td>2801</td>
<td>0.04544065</td>
<td>0.10028392</td>
<td>0.04993361</td>
<td>0.07223071</td>
<td>0.05441544</td>
<td>0.07206981</td>
<td>0.03071052</td>
</tr>
<tr>
<td>2801</td>
<td>0.04545439</td>
<td>0.10027743</td>
<td>0.04993598</td>
<td>0.07222128</td>
<td>0.05442332</td>
<td>0.07206407</td>
<td>0.03571423</td>
</tr>
<tr>
<td>2801</td>
<td>0.10096433</td>
<td>0.03332901</td>
<td>0.05418229</td>
<td>0.04627933</td>
<td>0.05417804</td>
<td>0.04149951</td>
<td>0.06868010</td>
</tr>
<tr>
<td>2801</td>
<td>0.10096555</td>
<td>0.03333299</td>
<td>0.05418346</td>
<td>0.04627811</td>
<td>0.05418285</td>
<td>0.04150932</td>
<td>0.06871075</td>
</tr>
<tr>
<td>2801</td>
<td>0.02777776</td>
<td>0.04815352</td>
<td>0.03856653</td>
<td>0.05409861</td>
<td>0.02508847</td>
<td>0.06698081</td>
<td>0.02881314</td>
</tr>
<tr>
<td>2801</td>
<td>0.02877776</td>
<td>0.04816273</td>
<td>0.03856624</td>
<td>0.05409836</td>
<td>0.02499999</td>
<td>0.06698454</td>
<td>0.02880957</td>
</tr>
</tbody>
</table>

**Conclusion**

Average values of \( \vartheta_{m}(\Gamma) \) in the sense of Kurlberg and Pomerance [8] or weighted sum of \( \vartheta_{m}(\Gamma) \) in the sense of [14] can also be considered. For example, if \( m \in \mathbb{N} \), in [17] Susa and the author consider the problem of enumerating primes \( p \) such that \( \vartheta_{p}(\Gamma) = m \).
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