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clustering algorithms

how to find a shape where there 
is no shape

what is clustering?

• grouping objects that are similar each other
into classes

• method for data exploration
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example – news articles

• consider some vocabulary 𝑉 = {𝑣1, ⋯ , 𝑣𝑑}

• map each news article to a vector (𝑥1, ⋯ , 𝑥𝑑)
where 𝑥𝑖 = 1 if 𝑣𝑖 appears in the article and 
𝑥𝑖 = 0 if 𝑣𝑖 does not appear in the article

• the articles are points of a 𝑑 dimensional
space

• articles with similar sets of points (near in the 
space) correspond to similar topics

a possible definition of distance

• Euclidean distance between two points a and 
b with coordinates 𝑎1⋯𝑎𝑑 and 𝑏1⋯𝑏𝑑
– 𝑑 is the number of dimensions





d

i

ii babadist
1

2)(),(



09/05/2016

3

k-means algorithm

• input: 𝑛 points in some 𝑑–dimensional space
and a number 𝑘

1. randomly place 𝑘 points into the space; each
point represents the centriod of a cluster

2. assign each point to the cluster that has the 
closest centroid

3. recompute the positions of the 𝑘 centroids

4. repeat steps 2 and 3 until a stopping criterion
is met

clustering 10 points in 2 clusters (𝑘 = 2)
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clustering 10 points in 2 clusters (𝑘 = 2)
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first assignment to clusters - a random choice

clustering 10 points in 2 clusters (𝑘 = 2)
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clustering 10 points in 2 clusters (𝑘 = 2)
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clustering 10 points in 2 clusters (𝑘 = 2)
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clustering 10 points in 2 clusters (𝑘 = 2)
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does it take too much time?

• if the number of iterations is 𝑡 the algorithm
spends 𝑂(𝑛𝑘𝑡) time
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cons

• necessity of specifying 𝑘
• sensitive to noise and outlier data points

– outliers: a small number of such points can 
substantially influence the mean value

• clusters are sensitive to initial assignment of centroids

– clusters can be inconsistent from one run to 
another

sensitivity to initial assignment
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hierarchical clustering

• start giving to each point its own specific
cluster

• repeat

– merge the two closest clusters

• until (e.g.) the number of clusters is «small»

hierarchical clustering
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